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Creating computing systems able to address our ever-increasing needs, especially
as we reach the end of CMOS transistor scaling, will require truly novel methods of
computing. However, the traditional logic abstractions and the digital design
patterns we understand so well have coevolved with the hardware technology that
has embodied them. As we look past CMOS, there is no reason to think that those
same abstractions best serve to encapsulate the computational potential inherent
to emerging devices. We posit that a new and radically more efficient foundation for
computing lies at the intersection of superconductor electronics and delay-coded
computation. Building on recent work in race logic, we show that superconducting
circuits can naturally compute directly over temporal relationships between pulse
arrivals; that the computational relationships between those pulse arrivals can be
formalized through a functional extension to a temporal predicate logic used in the
verification community; and that the resulting architectures can operate
asynchronously and describe real and useful computations. We verify our
hypothesis through a combination of detailed analog circuit models and layout
designs, a formal analysis of our abstractions, and an evaluation of several
superconducting temporal accelerators.

Superconductor electronics offer the potential
to perform computations at tremendous
speeds and energy savings—especially on large

scales.1 Unfortunately, a semantic gap exists between
the level-driven logic, which CMOS designs accept as
a foundation, and the pulse-driven logic that is natu-
rally supported by the most compelling superconduct-
ing technologies. This gap creates a variety of
challenges across the full hardware stack, from the
circuits up through the CAD and architecture levels.

A pulse, unlike a stable voltage level, will fire
through a channel for only an instant. Arranging the
network of superconducting components so that input
pulses—driven by the transfer of magnetic flux
quanta—always arrive simultaneously to logic gates to
maintain the illusion of a strictly Boolean evaluation is
a significant engineering hurdle and results in unavoid-
able overheads. If we instead think about these pulses
as the representation of nonbinary data, the natural
language for expressing computations over those data
would be one that can efficiently describe the temporal
relationships between these pulses. Here, we draw
upon two distinct lines of research, both currently dis-
connected from superconducting.

First, recent work has shown that delay-based
encoding has impressive expressive power and
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practical utility in implementing important classes of
accelerators.2–4 The principles of the delay-coded
logic described in that prior work apply directly to
problems in superconducting. However, the fact that
its primitive operations have been so far implemented
only in CMOS under specific assumptions—e.g., edges
are used to denote event occurrences—brings up
questions about their implementability and efficiency
in the much different superconducting technology.

Second, there is a long history of work in temporal
logic. Temporal logic systems allow for the representation
and reasoning of propositions qualified in terms of time.
Although expressing and evaluating constraints on the
order of events is particularly useful for formal verification
purposes, the predicate nature of existing temporal logics
makes them insufficient for desired computing tasks. We
instead need a temporal logic with computational capa-
bilities that takes events as inputs and creates new
events as outputs based on the input relationships.

In this article, we address these issues and explore
the potential of superconducting temporal computing
by proposing a new computational temporal logic. This
computational temporal logic subsumes classical tem-
poral predicate logic and gives clear, precise, and useful
semantics to delay-based computations. Moreover, we
demonstrate how this approach enables a tradeoff
between implementation complexity and delay; show
how one can realize a functionally complete set of tem-
poral operations in superconducting circuits; and create
useful designs that effectively capture the potential of
these circuits. Finally, we identify critical timing con-
straints and develop proof-of-concept accelerator
designs that demonstrate the functional correctness
and high performance of the proposed logic scheme,
methodology, and architectures. Open-source imple-
mentations of our superconducting temporal primitives
and accelerators can be found on github.

BACKGROUND
ComputingWith Superconductors
Pulse-based superconductor electronics are charac-
terized by three basic features: 1) the absence of resis-
tance in static circuits at superconducting
temperatures, 2) the Josephson effect, which governs
the fundamental switching element in superconductor
circuits, the Josephson junction (JJ), and 3) the propa-
gation of single flux quanta (SFQ), appearing as ps-
duration, mV-amplitude pulses across switching JJs,
instead of static-voltage levels.

Unlike semiconductor devices, the resistance of
superconducting circuits is zero, and thus, their speed is
not limited by RC time constants. Moreover, the

propagation of digital data (in superconducting intercon-
nects) is near the speed of light, lossless, and consumes
no power. These speed and power benefits do not come
without challenges, though. One of the most profound is
the pulse-based nature of computation. Developing logic
using only pulses presents intellectual and application
challenges alike. Pulses cannot be sampled like voltage
levels because they do not coincide with ps precision
(because of this reason, we usually end up with synchro-
nous superconducting gates and fine-grained clocking).
Also, the relatively low integration density of JJs along
with the need for Splitters to fan out can inflate the cir-
cuit size considerably. Finally, the lack of reliable and
high-capacity superconducting memories imposes its
own distinctive constraints.

Because of these unique characteristics (and limi-
tations) of superconducting, innovation requires that
research efforts focus on computing paradigms and
architectures that depart from classic CMOS-inspired
solutions. Examples of such alternative solutions are
those that 1) use fewer JJs than transistors for the
same information throughput, 2) allow for easier
clocking, and 3) have lower memory requirements.5

We claim that temporal computing satisfies all these
“constraints” and paves a promising path forward.

Race Logic
Race logic is a prime example of computing in the time
domain.2,4 Under race logic, information is repre-
sented as a delay; and a set of basic temporal opera-
tions—FirstArrival (FA), LastArrival (LA), Delay (D),
and Inhibit (IS)—replaces the OR, AND, and NOT we
know from Boolean logic.

Figure 1 illustrates the functionality of these tem-
poral operations. As their names indicate, FA and LA

FIGURE 1. Basic operations of race logic are FirstArrival

(FA), LastArrival (LA), Delay (D), and strict Inhibit (IS). Dt

corresponds to the delay associated with one time step.
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“fire” as soon as the first and last high inputs arrive,
respectively. Under the assumption that smaller
delays in rise time encode smaller magnitudes,
whereas larger magnitudes are encoded as longer
delays, FA realizes Min function and LA Max function.
The D operation delays an input event by c units of
time; in the shown example, c ¼ 2. Since the arrival
time of the rising edge is what encodes information,
delaying the 0 ! 1 transition by a fixed amount of
time is equivalent to Constant� Addition. Finally, the
IS operation, inspired by the behavior of inhibitory
postsynaptic potentials in the neurons of the neocor-
tex,3 works as a nonlinear filter that has two inputs: 1)
an inhibiting signal and 2) a data signal. If the data sig-
nal arrives first, it is allowed to pass through the gate
unchanged; otherwise, no event occurs on the output
line, which denotes 1. Prior to the next computation,
race logic-driven circuitry must be reset.

Space–Time Algebra
Space–time algebra provides a mathematical under-
pinning for temporal processing.3 Any function defined
over the domain S ¼ f0;Nþ;1g, where Nþ is the set of
positive natural numbers, that satisfies the properties
of invariance and causality complies with this algebra.
Interestingly, one can always make an arbitrary func-
tion satisfy these properties with the use of a refer-
ence signal r. Thus, any n-ary function defined over S
is expressible in race logic with at most nþ 1 variables.

FORMALIZATION
The transition from Boolean to race logic gives us the
freedom to set up a clean infrastructure and avoid ret-
rofitting superconductor electronics to existing
abstractions and architectures. To establish a solid
foundation and lay the groundwork for the develop-
ment of systematic methods at all levels, we formally
define the above-described temporal operations.

Computational Temporal Logic
Given the long history of temporal logics in the verifi-
cation community, we use the well-established setting
of linear temporal logic (LTL) as a starting point. The
basic LTL operators are: � sometime in the future, tu
always in the future, � next time (tomorrow), U until,
and R release. Past LTL (PLTL) extends LTL with past-
time operators, which are the temporal duals of LTLs
future-time operators, and allows one to concisely
express statements on the past time instances, such
as: ^ sometime in the past, n always in the past (his-
torically), � previous time (yesterday), S since, and T
trigger.6,7

A definition of the semantics of PLTL is provided in
Table 1. The notation hS; ti is used to signify a system
S at time step t. We say that an event f occurs at time
step t in the system S, if f holds at time step t in S,
denoted by hS; ti � f.

These operators allow for the efficient represen-
tation and reasoning of propositions qualified in
terms of time; e.g., an event in a system S has hap-
pened sometime in the past. However, they are
incapable of encapsulating when a formula f holds,
which is essential for race logic. To address this
issue, we introduce the earliest-occurrence function
EhS;tiðf)

EhS;tiðfÞ ¼
tmin; 9 tmin: tmin 2 ½½f��hS;ti:hS; tmini � f

and 8j : j 2 ½0; tminÞ:hS; ji 6� f
1; otherwise.

8><
>:

This earliest occurrence function receives as
input a formula f and returns the earliest time step
tmin 2 ½½f��hS;ti, where ½½f��hS;ti is the scope of f at time
step t in the system S (the scope of f denotes an
interval of time steps f operates on at time step t),
such that hS; tmini � f. If f does not hold at any
time step within ½½f��hS;ti, the earliest occurrence
function returns 1, which represents an unreach-
able time step.

Race Logic Semantics
The semantics of FA, LA, D, and IS operations can be
formally defined using existing PLTL operators; as
shown in Table 2 (�c denotes the application of �
operator c times). To extract the step at which these
formulas evaluate to True for the first time in their
scope, EhS;tiðÞ can be used. For example, EhS;tiðFAfyÞ
will return the first time step that either f or y hold.

TABLE 1. Semantics of PLTL.

TABLE 2. PLTL-based semantics of race logic operations.
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Note that an important property of race logic is that
at most one event is allowed to occur per “wire” across
the entire computation. Bounding switching activity
leads to simple and power-efficient hardware designs,
and it may even allow for an overhead-free transition
between temporal and binary domains.4 In the case of
superconducting, verifying that this property holds is
crucial to the correct operation of the circuits presented
in the section that follows. For example, if more than
one pulse appears per line, the proposed IS design will
not satisfy its specification anymore. A formal definition
of this property—represented here by A—using PLTL
operators follows:

hS; ti � Af iff nðf ! �n:fÞ:

SUPERCONDUCTING TEMPORAL
ARCHITECTURES
Realizing Temporal Operations in
Superconducting
The way in which events are encoded plays a critical
role in selecting the hardware that most efficiently
implements logic operators. For example, in CMOS, in
which (under race logic) temporal events are repre-
sented by rising edges, FA and LA functions are real-
ized with a single OR and AND gate, respectively.2,4 An

important property of edge-based event encoding is
that it automatically keeps track of the input state at
all times—a signal that has made a transition from a
“low” to a “high” state will not make a transition back
to low in the same computation. This feature breaks
down, though, when dealing with pulses—as dis-
cussed in the “Background” section, superconducting
technologies encode digital data as SFQ voltage
pulses. Pulses naturally return back to their low state,
preventing downstream nodes from implicitly knowing
the state of its predecessors.

A potential solution to this problem is to embed
the state into each gate. Interestingly, the majority
of superconducting single flux quantum (SFQ) ele-
mentary cells have both logic and storage abilities;8

thus, they can be thought of as simple state
machines. To facilitate the mapping between our
temporal operations and existing stateful SFQ ele-
ments, we draw FA, LA, D, and IS as Mealy
machines—as shown in Figure 2. Following this
representation, we build FA with a Merge and a
DestructiveReadOut (DRO) cell, LA with a
C-element cell, D with a sequence of
JosephsonTransmissionLines (JTL), and IS with an
Inverter cell. The length of the JTL chain depends
on the selected Dt. In contrast to the other shown
cells, JTLs do not hold state; thus, more than one
SFQ pulses can propagate through a JTL chain

FIGURE 2. Block diagrams, Mealy machine representations, and WRSPICE simulations of race logic operations implemented in

Rapid SFQ.
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concurrently. To highlight this difference, we color
the “Init” node in the DcfMealy machine gray.

Area and latency results for each of these opera-
tors are provided in Table 3. The shown estimates are
based on our WRSPICE simulations using the MIT-LL
SFQ5ee 10-kA/cm2 process. Note that one of the goals
of this article is to repurpose existing superconducting
cells where possible, like those from Stony Brook.8

Self-Clocked Temporal SFQ Circuits
In contrast to more traditional superconducting
approaches, where each gate is synchronous and fine-
grained clocking is necessary, the proposed scheme
relies on asynchronous operations. That is, even in the
cases of FA and Is, where synchronous cells are used,
a data signal is routed to their “clock” port.
However, the use of synchronous components may
sometimes be beneficial. For example, although
Coincidence—which gets satisfied if and only if both f
and y arrive within the same interval—can be built
from the above-described operations,3 a more effi-
cient implementation is possible: all that is needed for
its realization is a synchronous AND gate.

To avoid costly clock trees and the clock skew
problems that come with them, we propose a data-
driven self-timing (DDST) scheme—as shown in
Figure 3. In a DDST system, timing information is car-
ried by data. More specifically, the required clock sig-
nal is generated locally by a logical OR function
between the data lines, which in the provided example

is implemented by a Merger. Obviously, the shown
DDST design is not suitable for Boolean circuits; e.g., a
NOT gate must be clocked even in the absence of an
incoming pulse. However, this is not the case for tem-
poral systems, as temporal operators can be safely
considered idle for the time steps that no input pulse
arrives. To extend the “evaluation” window of a syn-
chronous logic block (defined by the delay between
data and clock pulse arrivals), JTLs can be added after
theMerger cell.

EVALUATION
For the evaluation of the proposed logic scheme and
methodology, we build, simulate, and measure the per-
formance of various superconducting temporal accel-
erators. A detailed description of our race trees4

implementation follows. Interested readers can find
additional designs and information in the original
paper9 and our github repository: https://github.com/
UCSBarchlab/Superconducting-Temporal-Logic.

Experimental Setup and Design
Principles
We perform circuit simulations and analysis in both
the open-source WRSPICE and Cadence Spectre plat-
forms using MIT-Lincoln Lab’s SFQ5ee 10-kA/cm2 pro-
cess node. The layout is completed in Cadence
Virtuoso version 16.1. For gate isolation, delay balanc-
ing, and interconnects implementation, JTLs are used.
For fan out, we use Splitters—denoted by s in the
figure that follows. Finally, we define minimum Dt in a
way that is similar to finding the cycle-time in wave-
pipelined architectures.

Proof-of-Concept Design: Race Trees
In the case of race trees (ensembles of decision trees
implemented in race logic), each tree node is consid-
ered an independent temporal threshold function and
realized with a single Inhibit operator. Figure 4(ii)
shows the block diagram of an SFQ race tree corre-
sponding to the decision tree seen in Figure 4(i). For
the construction of NOT gates, which are required for
the implementation of the label decoder, Inhibits and
an upper bound reference signal tub are used. This ref-
erence signal denotes the end of a specific time inter-
val of interest (directly related to the inputs resolution
in this case); thus, NOT will fire at t ¼ tub if and only if
the gate has received no input spikes from time refer-
ence 0 until that moment.

Figure 4(iii) and (iv) provides simulation results and
a layout diagram of this design. In the shown example,
x and y are set to 4 and 1, and tub is equal to 5. As

TABLE 3. Area and latency estimates.

Function Area (#JJs) Latency (ps)

FA 10 13

LA 6 8

D 2/JTL 5/JTL

Is 8 11

FIGURE 3. Proposed DDST scheme. The clock signal can be

locally generated from input data at each gate. If no input

pulse arrives, it is safe to assume the operator idle; thus no

clock pulse is required.
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expected, the final outcome is Label C. The total
latency, for Dt ¼ 25 ps, is 150 ps and the design con-
sists of 164 JJs; 72 JJs for logic elements, 24 JJs for
Splitters, and 68 JJs for JTLs. The number of JJs in
the layout is greater than 164 because of the addi-
tional cost of routing and the inclusion of testing cir-
cuitry. More results and a comparison with CMOS can
be found in Table 4.

CONCLUSIONS AND FUTURE
IMPACT

CMOS scaling has been a driving factor for computing
technology for many decades and the transistors
manufactured today are multiple orders of magnitude
more efficient, compact, and less expensive than
those built 30 years ago. However, as CMOS
approaches its thermal limits, keeping this trend going
becomes increasingly difficult.10 Given this reality,
post-Moore technologies are likely to play an

important role in the future of high-performance com-
puting. While there are certainly challenges remaining,
the high-speed and ultralow energy operation of
superconductor electronics makes them a promising
candidate for this new era.

Continuous and extended effort, mostly at the
device level, has already carried the superconducting
field from the first fabricated JJ in 1970 through the
development of RSFQ logic in 1985 to chips with densi-
ties on the order of several million JJs today. With the
realization of self-shunted JJs in 2017,11 chips with
10 M JJs are now in sight. The excitement around
quantum computing further drives the demand for
improvement in superconducting circuit fabrication.
But these efforts to advance superconducting-based
computation also highlight a fundamental mismatch
between the computational abstractions provided by
these pulse-based devices and the core “logic” we
often assert prematurely as the basis of any comput-
ing system.

A change in the underlying technology can dis-
rupt convention and necessitate a complete ret-
hinking of computers from logic to circuits to
architecture. While it remains to be seen if such a
radical reconsideration (of computing) is necessary,
it is clearly far more likely now than at any other
time since the creation of the first integrated cir-
cuits. The approach taken in this article, which
integrates ideas from languages, logic design, verifi-
cation, circuits, and formal methods, and is info-
rmed by the physical phenomena underlying the
operation of these novel devices, is a useful model

FIGURE 4. Panel (i): Decision tree with three nodes. Panel (ii): Block diagram of an SFQ race tree. Panel (iii): Simulation results for

x ¼ 4 and y ¼ 1. Panel (iv): Layout diagram (unlabeled JJs are used for interconnection, splitting, routing, and testing purposes).

TABLE 4. Estimated latency results for hardwired race trees

in both CMOS (f = 1 GHz)4 and SFQ (Dt ¼ 25 ps).

Depth Input
res.

CMOS
Latency

SFQ
Latency

Improvement

6 4 bits 17 ns 0.464 ns 37�
6 8 bits 257 ns 6.464 ns 40�
8 4 bits 17 ns 0.490 ns 35�
8 8 bits 257 ns 6.490 ns 40�
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for exploring other approaches to computation
as well.

The versatility of this method is a broader vision for
post-Moore technological evaluation than is realized
here. However, in line with this objective, we do specif-
ically propose and evaluate the idea that a radically
more efficient foundation for computing lies at the
intersection of superconductor electronics and delay-
coded computation. In particular, we claim that the
natural language for expressing computations in
superconducting is one that can precisely and effi-
ciently describe the temporal relationships between
SFQ pulses. To support this argument, we present a
functional extension to LTL that provides the needed
abstractions to formally capture the capabilities of
computing in the time domain; we show how existing
RSFQ elementary logic cells can be repurposed to real-
ize the desired temporal operations; and we develop
architectures that can safely leverage the extremely
tight timing of superconducting circuits while avoiding
the clocks and memories that shackle more incremen-
tal approaches.

THE CONNECTION THAT THIS ARTICLE
ESTABLISHES BETWEEN PREDICATE
TEMPORAL LOGICS AND COMPUTING
PROVIDES A FRESH PERSPECTIVE ON
THE DEVELOPMENT OF
ABSTRACTIONS THAT CAN LEVERAGE
THE UNIQUE PROPERTIES OF
SUPERCONDUCTOR ELECTRONICS
AND ARE SEMANTICALLY CLOSE TO
THE THEORIES USED BYMODEL
CHECKERS AND FORMAL ANALYSIS
TOOLS.

Looking forward, we expect a growing interest in
emerging technologies, less-traditional computing
paradigms, and device-specific architectures. We see
this work as an important step toward the transition
from strictly Boolean circuits and the von Neumann
computer model to “languages” and designs that bet-
ter exploit the unique characteristics of post-Moore
electronics. Moreover, the connection that this article
establishes between predicate temporal logics and
computing provides a fresh perspective on the devel-
opment of abstractions that are semantically close to
the theories used by model checkers and formal analy-
sis tools.
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