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Abstract: A rotating star may be modeled as a continuous system of particles attracted
to each other by gravity and with a given total mass and prescribed angular velocity.
Mathematically this leads to the Euler—Poisson system. We prove an existence theorem
for such stars that are rapidly rotating, depending continuously on the speed of rotation.
This solves a problem that has been open since Lichtenstein’s work (Math Z 36(1):481—
562, 1933). The key tool is global continuation theory, combined with a delicate limiting
process. The solutions form a connected set K in an appropriate function space. As
the speed of rotation increases, we prove that the supports of the stars in I become
unbounded if we assume for instance an equation of state of the form p = pY¥, 4/3 <
y < 2. On the other hand, if 6/5 < y < 4/3, we prove that either the supports of
the stars in C become unbounded or the density somewhere within the stars becomes
unbounded. We consider two formulations, one where the angular velocity is prescribed
and the other where the angular momentum per unit mass is prescribed.

1. Introduction

We consider a continuum of particles attracted to each other by gravity but subject to no
other forces. Initially they are static and spherical but then they begin to rotate around
a fixed axis after some perturbation and thereby flatten at the poles and expand at the
equator. This is a simple model of a rotating star or planet. It can also model a rotating
galaxy with its billions of stars. In this paper we permit fast rotations and look for steady
states of the resulting configuration. To find a family of states with a given mass is a
highly desirable property. We find a connected set of such states with constant mass.
This is a very classical problem that goes back to MacLaurin, Jacobi, Poincaré,
Liapunov et al., who assumed the density of the rotating fluid to be homogeneous or
almost homogeneous, which is of course physically unrealistic. See Jardetzky [10] for a
nice account of the classical history of the problem. More realistic work for slow rotations
was begun by Lichtenstein [13] beginning in 1918 and by Heilig [8], who approached
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the problem of slowly rotating stars by means of an implicit function theorem in function
space. They made realistic assumptions on the density but the mass of their solutions
changes as the body changes its speed of rotation. Recently Jang and Makino [9] studied
the problem of slowly rotating stars using a simpler implicit function approach in the case
of the power law p = Cp? and constant rotation speed. However, as in Lichtenstein
and Heilig’s work, their perturbation also does not keep the total mass constant and
their analysis is restricted to the range g <y < % In [19] we also constructed slowly
rotating stars. We constructed solutions with a given constant mass and permitted a
general equation of state and a general rotation speed (see Formulation 4 in Section 7).

A different approach was begun in 1971 by Auchmuty and Beals [3] using a varia-
tional method with a mass constraint. The main difficulty in this approach is to prove
that the minimizing solution has compact support. Their approach was generalized and
extended by many authors, including Auchmuty [2], Caffarelli and Friedman [4], Fried-
man and Turkington [6], Li [12], Chanillo and Li [5], Luo and Smoller [14], McCann
[16], Wu [20], and Wu [21]. The variational method has the major advantages that the
rotation speed is allowed to be large and that the mass is constant. However, there is no
control on the nature of the compact support of the star, it does not provide a contin-
uous curve of solutions depending on the angular velocity, and the equation of state is
restricted to powers satisfying y > ‘—3‘. This variational method is the only one that has
previously been used to prove the existence of solutions that rotate rapidly.

In the present paper we extend the implicit function approach to construct solutions
that represent stars that rotate rapidly. We construct, for the first time, a connected set
KC of solutions that is global. Keeping the mass constant is a key to our methodology,
so that there is no loss or gain of particles when the star changes its rotation speed.
Furthermore, we permit (a) the full range g <y <2,y # ‘3—1', (b) anon-uniform angular
velocity, and (c) a general equation of state p = p(p).

Now we describe our method. We begin with the steady compressible Euler-Poisson
equations (EP) for the density p > 0, subject to the internal forces of gravity due to
the particles themselves. The speed w(r) of rotation around the x3-axis is allowed to
dependonr = r(x) =, /x12 + x%. The inertial forces are entirely due to the rotation. In

the region {x € R’ ) p(x) > 0} occupied by the star, EP reduces to the equation

1 r
ﬂ * 0 +K2/ sa)z(s) ds — h(p) = constant, (1.1)
X 0

where w(r) is a given function, « is a constant measuring the intensity of rotation, % is
the enthalpy defined by 4’ (p) = # with 2(0) = 0, and p is the pressure. The constant
of gravity is assumed to be 1. The density must vanish at the boundary of the star. See
the end of this introduction for the derivation of (1.1).

So far this approach is standard. For simplicity in this introduction let us consider
the standard equation of state p(p) = Cp” . As a first attempt we take the inverse of &
to reformulate the problem as

| r 1/(y=1)

() = [— % p(-) +K2/ sw?(s)ds +ai| , / p(x)dx =M, (12
| : | 0 + R3

where « is the negative of the constant that appears in (1.1), M is the given value of

the mass, and [z]; = max(z, 0). This is reminiscent of the discussion of Auchmuty [2]

and the method of Jang and Makino [9]. Auchmuty [2] found rapidly rotating solutions
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that unfortunately do not satisfy the physical boundary conditions but instead may have
large density at the boundary of the star. What is novel in our formulation is to force the
total mass M to be fixed and to introduce the constant « as a variable. The case y = % is
excluded because in that case the constant mass condition introduces a nullspace of the
linearized operator. If the mass were allowed to vary, the nullspace would be trivial so
that the implicit function theorem would be applicable and 4/3 would be permitted. In
Sect. 8 we compare our approach (1.2) to several alternative mathematical approaches.

Nonetheless, even with this method there is still no way to guarantee that p has
compact support because the expression inside [. . . ]+ could be positive for large |x|. We
get the support to be compact by artificially forcing the parameter « to be sufficiently
negative (see Lemma 3.1). Then we begin the construction of rotating star solutions in
the standard way by continuation from a non-rotating solution (« = 0). It is in this first
step that we require g <y <2 y # %‘, and we refer to [19] for some lemmas and
details.

Letting « increase, we continue the construction by applying the global implicit
function theorem, which is based on the Leray—Schauder degree (see Lemma 5.1). Later
on, in Theorem 5.2 we obtain the whole global connected set K of solutions by allowing
« to increase. The most novel and intricate part of our proof occurs here. Our main
result, stated somewhat informally, is as follows. See Theorems 5.2 and 7.1 below for a
completely precise version.

Theorem 1.1. Let M be the mass of the non-rotating solution. Assume the pressure p(-)
and the angular velocity w(+) satisfy (2.2)—(2.4), (2.7)—(2.9), (3.2)—(3.3). By a “solution”
of the problem, we mean a triple (p, k, @), where p is an axisymmetric function with
mass M that satisfies (1.1) and « refers to the intensity of rotation speed. Then there
exists a set IC of solutions satisfying the following three properties.

e [C is a connected set in the function space C, g R xR x R.
e JC contains the non-rotating solution.
o cither

sup{p(x) ( xR, (p,x,a) € K} = 00
or
mmm‘mm>04@&mekg=m.

The last statement means that either the densities become pointwise unbounded or the
supports become unbounded. If in (2.4) we assume that y* > %‘, then the second alter-

native must occur.

The last assertion is proved in Sect. 7.

There is another formulation popular in the astronomical literature where the angular
velocity w is replaced by the angular momentum L per unit mass. Our results in the
latter formulation are entirely analogous, as we describe in Section 6.

We end this introduction by describing how EP reduces to (1.1). The compressible
Euler-Poisson equations (EP) are

pl+v'(pv)=05
(pv) +V - (pv®v)+Vp=pVU, (1.3)
Ux, 1) = [ps 250 dx'.

[x—x"]
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The first two equations hold where p > 0, and the last equation defines U on the
entire R3. To close the system, one prescribes an isentropic equation of state p = p(p).
To model a rotating star, one looks for a steady axisymmetric rotating solution to (1.3).
That is, we assume p is symmetric about the x3-axis and v = k @ (r)(— x2, x1, 0), where

r=rx) =, /xl1 + x% with a prescribed function w(r). With such specifications, the

first equation in (1.3) concerning mass conservation is identically satisfied. The second
equation in (1.3) concerning momentum conservation simplifies to

1 1
—pKk*ra*(r)e, +Vp=pV <ﬁ % p) e = s 0. (1.4)
. rx

The first term in (1.4) can be written as —pV ( for w2 (8)s ds) . Introducing the specific
enthalpy 4 as above, (1.4) becomes

V(L wpri? ra)2(s)sds—h() =0 (1.5)
R )= '

which is the same as (1.1).

2. Properties of Non-rotating Solutions

In this section, we summarize some properties of the non-rotating radial (spherically
symmetric) solutions to the semilinear elliptic equation

Au+47h™ (uy) = 0in R, (2.1)

Such radial solutions will be the starting point of the global set of axisymmetric solutions
we will construct.
We make the following assumptions on the equation of state p(s):

p(s) € C3.(0,00), p'(s) > 0. (22)
There exists y € (1, 2) such that
lim s>V p"(s) = ¢y > 0. (2.3)
s—0F
There exists y* € (g, 2) such that
lim sl_y*p’(s) =c; > 0. 2.4)
§—>00
As shown in Lemma 3.1 of [19], these assumptions imply that the enthalpy %, defined

by h'(p) = p'(p)/p, h(0) =0, is a one-to-one map from [0, 0o) to [0, 00). Its inverse
h~'is locally C!-# on [0, c0), with h~1(0) = (2~1)/(0) = 0 and

_h(9) _hl(9)
lim =o00, lim =
§—>00 S §—>00 S5

0. (2.5)

It follows that for all Ryg > 0, Eq. (2.1) has a positive radial (spherically symmetric)
solution uqy € CZ(BRO) with zero boundary values on dBg, = {x : |x| = Ro} (see
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Lemma 3.2 in [19]). Thus pg := h=L(ug) belongs to C1-B(R3) when extended to be zero
outside Bg, (see Lemma 3.3 in [19]). Radial solutions of (2.1) solve the ODE

" 2 / —1
u’ + ﬂu +4xh™ " (uy) =0, (2.6)
X

where ’ denotes the radial derivative. We denote by u(|x|; a) the solution of (2.6) satis-
fying u(0; a) = a, u’(0; a) = 0. (In [19], u(|x|; a) is denoted by v(r; a).) Fora > 0,
there are only two possibilities for the behavior of u(|x|; a):

(i) There exists a unique R(a) > O such that u(R(a); a) = 0.
@i1) u(|x]; @) > Oforall |x| > 0.

Let us denote by A the set of all a’s such that possibility (i) holds. Note that u¢(0) € A.
Furthermore, A is an open set, as is easily seen by considering the fact that for ag € A we
have u(R(ap); ag) = 0 and u'(R(agp); ag) # 0. The implicit function theorem implies
that u(R(a); a) = 0 has a solution R(a) for all a sufficiently near ayp.

Now for a € A, we can define the physical mass of the compactly supported radial
solution [u(|x|; a)]+ as

R(a)
M(a):/ = u(xl; @) dx:f A h~ Y u(r; a)r? dr. 2.7)
BR(a) 0

Note that M(a) > 0 and M(-) is differentiable on (0, oo). Throughout this paper we
make the following assumptions on the function M (a):

M’ (up(0)) # 0 (2.8)

and
M(a) # M(uop(0)) , Va € A, a # up(0). (2.9)

Assumptions (2.8) and (2.9) are used in Lemmas 4.3 and 5.1, respectively. Now we
provide two examples of equations of state that satisfy both of these assumptions.

Lemma 2.1. Suppose that either one of the following conditions holds for the equation
of state p(s):

(a) p(s) = s¥, where y € (£,2),y # 3.
(b) p(s) satisfies (2.2), (2.3), (2.4), and

p'(s) < h(s) <2p'(s) fors > 0. (2.10)
Then A = (0, 00), and (2.8) and (2.9) are satisfied.

1/y—=1
Proof. First, if p(s) = s¥, then h~1(s) = <y771s> . By the scaling symmetry of

(2.6) for this function 2!, we have
ulirls @) = o ((a/a0)* /%0 fxf;ao ) 2.11)

Thus A = (0, 0o). It follows from (2.11) and (2.7) that

a

M(a) = <— M (ag) 2.12)

By—4/Q2y=2)
aO)
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for a,ap > 0. It is now obvious that both (2.8) and (2.9) are satisfied if y € (g, 2),
v #5
Secondly, suppose (b) is satisfied. The condition i(s) < 2p(s) in (2.10) implies that
h(s) < 2sh’(s) by definition of 4. Thus with ¢ = h(s) we have
t(h=Y (1) <2h~ (1) fort > 0. (2.13)

Integration of this inequality yields

h=1(1)

t2

@) > for0 <t < 1. (2.14)

Thus the integral fol h=1()t=* dr diverges. So by Theorem 1 in [15], no solution to
(2.6) can stay positive for all |x|. This means that A = (0, 00), so that the physical mass
M (a) is defined for all a € (0, c0).

Now if #(]x|; @) is supported on the ball of radius R(a), then u(|x|) = u(R(a)|x|; a)
is supported on B and satisfies

2 —_—~
'+ = +h (@) =0
| x|

where h—1 = Igi(a)h_1 satisfies the same kind of inequality as 2~ !. Replacing u by
i and h~! by h~1, we can therefore assume without loss of generality that u(|x|; @)
is supported on Bj. Now the proof of Lemma 4.3 in [19] (without specializing the
value of a) shows that M'(a) = —u/,(1; a). The subscript denotes the derivative with
respect to a, while the prime denotes the derivative with respect to |x|. Letting w = |x|u
and g(w, |x|) = 4wrh~ (w/|x]), we have u/(1; a) = w/,(1; @) — w,(1; a). Thus the
conclusion of Lemma 4.9 in [19] implies that u),(1; a) < 0. Therefore both (2.8) and
(2.9) are satisfied. O

3. Formulation by Angular Velocity

For simplicity of notation we assume Rp = 1 for the solution pg in Section 2 from now
on.Let M = fB1 po(x) dx and

r(x)
j(x):/ s w>(s) ds. (3.1)
0

We will sometimes abuse notation and write j (x) as j (r(x)). We assume that the rotation
speed satisfies

s’ (s) € Ll(O, 00), wz(s) is not compactly supported, (3.2)
and
lim r(x)(supj — j(x)) =0. (3.3)
r(x)—o0 x

This means that w(r) decays to zero sufficiently rapidly as r — oo. This assumption
was also made in [3] for instance. However, it does exclude some interesting rotation
profiles such as constant rotation. To reach such profiles, we might need to delicately
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combine a cutoff of w(r) with an a priori bound on the supports of the solutions. We
leave such efforts to future research.
We define the operators

1
Fi(p,k,@) = p(-) —h~! ([ﬁ *p()+x2j () +a} ) ,
+

Fa(p) =/ p(x)dx —M,
R3
and the pair

Fp,k,a) = (Fi(p, k, o), F2(p)).

It is not hard to see that a solution to F(p, k, &) = 0 with p € Cipe(R?) N L1(R3) will
give rise to a solution of (1.5) with mass M. Indeed, on the set where p is positive, one
has

Tl| #p(x) +&%j(x) —h(p(x)) +a =0,

which is the same as (1.5). For fixed constants s > 3, we define the weighted space
Cy = {f RP>R f is continuous, axisymmetric, even in x3, and || f||s < oo] ,

where

ILflls =2 sup (x)’[ f(x)] < oo.

xeR3

We also define for N > 0,
2 2 . 1
Oy =1(p,k,a) €eCs xR |a+« supj(x)<—ﬁ . (3.4)
X

We are looking for solutions of F(p, «, «) = 0. We will find them by a continuation
argument starting from the non-rotating solution, which satisfies F(pg, 0, g) = 0. A
key device in our proof is to control the supports of the stars. We begin with the following
simple, but important, observation.

Lemma 3.1. For all (p, k, ) € Oy, the expression [ﬁ xp() +k2j()+ Ol] is sup-
+

ported in the ball {x € R? : |x| < CoN||plls}, where Cy is an absolute constant.

Proof. First we note that ’I]_I * ,o(~)(x)‘ < C0||,o||s<)1€—) because s > 3. Hence for |x| >
CoNlipls,

[L *ﬂ(')(x)+K2j(x)+a] < C0||p||‘i LI
|| - A(_x) N

since (p, k, @) € Op. Therefore its positive part vanishes for such x. O
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4. Basic Properties

Lemma 4.1. F maps Oy into Cs x R. It is C' Fréchet differentiable, with Fréchet
derivative given by

oF

—(8p, 6k, o) = (8,0 — L(6p, bk, Sar), / 8p(x) dx) , 4.1)
a(p, Kk, o) R3

where
L(Sp, 8k, sa) = (b~ ([i xp()+Kk2j () +ai| ) (i 5 8p + 2 (8K j +8a> .

[ [
4.2)

Proof. JF, is very simple so we concentrate on Fj. We need to show that | € C,. By
Lemma 3.1, we may focus on the ball |x| < CoN||p||s. Since h~! is increasing, we have

sup (x)* h! (I:ﬁ % p()(xX) +K2j(x) +oti| )

xeR3
s 1.—1 1
< sup (x)'h (COHPHS_)
Ix|<CoNllplls (x)
< (CoNlplls)* = (Collplls) - 4.3)

This shows that 7| (p, «, &) € Cs. In order to prove the Fréchet differentiability, we again
use Lemma 3.1 to deduce that [ﬁ x (p+8p)() + (kK +8K)2j +a + &x] is supported in
+

some fixed ball By for fixed (p, x, «) € Oy and sufficiently small (8p, d«, Sa). Note
that for u € C; supported in Bg, ||lu|ls < (R)*|lu I co(zz)- Now we only need to recognize

the obvious fact that u > A~ !(uy) asa mapping from CY%(Bg) to itself is differentiable
with derivative (A1) (uy). Equation (4.2) follows by the chain rule. The continuity of
the Fréchet derivative follows in a similar way, as u (h~1(us) is continuous on
Cc%Bg). O

Lemma 4.2. Foreach (p, k,a) € Oy, % (p, k, @) is a Fredholm operator on Cy x R
of index 0.

Proof. By (4.1), we only need to show L(-, 0, -) is compact. By Lemma 3.1, £(-, 0, -) is
supported in Bg with R depending only on (p, «, «). It is obvious that p +—> Il_l %80 (+)

is compact from Cy to C?(Bg). This implies the Fredholm property. 0O

Lemma 4.3. Let (po, 0, ag) be the non-rotating solution. If (2.8) is true, then the nullspace
of the linear operator #};)(po, 0, ag) is trivial. Therefore this operator is an isomor-
phism.

Proof. From F(pg, 0, «g) = 0 we get

_ 1
ot 1([ﬁ*p°+a°} >:0'
+

Denoting ug = h(pp) as in Sect. 2, we have

1
wo — [ﬁ *pomo} . (“4.4)
' +
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‘We also note the relation
po = (W1 (uo) - uj. (4.5)

From %(m, 0, ap)(8p, sar) = 0, we get

sp — (WYY (ug) (ﬁ * 80 + 8a> =0, (4.6)
/ Sp(x) dx =0. 4.7
R3

Since po and uq are supported on By, (4.6) implies that §p is also supported on Bj.
Define w = ﬁ % 8p +8a. By (4.6), 8p is Holder continuous on R3. Thus Aw = — 478p.

By (4.5) and (4.6), we have

42 if x| < 1,
Aw= e Atixls (4.8)
0 if |x] > 1.
Using spherical coordinates, we may regard w as a function on S* x R*. Multiplying
(4.8) by the non-radial (I > 1) spherical harmonic Y7,, and integrating over S2, we can
write
Awpy, — 4.9)

lem =

1(+1) — 4w By, for0 < |x| < 1,
0
for |x| > 1,

where wy,, = (w, Yjn)s2. The same argument as in the proof of Lemma 4.5 of [19]
(where wy,, is called ¢y,,) will give us wy,, = 0. There is a technical point in that

argument which requires lim|_, o+ ";’,’”(T)lcx‘;) = 0, or equivalently lim,|_ o+ “”’TT(;XD =0.
0

In fact, this is true because

[ w(lew)—Ylm(a)) da)' _
S2

/ w(|x|w) — w(O)md(x)
x| s? x|
<C sup [Vw(y)l.

[yI=<lx]

‘WMMD:
x

The last quantity tends to 0 as |x| — 0, because w € C!, and Vw(0) = 0 by the
symmetry of §p.

‘We have now proven that w must be a radial function. Integrating Aw = —4x8p
over By, using (4.7), and using the fact that 8p is supported on By, we get w'(1) = 0.
Thus w solves the boundary value problem

/
Aw+4r 20w =0, w'(1)=0 (4.10)
Uy

on Bi. By Lemma 4.3 of [19], w vanishes in Bj. Thus §p = 0 on R3. Equation (4.6)
now implies oo = 0. This means that the nullspace is trivial. O

Lemma 4.4. The nonlinear operator (p, k, o) +— h~! ([ﬁ s« p()+Kk2j()+ a] ) is
+
compact from Oy into Cs.
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Proof. Following Nirenberg [17], a continuous map f is called compact if f(K) is
a compact set for every closed bounded set K. Now by Lemma 3.1, if (p, «, @) is

bounded, the support of [ﬁ s« p()+Kk2j()+ oz] is contained in some ball Bg. The
+

map is obviously compact from Oy to C%(Bg). Using again the trivial bound ||u||cs <
(R)*|\u ”cO(BTg) for u € C supported in Bg, we obtain the compactness of this mapping
intoCy. O

5. Global Continuation

We now use the following form of the Global Implicit Function Theorem.

Theorem 5.1. Let X be a Banach space and let U be an open subset of X x R. Let F :
U— XbeaC! mapping in the Frechet sense. Let (&g, ko) € U such that F (&g, ko) = O.
Assume that the linear operator dé (50, ko) is an isomorphism on X. Assume that the

mapping (§.x) — F(&, k) — & is compact from U to X. Let S be the closure in X x R
of the solution set {(&,k) | F(&, k) = 0}. Let K be the connected component of S to
which (&y, ko) belongs. Then one of the following three alternatives is valid.

(1) K is unbounded in X x R.
>ii) K\{(&o, k0)} is connected.
(iii) L NaU # 0.

Proof. This is a standard theorem basically due to Rabinowitz. Theorem 3.2 in [18] in
the case that U = X x R and under some extra structural assumption. A more general
version also appears in Theorem I1.6.1 of [11]; its proof is easy to generalize to permit a
general open set U. The case of a general open set U also appears explicitly in [1]. O

Lemma 5.1. There is a connected set Ky of solutions for which

e cither the solutions are unbounded in Cs x R?
e or they approach the boundary of Oy.

Proof. We apply Theorem 5.1 with X = Z =C; x R, U = Oy and &€ = (p, ). The
starting point is kg = 0, &y = (po, op). The second alternative from that theorem is that
it forms a “loop”, but we exclude the case of a loop as follows.

Suppose there were a loop. This means that /Cy\ (0o, 0, o) is connected. Since Ky
is connected and the operator is even in «, it follows that Cn '\ (0o, 0, ag) must contain
a different point with k = 0, say (p1, 0, 1) # (po, 0, «p). For this new point, k = 0
means there is no rotation. Defining Uy = T %P1, We have

AUy = —drp; = —4xh~ W([Uy + a1 1y) := f(UY).

This function f is C!. Of course, p; > 0so that U; > 0inR>. So we can apply Theorem
4 in [7] to deduce that p; is radial (spherically symmetric). Letting u; = U; + o1, we
get
" 2 4 —1 /

u1+mu1+4nh ([u1ly) =0, u7(0) =0. 5.D
Also by Lemma 3.1, [u1]+ is compactly supported. If u(0) 7# up(0), then by (2.9)
we would have [p3 p1(x) dx # [g3 po(x) dx = M. This would violate the equation
Fo = 0. Thus u1(0) = uo(0). By uniqueness of solutions to the initial value problem
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of Eq. (2.6), we infer that u; = ug. It follows that p; = pg, ¥1 = g, which is a
contradiction. So there is no loop. We deduce that either (i) or (iii) is valid; that is,
either

sup (lplls + &| + |e|) = 00
Kn

or
inf |k2s j(x) +o+ : 0
inf |k supj(x)+a+—|=0.
Ky xp] N

In other words, we have either unboundedness or approach to the boundary. O

Theorem 5.2. Define the connected set K = | J3_, Kn. Uniformly along K, either p
is unbounded in L™ or the support of p is unbounded.

Proof. Because the sets Ky are nested, /C is also connected and one of the following
statements is true:

(@) supc (lplls + |« |+ |a]) = o0
(b) infic |k?sup, j(x) +a| =0.
In order to prove the theorem, we argue by contradiction. Suppose that both supy
Sup,cr3 p(x) < 0o and Ry =: supy sup{x € R3 ‘ p(x) # 0} < co. We will first prove

that (a) is true.
Suppose that (a) is false. Then (b) is true and supx (|lplls + x| + |¢]) < oo. Since
|x — y| < |x| + R, for all y in the support of p, we have

(iFe0) 0= [ tgpmar=
)T Y R

We may now write

1 2
— xpX)+Kk7JjX)+a >
[ |x] + Ry

—Kk2(sup j — j(x) + (k2 sup j(x) + ). (5.2)

Let ko = supy |« |. Let us consider a point x in the plane x3 = 0, whence |x| = r(x).
By (3.3),sup, j — j(x) =0 <|x|) as |x| — oo. Thus by (5.2),

1
—*p(x)+/< Jx)+a >
[ x| + R

/<2
(| |>+(/c sup j(x) + o). (5.3)
Choosing |x| > R, sufficiently large, we can make the sum of the first two terms on the
right side of (5.3) positive. Because of (b), there exists a solution (p, k, @) € K such
that the right side of (5.3) is positive. Due to Fi(p, x, @) = 0, we have p(x) > 0. This
contradicts the assumption that the support of p is bounded by R..

Thus (a) must be true. Since p is pointwise bounded and its support is also bounded
all along /C, it follows that p is also bounded in the space C;. Because of (a), we know
that |k| + |o| must be unbounded. From the definition of Oy, we know that @ < 0. In
case k were bounded, it would have to be the case that « — —o0 along a sequence. Then
the equation F; = 0 would imply that p = 0, which contradicts the mass constraint.
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It follows that «;,, — oo for some sequence (o, k,, &y) € K with o, < 0. For each
n, let us choose any point x,, such that p,(x,) > 0. By (3.2), we may choose a point yq
such that 7 (yg) > Ry and j(yo) > j(R,). Since p,(yo) = 0 and p,(x,) > 0, we have

Yo

1 5. 1 5.
02 | 7 %O+ Fan | 00) 2 | %m0+ +

On the right side, the «,, cancels. Due to our assumption that the values of p, and the
supports of p, are uniformly bounded, we deduce that

0> 1207 (r(y0)) — j(r(xa)] — C,

where C is a fixed constant. Thus j(r(x,)) — j(r(yp)) since k,, — o0. But r(x,) <
R, < r(yo) and j is an increasing function of r, so that j(r(x,)) < j(Rx) < j(r(y0))-
This is the desired contradiction. 0O

Xn

6. Formulation by Angular Momentum

A different formulation of the rotating star problem that is popular in the literature (see
[3]) is to prescribe the angular momentum per unit mass L (m) instead of the angular
velocity w(r). Under this formulation the velocity field is determined by the function
L(m) and the density p(x) in the following way. One first defines the mass within a
cylinder by

mp(r) =/ p(x)dx. (6.1)
x12+x%§r2
Then the function L is related to the angular velocity w(r) by
L(m,(r) = r*o?(r). 6.2)

In other words, L is the square of r|v|, the angular momentum per unit mass. In this
section we will entirely eliminate consideration of w(r), and replace it by L(m).
We make the following assumptions on the function L (m):

L>0, LeC.(0,00), L0)=L'(0)=0 (6.3)
for some 0 < § < 1. The Euler—Poisson equations are reformulated as
Fo, k. 1) = (Fi(p, k, ), F2(p)) =0, (6.4)

where

Fir(p,k, M) (x) = p(x) — h! ([L *p(x) — /cz/ L(mp(s))s_3 ds +k] ) ,

[ -] )
(6.5)
and

Fap) = / p(x)dx —M. (6.6)
R3

Here XA plays a similar role as « did in the earlier formulation but it is not the same
constant. We define C; as above, and define

1
O;*vz{(p,x,x)ecsxIR2|,\<—ﬁ}. 6.7
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Lemma 6.1. The analogues of Lemmas 4.1-4.4 and 5.1 are true.
Proof. By the same argument as in Lemma 3.1, there is a bound on the support of
1 2 * -3
— xp(x) —«k L(my(s))s™ ds+ A
| : | r(x)
We also obtain Lemma 4.1, with £ replaced by

+

L(8p, Sk, 8a)(x) = (W™ ([ﬁ x p(x) — k2 /oo L(mp(s))s ™ ds + x] ) .
: r(x) +

[ﬁ *8p(x) — k2 /OO L/(mp(s))mﬁp(s)s_3 ds
: r(x)

— 2k (8K) /oo L(mp(s))s ™ ds + 5/\}. (6.8)
r(x)

The key to justifying the Fréchet derivative is the estimate

/ [L(mp1s5(s)) — L(my(s)) — L' (my(s))mesy(s)] s> ds

(x)

o0 mgp(x)
< / f IL (mp(s) +1) — L' (m,(s))| dt s7> ds
r(x) JO

o0

< ILlicraqo,ay / )[m(sp(s)]“‘ss‘3 ds (6.9)

r(x

where A = 2||p||;1. Using the simple fact that

ms,(r) < Clisplls min(1, r%) (6.10)

we see that (6.9) is uniformly bounded on compact sets by a constant multiple of ||§p]| },“S .
Lemmas 4.2 and 4.3 only involve the ¥ = 0 case, thus they are valid without change.

To prove Lemma4.4, we must show that a subsequence of j, (x) = f rﬁ) L(my, (s)s 3 ds
converges uniformly on compact sets if {p,, } is bounded in Cy. In fact, using (6.10) again
as above, we see that j,(x) is uniformly bounded on a finite ball Br. To obtain the

equicontinuity of j,(x), we estimate

r(y) ;3
/ L(mp,(s))s™ ds
r(x)

T 145 —3
< ILlicraqo.clionlsd f( : (mp, (s))™"s " ds
r(x

r(y)
1+6 26—1
= CliLlicrsqo.cipapllonlls™ f sTds

r(x)
1+6 in(26,1
= C||L||c1~8([0,c||p,1||x])||/0n||s+ lx — )’|mm( ).
We can now prove Lemma 5.1 in a similar way as before, thereby deducing that there
is a connected set K* C (Jy_, K4 of solutions to (6.4) such that at least one of the
following statements is true:
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(@ supic(llplls + || +[A]) = oo.
(b) supg A =0.

We are now ready to prove

Theorem 6.1. Along the connected set KC*, either p is unbounded in L*° or the support
of p is unbounded.

Proof. Arguing by contradiction, we suppose that supy [l < o0 and R, =:
supy sup{x € R3 | p(x) # 0} < oo.

Suppose also that (a) is false. Then (b) is true and supi- (| p|ls + |« | + |@]) < co. We
argue as in the proof of Theorem 5.2. We pick an x on the x3 = 0 plane and such that
|x| > R, is sufficiently large. Thereby we obtain the following estimate instead of (5.3):

1 2 [ -3
ﬁ*p(x)—/c L(my(s))s™ ds + A
’ r(x)

M 2 © -3
> — K L(M)s™  ds+ A
x| + Ry (%)
Mo Ck3L(M)

SRR Q)2 (05

We have used the fact that m,(s) = M because r(x) > R,. Then the sum of the first
two terms in (6.11) is positive. We now use (b) and choose a solution along K* so that
A is sufficiently close to zero to make (6.11) positive. Hence for this solution, and this
point x, we have p(x) > 0, contradicting the definition of R,.

Thus (a) must be true. Since we assume that o is bounded in L* and R, < oo, it
follows that || p||s is also bounded. Suppose |« | is bounded. Then || must be unbounded.
Since A < 0 for solutions in | J§_; O%, it must be true that A, — —oo along a sequence.
However in this case the equation ;7 = 0 would imply that p = 0 for A sufficiently
negative, which contradicts the mass constraint.

It follows that |«,| — oo and A, — — oo along some sequence (o, kn, ) € K*.
Arguing as in the proof of Theorem 5.2, we choose any point yg such that r(yg) > Ry,
and any point x,, such that p, (x,) > 0. So r(x,) < R.. It follows that

L, () — k2 ooL( (5))s 73 ds + A
=11 Pn Ky . mp, (5))s s n

0> [L * on () — Kﬁ/ L(mp, ()5~ ds + A"] (o)
o)

Yo

\%

Xn

v

) r(y0) 3 5 r(y0) 3
Ky / L(mp,(s))s 2 ds — C >k, / L(M)s™ ds —C
r(Xn) %

KIL(M) (1 1
>t "= -5—]-C
-2 (Ri rz(yo)>

The desired contradiction follows because |«,| — co. 0O
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7. Unbounded Support

Throughout this section, we assume that the exponent y* in (2.4) belongs to (‘—3‘, 2). We

point out that any power law p = p? for % < y < 2is an equation of state that satisfies
this assumption.

We prove below that the supports of functions in the global solution sets I and *
constructed in Theorems 5.2 and 6.1 must become unbounded. Let us first note two
elementary lemmas.

Lemma 7.1. There exists a constant C > 0 and a small constant € > O such that
hl(s) < Cs?¢ (7.1)
forall s > 1.
Proof. Just note that
O S S T L
lim 3 = lim — = lim
§—> 00 §o—€ t—o0 h(t) 3 — €t p’(t)t*l
1

= —— lim tﬁﬂ*y* =0
c1(3 —¢€) t—o0

by (2.4) and y* > %, provided € > 0 is sufficiently small. O

Lemma 7.2. Let p € L' (R?) N L?(R3) for some p > 1.

alfl<p< %, there exists a constant C depending on p such that

= Cllpllr w3y (7.2)

I
L4(R3)

1 1 2
f0r3=;—§.

® Ifp> %, there exists a constant C depending on p such that

7

] = ClpllLiws) + lolliLr@s))- (7.3)

L (R3)

(¢) If p = 1, then for every measurable D C R3 with finite Lebesgue measure, and every
q € (1, 3), there exists a constant C such that

= Cllpliprw3)- (7.4)
L9(D)

|7

Proof. (a) is the Hardy-Littlewood-Sobolev inequality of fractional integration. (b) fol-
lows by splitting plc_\ into pieces inside and outside the unit ball, and applying Holder’s
inequality on each piece. To prove (c), we first note the endpoint weak-type estimate of
fractional integration:

(7.5)

Clplies\’
— )

mix | lu(x)| > 1} = <
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1

where u = B

* p and m is Lebesgue measure. For any o > 0 we obtain

o0
1l gy = q[ 27 mix € D | lu(x)| > A} da
0

9]

o
< Cm(D)/O Al dA+C/ P11 1 sy 7 i
o

< Cm(D)a? +CllplI7 1 ay@? >

Choosing & = [|p|l 11 (r3), we get [[ullLap) < CllpllLigsy- O

We can now prove the main theorem of this section.

Theorem 7.1. Assume that y* in (2.4) is strictly between % and 2. Then along the

connected set K constructed in Theorem 5.2, as well as along the set IC* constructed in
Theorem 6.1, the support of p is unbounded.

Proof. Suppose on the contrary that the support of p, on all of IC or all of K*, is contained
in a fixed ball D. In order to get the desired contradiction, it suffices by Theorems 5.2
and 6.1 to show that || p|| ;.o (g3) is uniformly bounded. Now p satisfies either

p(x) =h"! ([ﬁ % p(x) + K2 j(x) +oz:| ) (7.6)

or

p(x)=h"! (Ll—' * p(x) — k2 /( )L(mp(s))s_3 ds +A:| ) . (7.7)

By the constructions of IC and *, in both cases the sum of the last two terms in the
square brackets is negative. Indeed, the set Op defined in (3.4) forces K2 jx)+a <0
for all x € R3. A similar observation applies to Oy defined in (6.7). We evidently have
K c Uy=i On, and K* C Uy~ O%- By Lemma 7.1 and the monotonicity of h, we

deduce that
1 1 3—6
p(x) <h™! (m * p(x)) < Cmin (1, [m * ,o(x)] ) ) (7.8)

Now by (7.8) and Lemma 7.2(c), forevery 1 < g < 3 there is a constant C depending

ong, D,and M = ||p||1(r3) such that ||,o||L3%(D) < C. As p is supported in the fixed

ball D, we have || ,0||L 5L &) < C uniformly on K and K*. If we choose ¢ very close

to 3, this is a slight improvement of the uniform L' (R?) bound of p to the L?(R3) of p
for some p > 1. We can now iterate such L? estimates using Lemma 7.2(a). The result
is an improvement of an L” (R3) bound to an L9 (R?) bound for q9=PE=mpa=en) It

is easy to see that finitely many such steps will give a uniform bound on p in L4 (R3)
for some g > % If we happen to get ¢ = 5 at a step, we simply adjust the value of € in
Lemma 7.1 slightly to get g above % Finally we apply Lemma 7.2(b) to get a bound on
p in L (R3) uniformly on K and £*. O
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8. Comparison Between Different Angular Velocity Formulations

The rotating star problem appears in several different formulations in the literature. Al-
though these formulations are not equivalent, all of them produce rotating star solutions
to the Euler—Poisson equations under certain circumstances. Here we provide a com-
parison of the formulations in the case of prescribed angular velocity w(r). The case
of prescribed angular momentum per unit mass can be discussed in a similar way. In
our discussion the density function p is assumed to be an axisymmetric function on R?,
w(r) is a continuous function on [0, 00), and &(s) is a strictly increasing continuous
function from [0, co) onto [0, 00). The inverse of % is denoted by h~!. The original
Euler—Poisson equation (1.1) is made precise as follows.

Formulation 1. Let p be a non-negative function in Cjoe(R?) N LY(R3). Itis a called a
rotating star solution under Formulation 1 if there exists a real number a such that the
equation

r(x)
ﬁ*p(x)+/ sw2(s) ds —h(p(x))+a =0 (8.1)
: 0

is valid on the positivity set {x € R3 | p(x) > 0},

Note that ﬁ % p(x) is defined and continuous because p € Cjo(R?) N L(R3). The
second formulation is basically the approach taken in this paper.

Formulation 2. Let p € Cy,, (R3 N LY(R3). It is called a rotating star solution under
Formulation 2 if there exists a real number o such that

r(x)
px) = h! <|:ﬁ * p(x) +/ sa)z(s) ds +a:| ) (8.2)
. 0 .

The third formulation is basically the one used by Auchmuty in [2] and is closely
related to the one used by Jang and Makino in [9].

forall x € R3.

Formulation 3. Let p € QB_R) for some ball Bg of radius R centered at the origin. Ex-
tend it to be zero outside Bg. Then p is called a rotating star solution under Formulation
3 if there exists a real number o such that (8.2) is true for all x € Bg.

The fourth formulation is used by the authors in [19]. The density is explicitly de-
signed to be a mass-invariant perturbation of a non-rotating solution. An earlier precursor
of this formulation was used by Lichtenstein [13] and Heilig [8]; however, their version
did not keep the mass invariant.

Formulation 4. Let po be a radial (spherically symmetric) continuous function on R
that is positive in a ball Bg, centered at the origin, vanishes in its complement, and
solves the equation
1
I * po(x) — h(po(x)) +apg =0 (8.3)
for some real number oy and all x € Bg,. Let ¢ : Bg, — R be an axisymmetric
continuous function vanishing at the origin to sufficiently high order such that

gr(x) =x (l + w) (8.4)

|x|?
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is a homeomorphism from Bg, to g; (Bg,). Define

fBRO po(x) dx

JeBry) pog; " (x)) dx

pr(x) = po(g; ! (x)) (8.5)

for x € g:(Bg,) and extend it to be zero elsewhere. The function ¢ is said to give rise to
a rotating star solution p; if there exists a real number a such that

r(x)
ﬁ % P (X) +/ sw?(s) ds — h(pg(x)) +a =0 (8.6)
. 0

forall x € gr(Bg,).

Note that the L' norm (mass) of pr s designed to be the same as that of pg. Moreover,
if one can find a ¢ that gives rise to a rotating star solution, one not only obtains some
solution, but in fact the solution p, is created by a simple deformation along radial
directions from the non-rotating one pg. Thus a solution under Formulation 4 reveals
deeper structure about its relationship to a non-rotating star.

As alluded to earlier, the above formulations are not equivalent, at least as the defini-
tions explicitly allow. We begin by stating how the other formulations imply Formulation
1.

Proposition 8.1. The following implications hold.

(a) Formulation 2 implies Formulation 1.

(b) Formulation 3, together with the condition p(x) = 0 for all x € 0Bg, implies
Formulation 1.

(c) Formulation 4 implies Formulation 1.

Proof. To prove (a), note that if p is a rotating star solution under Formulation 2, then
whenever p(x) > 0, the term in the square bracket of (8.2) must also be positive. Thus
in that region one can ignore the + subscript (the positive part of the square bracket),
so that (8.1) follows. Assertion (b) is proven in a similar way, once it is noticed that
the additional assumption p(x) = 0 on d Bg guarantees that p € Cj,(R?) N L' (R3).
Assertion (c) is obvious. 0O

We now discuss the weaknesses of each formulation compared with the original
Formulation 1. The drawback of Formulation 2 is that it does not capture all the solutions
to Formulation 1. The reason is that Formulation 1 does not require equality of the two
sides of (8.2) when p(x) = 0, whereas Formulation 2 does. Formulation 2 requires
the expression U/ (x) in square brackets to be non-positive outside the support of p, but
Formulation 1 does not. Thus Formulation 2 misses many solutions which are valid
according to Formulation 1, especially if the term involving w(s) grows positively at
infinity. In that case, a valid solution under Formulation 1 may make ¢/ (x) very big for
large | x|, while the left side remains O. In fact, in order to actually work with Formulation
2, one requires the right side of (8.2) to have enough decay near infinity, which is virtually
impossible if the term involving w(s) were to grow near infinity.

Formulation 3 misses some solutions of Formulation 1 in the same way that Formula-
tion 2 does, although it does avoid the difficulty at infinity by restricting to an artificially
chosen ball Bg. However, it is in general difficult to prove that p(x) vanishes on the
boundary of Bg. If one chooses Bg larger than the support of a non-rotating solution, one
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can show that sufficiently small perturbations of that non-rotating solution will remain
zero on the boundary of B, However, as soon as one continues the solution branch to
fast rotations, nonzero boundary values may appear, which would violate the physical
vacuum boundary condition of a rotating star. Nor are we aware of a general mechanism
that can force the support to grow gradually until it hits the boundary of Bg. In principle,
the only physical solutions one can get via this approach seem to be merely the very
small perturbations of a nonrotating star.

Formulation 4 has the advantage of enforcing an equation only where p;(x) > 0.
It is thus closer in spirit to Formulation 1. However, we are not aware of any evidence
that large deviations from a non-rotating solution will still have the structure of radial
deformation that appears in Formulation 4. Formulation 4 is also significantly more
complicated than the other formulations when it comes to the actual construction of the
function ¢ (see [19]), especially with regard to the required compactness property, the
analogue of Lemma 4.4.

Like Formulation 1, Formulation 4 does not require (8.2) on the set where p(x) =
0. Thus it is not clear that Formulation 4 implies Formulation 2 or Formulation 3.
However, in the following special situation, a solution to Formulation 4 does indeed
solve Formulation 3. For a given pg in Formulation 4, choose the ball Bg in Formulation
3 to have a fixed radius R > Ryg. Suppose the solution p; is sufficiently close to the radial
solution pg in the sense that g, (B_RO) C Bg, and p; and py are sufficiently close to each
other in C(Bg). Furthermore, suppose that w(r) is a smooth function with sufficiently
small C (Bg) norm. Heuristically, the above conditions describe a small perturbation of
the nonrotating solution pg. Finally, assume the technical condition that rw () is non-
decreasing. From (8.5) we see that p; (x) > 0 for x € g;(Bg,), and p;(x) = 0 for
X € B_R\ 8¢ (Bgy). To prove that p; is also a solution to Formulation 3, it remains to
prove that

r(x)
fx) = ﬁ % o (X) +f s’ (s)ds+a <0 (8.7)
: 0

for x € Bg \ g (Bg,). In this “annular” region we have Af (x) = A for(x) sw?(s) ds =
%(rza)z(r))’ > 0. Hence we only have to show f(x) < 0 on g;(dBg,) UdBg. By (8.6)
and the continuity of p,, we obviously have f(x) = h(p;) = 0 for x € g,(9Bg,)-
It remains to prove that f(x) < 0 on dBg. For this purpose note that the function
folx) = ﬁ * po(x) + &g is harmonic outside Bg, and that fo = 0 and fé < Oon dBg,.
It follows that fo(x) < O for |[x| > Rp. Since f(x) is sufficiently close to fo(x) in
supremum norm by the smallness assumptions, we have f(x) < 0 on d Bg. This shows
that p; is also a solution to Formulation 3. Since the typical construction of solutions
via Formulation 3 guarantees local uniqueness, this reasoning shows that the unique
solution must have the structure detailed in Formulation 4.

If the rotating star problem is treated as a classical free boundary problem, then a
fifth possible formulation emerges. Let us begin with Formulation 1 with a connected
set Q2 = {p > 0}. Let ¢ = h(p). Taking the Laplacian of (1.1), the function ¢ satisfies
the elliptic equation

Ag =4nh~'(q) — K*Aj (8.8)

in Q with j defined by (3.1), together with the pair of boundary conditions

1
g =0 and ﬁ * h_l(q) +K2j = constant on 9€2. (8.9)
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Now we use a transformation of hodograph type to convert €2 to a fixed domain. Us-
ing standard spherical coordinates (s, 6, ¢), we exchange independent and dependent
variables by defining

s'=1—-q(s,0,¢) and w(s',0,¢) =s. (8.10)

Then 2 goes into the unit ball while its boundary 9€2 goes into the unit sphere 0 B; =
{s’" = 1}. The first boundary condition in (8.9) is automatically satisfied. The whole
problem is thereby transformed into a nonlinear elliptic equation for w(s’, 8, ¢) in the
unit ball By with a single nonlinear boundary condition. This is Formulation 5. We
continue to assume axisymmetry, which means that w does not depend on ¢. This
formulation has the primary advantage that the domain is fixed. However it appears to
be rather complicated to analyze because both the equation and the boundary condition
are highly nonlinear and have variable coefficients. We refrain from providing the details.
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