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1. Introduction

Elastic metamaterials with locally resonant components have grown increasingly popular in applications requiring
vibration isolation and mitigation of external loads, due largely to their ability to create subwavelength band gaps (BGs)
in frequency domains much lower than non-resonant metamaterials of similar size [1-7]. The phenomenon, which was
first presented by Liu et al. [8], has sparked numerous investigations into methods of BG formation and guidelines for
designing metamaterials with specific BGs in various locally resonant geometries [9-13]. Sugino et al. [14] for example
analyzed a one-dimensional locally resonant metamaterial beam with discrete spring-mass resonators and derived a
concise formula for computing the first (lowest-frequency) BG using a modal analysis approach, providing a guideline
for designing such a geometry to attain a specific BG. Peng and Pai [15] conducted a related study on elastic metamaterial
plates with discrete spring-mass absorbers and found that the location of the BG depends on the natural frequency of the
local resonators, while the width of the BG increases as the ratio of the resonator mass to the total unit cell mass increases.
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Krushynska et al. [16] investigated the topic of locally resonant elastic metamaterial plates with continuous “hard-soft-
hard” (H-S-H) configurations analyzing the effects of varying unit cell parameters on the dispersion band spectra for
both in- and out-of-plane vibrations and proposing a design strategy for obtaining an optimal metamaterial with specific
BG properties. They further expanded the analysis to distinguish between different resonant inclusions [17]. The focus of
this effort will be on such H-S-H metamaterials. Our interest in these configurations stems from their manufacturability
and their ability to attenuate low-frequency vibrations which are incident from any direction (e.g., [2]). However, the
two-dimensional nature and higher-order analytical and finite element models required to predict the performance of
such metamaterials render the analysis both more complex and computationally expensive. As a result, investigations
into BG formation mechanisms in metamaterials with such geometries are naturally more difficult to achieve than in 1D
and discrete spring-mass resonant counterparts.

Motivated by the previous challenges, we consider locally resonant H-S-H metamaterials in this paper in a slightly
different light by focusing on similarities between Bloch wave modes of such metamaterials, proposing a novel technique
for BG computation, and offering further insights into BG formation in such metamaterials. Unlike conventional structures,
which are finite in length and defined by boundary conditions, metamaterials are typically modeled as infinite arrange-
ments of a series of building blocks, commonly referred to as “unit cells”, owing to the periodic (i.e., self-repeating) nature
of these cells [18,19]. H-S-H unit cells in particular consist of a dense, resonating element embedded within a soft filler
material that is itself embedded within a stiff rectangular matrix, with multiple repeated unit cells in a one- or two-
dimensional array comprising the metamaterial (Fig. 1). Analogous to vibrational modes of finite structures, Bloch modes
depict the deformation patterns (and frequencies thereof) of such unit cells at prescribed points within their dispersion
diagrams [20]. To compute the BGs of such structures, the prevailing method relies on a finite element eigenfrequency
dispersion analysis of an individual self-repeating unit cell conducted along the boundary of the irreducible Brillouin
zone (IBZ), simulating an infinite structure by varying wavenumbers in the x- (ky = aky) and y- (k, = bk,) directions.
Here, k, and I~<y denote the non-dimensional wavenumbers (periodic with period 27) in the x- and y-directions and a
and b denote the unit cell dimensions (analogous to the lattice constants of a crystal). The frequency ranges for which
no solutions at any wavenumber combination are computed define the BGs of the structure and are the hallmark feature
of H-S-H and more general elastic metamaterials. A dispersion plot displaying the first few bands of the band structure
as well as the first BG for the unit cell in Fig. 1b is displayed in Fig. 1c, computed using finite element eigenfrequency
analysis (FEEA) for a 20 x 20 mesh of quadrilateral, 12-node planar cubic elements and 200 points along the M-I"-X-M IBZ
boundary. However, despite the proven promise of FEEA in BG computation of H-S-H metamaterials, there are a number
of less-than-optimal considerations about FEEA combined with similarities between the band structures and Bloch modes
in H-S-H geometries that suggest a potentially novel analytical approach to BG computation in such metamaterials.

Although FEEA has been undoubtedly shown to be an incredibly versatile and accurate method of BG computation in
H-S-H metamaterials ([2,16] to name a few), it remains a computationally-expensive method that does not lend itself
well to on-demand design of metamaterials with targeted or desired BGs. For instance, when calculating BGs of elastic
metamaterials by FEEA, the frequency bands of the dispersion plot generated by the analysis are always defined by discrete
points (rather than a smooth function), requiring numerous repetitions of the analysis at small wavenumber intervals
when a fine dispersion profile (and therefore, accurate BG calculation) is desired, which leads to potentially lengthy
computation times especially for systems comprising large numbers of degrees of freedom (DOFs). More importantly, BGs
determined by FEEA do not provide information on the sensitivity of the calculation to changes in material properties, unit
cell size, or geometry (e.g., the thickness of the matrix or resonator elements of the unit cells), making FEEA less-than-
reasonable as a method when parametric studies of many designs are undergone to determine the optimal parameters of
a metamaterial with specific BGs. Krushynska et al. [16] presented an ideal example of this by parametrically varying
the sizes of filler and resonator elements in H-S-H metamaterials to determine the effects of such variation on the
metamaterial’s BG frequencies; however, the BGs of each solution were still obtained with finite element analyses.

To this end, the objective of this paper is two-fold. First, we identify and outline a few critical similarities which
exist between the dispersion band structures and Bloch modes of H-S-H metamaterials. Second, we strategically exploit
these similarities to devise a novel computationally-efficient algorithm for computing BGs in H-S-H metamaterials, using
system identification of Bloch mode shapes. To do this, Section 2 describes two critical observations between Bloch modes
and dispersion band structures in H-S-H metamaterials that provide the fundamental motivation for the present method.
Section 3 presents an approach for computing the frequency of an elastic metamaterial unit cell vibrating with a particular
Bloch mode, guided by observations from the previous section. Following this, a Least Squares Identification Algorithm
is detailed in Section 4 to identify surface equations for unit cell Bloch mode shapes that can be directly employed to
compute metamaterial BGs using the derivations in Section 3. A numerical example demonstrating the utility of the
novel method is presented in Section 5, and a procedure for designing a metamaterial with a specified BG using algebraic
relationships between unit cell parameters is detailed in Section 6. Finally, Section 7 summarizes the analysis and outlines
possible extensions of this work in various metamaterial applications.

2. Observing Bloch modes in H-S-H metamaterials

In elastic metamaterials, Bloch modes refer to mode shapes corresponding to elastic wave propagation in an individual
unit cell of an infinitely long periodic structure, as opposed to the traditional vibration mode shapes of a finite structure
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under a set of prescribed boundary conditions [20,21]. For elastic metamaterial plates analyzed using Mindlin plate theory
(our theory of choice and applied in Section 3), these Bloch modes take the form of displacement, x-rotation, and y-rotation
surfaces defined over the planar area of the unit cell, as will be detailed later. A few critical similarities between the Bloch
modes and dispersion band structures of H-S-H metamaterials can be established that provide insight into the method
of BG formation and motivation for a novel approach to BG computation in such structures. Two essential observations
of H-S-H metamaterials are presented in this section that contribute to this novel method.
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Fig. 1. Hard-soft-hard (H-S-H) locally resonant metamaterials: (a) 2D array and (b) unit cell of an H-S-H metamaterial in transverse vibration.
Waves propagate in the xy-plane of the metamaterial; material displacements occur in the z-direction. (c) Dispersion band structure identifying
the two lowest frequency bands and the first band gap (shaded region) for an H-S-H metamaterial. The inset in the bottom right depicts the
metamaterial unit cell and wavenumber positions at the M, T", and X positions of the IBZ. Note the change in scale of the horizontal axis at the
points M" and X'.

2.1. Observation 1: Similarity in dispersion band structures

The first critical observation of H-S-H metamaterials motivating this analysis is that all transverse vibrations in
the vicinity of the lower and upper limits of the first BG occur with the same non-dimensional wavenumbers for any
combination of material properties, matrix or resonator thicknesses, and unit cell size, provided that the elastic modulus
of the filler material is sufficiently smaller than that of the matrix material. This requirement is easily satisfied by the
many H-S-H metamaterials that use very soft silicone rubber as the filler material—e.g., [2,8,16]. That is, the modes of
vibration in the pass band immediately below and above the first BG occur at the same location of the IBZ in all H-S-
H metamaterials containing relatively rigid matrix and resonator elements (enabled by soft filler material) and a given
thickness of the filler material relative to the unit cell size. The only exception to this observation occurs when the matrix
element becomes very light (or thin) or the resonator becomes extremely dense (or thick), which has the potential to
cause a flat, single-frequency band separating the first BG into two regions (this will be illustrated with a numerical
example in Section 5). However, when treated as a single BG with an intermediate resonance frequency, the lower bound
of the first separated BG and the upper bound of the second separated BG still meet this observation (in these cases, the
combined BG between the two separated BGs will be referred to as the “first BG” in this paper).

A graphical illustration of this observation is presented in Fig. 1c, depicting a typical dispersion band structure around
the IBZ boundary for a sample H-S-H metamaterial shown in the inset portion of the figure. In particular, it can be
observed that the lower bound of the first BG is associated with the M point of the IBZ (defined by non-dimensional
wavenumbers ky = k, = ), and the upper bound is associated with the I" point of the IBZ (defined by non-dimensional
wavenumbers k, = l~<y = 0) for this and all other H-S-H metamaterials of soft filler material. As a result, the lower
and upper bounds of the first BG of such a metamaterial can be calculated by performing FEEA at only the M and T’
points of the IBZ, rather than along the entire IBZ boundary. This observation tremendously simplifies the analysis of such
metamaterials when knowledge of the first BG is desired—however, it does not provide insight into the sensitivity of the
BG frequency or bandwidth to the material properties, unit cell size, or element thicknesses of the metamaterial. The
second observation and the remainder of the paper are intended to address this second issue.

2.2. Observation 2: Similarity in Bloch modes

The second observation motivating this analysis is that all transverse vibrations propagating in H-S-H metamaterials
of soft filler material at the M and I points of the IBZ and at frequencies just beyond the limits of the first BG occur
with the same Bloch modes for any combination of material properties, matrix or resonator thicknesses, and unit cell size
for a given reference geometry, where “reference geometry” is used to refer to the cross section of the unit cell in the
xy-plane normalized by the unit cell dimension (a or b) and the thickness of the filler material relative to this dimension.
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Fig. 2. Displacement Bloch mode shapes at the (a) lower bound and (b) upper bound of the first BG of a sample H-S-H metamaterial.

(Unit cells of different relative filler thicknesses are observed to not follow this phenomenon, since the difference in
filler thickness relative to the size of the cell institutes a different non-dimensional shape to the Bloch modes due to the
large deformations present in the soft filler material). Stated differently, all H-S-H metamaterials with a specific reference
geometry and soft filler material vibrate with the same Bloch modes at the natural frequencies corresponding to the lower
and upper limits of the first BG. This observation can be made by conducting FEEA for an H-S-H unit cell to plot the first
few bands of the band structure along the IBZ boundary (both COMSOL Multiphysics and an in-house MATLAB code were
used here), verifying that the BG limits indeed occur at the M and I' points of the IBZ, and generating the displacement
and rotation Bloch modes at the appropriate M and I' frequencies corresponding to these BG limits on the dispersion
band structure. Therefore, given a specific reference geometry and by varying any or all of the material properties, matrix
or resonator thicknesses, or unit cell size of the metamaterial (while retaining the soft filler material compared to the
matrix and resonator elements), it can be observed that both the non-dimensional wavenumbers at the BG limits and the
general shapes of the Bloch modes do not change when any of these metamaterial parameters are altered.

To illustrate this observation, the general displacement Bloch modes at the lower and upper bounds of the first BG
for the metamaterial in Fig. 1 are displayed in Fig. 2, depicting the transverse vibration of the unit cell with sample
reference geometry at the lower (Fig. 2a) and upper (Fig. 2b) limits of the first BG. After repeated investigations of H-S-H
metamaterials analyzed with FEEA, it can be observed that the displacement Bloch mode at the lower bound of the first
BG is always characterized by a rigid, vibrating resonator moving about a rigid, fixed matrix via a periodically deforming
and relaxing filler material, as illustrated in Fig. 2a. Similar observations reveal that the upper bound of the first BG is
always characterized by a rigid resonator and a rigid matrix vibrating out-of-phase with each other about a deforming
filler material and moving about the center of mass of the vibrating unit cell, as illustrated in Fig. 2b. Both of these Bloch
modes are observed to have the same mode shape and occur with the same non-dimensional wavenumbers irrespective
of the material properties, unit cell size, or thicknesses of the matrix and resonator elements (changes in filler thickness
are allowed as well as long as they are made in proportion to changes in unit cell size), providing a pragmatic unification
between all H-S-H metamaterials with soft filler material and specific reference geometry.

Given these similarities in dispersion band structures and Bloch modes in H-S-H metamaterials, it would be possible to
estimate the limiting frequencies of the first BG for any H-S-H metamaterial of specific reference geometry using a single
finite element eigenfrequency analysis if a method existed for determining the vibration frequency of a unit cell vibrating
with specific Bloch modes in terms of the metamaterial’s unit cell size, material properties, and element thicknesses, along
with data from a single FEEA describing the Bloch modes at the BG bounds for that geometry. A technique for doing this
is the subject of the remainder of this paper, with Section 3 describing a method for computing the vibration frequency of
a unit cell with known continuous Bloch modes and Section 4 detailing a procedure for determining continuous surface
equations for Bloch modes from finite element data with a system identification procedure.

3. Computing natural frequencies using Bloch modes

As previously demonstrated, the observation that all H-S-H metamaterials with a given reference geometry and
sufficiently soft filler material share the same Bloch modes at the limits of the first transverse frequency BG has significant
implications in drawing parallels between the first BGs of H-S-H metamaterials. Most notably: if the Bloch modes
shared by these metamaterials are calculated by a single FEEA, could there be a method of determining the vibration
frequency of other metamaterials having those same Bloch modes—and hence, the frequency limits of the first BG in
those metamaterials—with only a single FEEA? The answer to this question is definitely affirmative, and it will be shown
in the following analysis how a novel computational approach for the first transverse frequency BG can be developed
using analysis of Bloch modes and a system identification procedure.
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We start by deriving a method for calculating the vibration frequency of an elastic metamaterial unit cell corresponding
to specific Bloch modes, which plays an important role in the overall BG computation algorithm. The method is achieved
via an analysis of the potential and kinetic energies in a unit cell subject to periodic vibration and the assumptions of
Mindlin plate theory. The z-directional displacement w and the angular displacements 6, and 6, about the x- and y-axes
are adopted as the independent kinematic variables in the unit cell, with the remaining translational variables u and v
computed using 6, and 6, as described in Eq. (1). The remaining angular displacement 6, about the z-axis is equal to zero
in accordance with Mindlin plate theory and our restriction to out-of-plane material motion (Fig. 3) [22-24]. Further, it
is assumed that each unit cell may be treated as a control volume with negligible damping governed by the classical law
of conservation of energy, and that each unit cell vibrates in a sinusoidal manner (a feature of any general plate vibration
model). Using these assumptions, Sections 3.1 and 3.2 describe integral relations for the maximum potential and kinetic
energies in the vibrating unit cell that can be obtained in terms of non-dimensional Bloch modes describing the vibration
at the BG bound and the unit cell’s material and geometric properties. Following this, Section 3.3 presents a conservation
of energy argument using these potential and kinetic energies to provide a simple equation for calculating the vibration
frequency (and thus—a frequency bound of the BG) of the H-S-H unit cell as a function of material properties, unit cell
geometry, and continuous equations for the non-dimensional Bloch modes defining the vibration.

Yy
z eyo(

Mindlin Plate Element

o / %
| £

Fig. 3. Mindlin plate element defining the five kinematic variables u, v, w, 6, and 6, in their positive directions for an elastic metamaterial. The
x- and y-displacements can be written as functions of z and the rotational displacements 6, and 6, as per Eq. (1), leaving w, 6y, and 6, as the
independent kinematic variables defined over the mid-planar region of the unit cell.

3.1. Potential energy analysis

Consider an H-S-H unit cell vibrating with non-dimensional Bloch modes W(x, y), ®(x, y), and ©,(x, y), where W is
the displacement Bloch mode (the amplitude of the z-displacement w), ®, is the x-rotation Bloch mode (the amplitude
of the x-rotation 6y), and ®, is the y-rotation Bloch mode (the amplitude of the y-rotation 6,), where “non-dimensional”
denotes the fact that W, ©,, and ®, are each normalized to provide a constant, dimensionless description of the Bloch
modes for any unit cell size (Eqs. (13) and (14)). Further, suppose that any point in the unit cell in the mid-plane of
the metamaterial can be represented by the Mindlin plate element shown in Fig. 3, in which the xy-plane defines the
mid-plane of the metamaterial plate, the z-direction is the direction of transverse vibration, u(x, y, z, t), v(x, y, z, t), and
w(x, y, t) are the displacements of the unit cell in the x-, y-, and z-directions, and 6x(x, y, t) and 6,(x, y, t) are the rotational
counter-clockwise displacements about the x- and y-axes. (Note that the z-displacement w and the rotations 6, and 6,
do not depend on z according to Mindlin plate theory). The goal of this section is to use this coordinate framework to
determine the maximum potential energy in the vibrating unit cell as a function of the material properties, element
thicknesses, and non-dimensional Bloch modes for a particular mode of vibration.

According to Mindlin plate theory, the displacements u and v can be written in terms of z, 6, and 6, from geometry
and a small angle approximation on 6 and 6, as

u=2z09, and v = —z6, (1)

Using Eq. (1) and the definition of bending strain €, = [ €, yxy]T, the bending strain in the unit cell can be expressed as
a function of z and the spatial derivatives of 6, and 6, as

c du 06y
X ax 3())(
v %
eb(xay’z7t)5 |:E.Vi| = @ =z _3; (2)
dv 4 ou 36, a0y
Yy ox T by ~w Tt

Similarly, using Eq. (1) and the definition of transverse shear strain €; = [y, yyZ]T, the transverse shear strain in the unit
cell can be expressed as a function of 6;, 6,, and the spatial derivatives of w as

)-[E2)-51]
T ow g v = ow
Vyz dy 9z dy X

Letting the right side of Eq. (2) be equal to zL, and the right side of Eq. (3) be equal to Ly, this yields the relations:

&(x,y,2,t)

€ =zL, and € =L (4)
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where

T
i 36x 26y | 99 _I(2 ) T
L=[% -2 (-Z+3)] adL=[G+6) (5-6)] (5)
Now consider the definitions of plane bending stress o, = [0 0y rxy]T = Dyep, and transverse shear stress o5 = [Ty, ‘L'yz]T =
ksDses, where ks is a shear correction factor accounting for the non-uniformity of the transverse shear stresses 1, and 7y,
over the domain of the unit cell (which typically holds a value of ks = g as in [2,25]), and the material property matrices
Dy, and D; are defined as

1 v 0
E E
Dy=—1|v 1 0 and D= —— 10 (6)
1—12 1y 21+v)|0 1
0 0 3

in which E = E(x,y) and v = v(x, y) are the elastic (Young’s) modulus and Poisson’s ratio of the materials comprising the
unit cell, respectively.

Next, let the elastic potential energy in the vibrating unit cell as a function of time be denoted by V(t), which can be
expressed in terms of the bending stress, bending strain, transverse shear stress, and transverse shear strain integrated
over the unit cell volume as

1 1
Y(t) = 2 / (ohep + 0i€5) AV = 3 / (€sDpeb + kseiDses) dV (7)
v v

where the relations o, = Dpe, and o5 = k;Dse; have been substituted to obtain the second equation. Substituting Eq. (4)
for €, and ¢, simplifies this equation to

1
MOEE: / (22LiDyLy + ksLIDSL) dV (8)
\'4

which when split into an integral over the mid-planar area of the plate A and an integral over the plate thickness z yields

1M 1 [
Y(t) = = / / (22LyDyLy + ksL{D;L;) dzdA = / —L;DyLy, + kshL!DsL; | dA (9)
where h = h(x, y) is the thickness of the elements comprising the unit cell. Next, substituting Eqs. (5) and (6) for L, L,
Dy, and Dy into the expressions for LZDbLb and LEDSLS in Eq. (9) reveals that

E 36, \’ 36, 36 36, \> [1- 36, 96\’
LIDyLy = =) -2 2=+ =) + ) (22 -2 (10)
1—v2 0x ox dy oy 2 oy 0x
E ow 2 ow 2
L'pLi=——|(—+6 — —0 11
s 2(1+v)(<8x+y)+<8y X)) (v

where typical matrix multiplication was employed to arrive at these equations. Substituting these expressions for LszLb
and LID;L; into Eq. (9) then yields

1 En3 36, \° 36, 36 0\> [1- 30, 96\’
v(t)szi ) X4 (=) + i N e L I
2 Ja12(1 —v2) 0x ox dy ay 2 ay ox
n ks Eh ow 4o 2 n ow P 2 A
2 Ji20+v)\\Lox 7 ay

as an expression for the elastic potential energy as a function of time in the vibrating unit cell.

We now aim to determine the maximum value of Eq. (12) using a non-dimensional form of the displacement and
rotation Bloch modes such that a specific set of Bloch modes generated from a single FEEA can be used to describe the
metamaterial behavior for any unit cell size. Since the values of the z-displacement w remain unchanged with unit cell
size for a given vibration amplitude, while the rotations 6, and 6, decrease in proportion to unit cell size for a given
vibration amplitude, a factor of 1/a must be included in the relationship between 6, and the x-rotation Bloch mode ©,
and between 6, and the y-rotation Bloch mode ®,, where a is the characteristic length (defined for completeness to be the
maximum of the two side lengths) of the rectangular unit cell. Since w, 6y, and 6, each increase linearly as the vibration
amplitude increases, a factor of d (defined to be the vibration amplitude) must also be included in the relationships
between w and W, 6, and ®,, and 6, and ®,, as well as a unit amplitude, sinusoidal function of time n(t) due to the

and

6



A. Ragonese and M. Nouh Wave Motion 105 (2021) 102734

assumed sinusoidally-periodic vibration of the unit cell. Using these relationships, the free kinematic variables w, 6, and
6, can be expressed in terms of a, d, and the non-dimensional Bloch modes W, ®,, and ©, as

d d
w(x7 .z, t) = W(X, J’)n(t)d, QX(X! .z, t) = ®X(x7 Y)'?(t)a, and Qy(xv Y.z, t) = ®y(x, J/)n(t)a (13)

Next, taking the amplitude of each equation in Eq. (13) (i.e.,, evaluating n, w, 6, and 6, at the time that maximizes the
sinusoidal function 7(t), denoted by |e|) and solving for the non-dimensional Bloch modes yields the expressions:

a
W(x,y) = flwx y.2,8)], Oxxy)= |9 xy.2,0)], and ©,(x.y) = S[6(x.y.2,1)] (14)
which can be employed to generate non—dlmensmnal Bloch modes from a single FEEA and thus describe the vibration at
the BG bound for any metamaterial unit cell of similar reference geometry. Substituting Eq. (13) into Eq. (12) and taking

the amplitude of the resulting equation, this yields

Vmax = V(1)
2 2 2
_ @ En? 30y \" " 90, 96 N 00y N 1—v\ (00, 006, At
24 J, (1 —v2)a? 0x 0x dy ay 2 oy ox (15)

+d2 ksEh 8W+1® 2+ IW @ 2 i
4 Jya+v)\\oax a” ay *

where Vp.x is defined to be the maximum (equivalent to amplitude for a scalar variable) potential energy in the vibrating
unit cell.

Finally, consider changing variables from x and y defined over the planar area A used to generate the Bloch modes to
X' = x/a and y' = y/a defined over a dimensionless planar area A’ describing a general metamaterial of any unit cell size,
and further, consider defining a non-dimensional thickness y by y = h/a to replace the element thicknesses h in Eq. (15).
Substituting these into Eq. (15) yields

d? Ey3a 30, \° 90, 00
Vmax = 7/ Y Y —-2v Y X +
24 Jy (1 —12) ox' ox' oy’

d? kEya oW
+— +
4 Jo 14+v) \\ox

2 2
1-— 00 a0
4 v 4 il dA + ...
! 2 ay’ ax’
2 oW 2
®y) i (ay/ - ®X> ) “

(16)

where the chain rule and the Jacobian of the transformation from A to A’ were used to obtain this expression, giving the
maximum potential energy of the vibrating unit cell as a function of the elastic modulus E and Poisson’s ratio v of the
materials comprising the metamaterial, the non-dimensional thicknesses y of the unit cell’s constitutive elements, the
non-dimensional Bloch modes W, ®,, and ®,, the characteristic length a, and the amplitude d of the unit cell’s vibration.

3.2. Kinetic energy analysis

Using the Mindlin plate element shown in Fig. 3 defining the kinematic variables u, v, w, 6, and 6,, we now aim to
determine the maximum kinetic energy in the metamaterial unit cell of characteristic length a vibrating with amplitude
d and non-dimensional Bloch modes W, ©y, and ®,. To do this, let the kinetic energy of the unit cell as a function of time
be denoted by 7(t) and defined as

1 . . . 1 . . .

T(t) = 3 / p (0° +0° +w’)dV = 5 / p (w* +2* (6,> +6,%)) av (17)
v v

where Eq. (1) has been substituted to obtain the second equation and p = p(x, y) is the mass density of the materials

comprising the unit cell. Analogous to the method used for V(t) in Section 3.1, splitting this expression for 7(t) into an

integral over the mid-planar area of the plate A and an integral over the plate thickness z gives the relation:

1 h . R
)=~ hw? 4+ — (6,2 +6,%) ) dA 18
T(t) Z/Ap(w+12(X+Y) (18)
and taking the amplitude of the resulting equation yields
1 . h /. .
Toax = |T(0)] = 5/,0 <h|w|2 + 25 (6 + |ey|2)> dA (19)

where Tnax is the maximum kinetic energy in the vibrating unit cell. Using the assumption that w, 6, and 6, each vary
sinusoidally with time, the amplitudes | and |9y] can each be written in terms of the angular frequency w as

lio| = wluw|, and |ey|:w|ey| (20)
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which can be substituted into Eq. (19) to give

2 h3
Tonax = | T(t)] = % fp <h|w|2 + 35 (|9X|2 + ]9y|2)) dA (21)
A

Finally, substituting Eq. (13) for w, 6y, and 6,, changing variables from x and y to the non-dimensional x" and y’, and
substituting for the non-dimensional thicknesses y as in Section 3.1 yields

d*w? 3 A 2 2 /

Toax = —— | p@ (YW + = (0,2 +07) | dA (22)
2 Ju 12

as an expression for the maximum kinetic energy in the vibrating unit cell as a function of the mass density p of the

materials comprising the metamaterial, the non-dimensional thicknesses y of the unit cell’s constitutive elements, the

non-dimensional Bloch modes W, ®,, and ®,, the characteristic length a, and the amplitude d of the unit cell’s vibration.

3.3. Conservation of energy

Using the expressions for the maximum potential and kinetic energies in the vibrating unit cell in Eqs. (16) and (22),
respectively, and assuming negligible material damping, a straightforward energy argument can now be presented for
determining the vibration frequency that must accompany the motion defined by the non-dimensional Bloch modes W,
©y, and ©,, the unit cell geometry, and material properties. To do this, we first make note of the fact that either the
potential or kinetic energies in the vibrating unit cell must be zero when the other quantity is maximized as a consequence
of the assumed sinusoidal vibration of the unit cell. Therefore, both the maximum potential and kinetic energies derived
in Egs. (16) and (22) must be equivalent to the total energy in the unit cell. Treating the unit cell as a control volume,
conservation of energy requires that:

E(t) = (V(t) + Tt ypax = Vimax and EO) Fax = V() + T(ED|7700x = Tmax = Vimax = Tmax (23)

| Vmax

where £(t)ly,,., = E(t)lr,,, = € denotes the total conserved energy in the unit cell. Substituting Eq. (16) for Vpna.x and
Eq. (22) for Tmax into Eq. (23) gives

2 2 2
& Ey3a 00y \" _, 09y 36, N 90y n 1—v) (00, 0906y A ...
24 Ju (1 —02) X' ax’ oy’ ay’' 2 ay’ ox’

d> [ kiEya [ [oW W 2
— — +0 — —0) |aA (24)
"3 v (1+v) <8x’+ y> +<8y/ ”)
d2w2 3 )/3
= W2+ — (024 0,2) ) dA
2 /A,pa<y +12(X+Y))

relating the angular frequency w to the non-dimensional Bloch modes, material properties, and geometry of the H-S-H
metamaterial unit cell.

To simplify the form of this equation, consider defining an equivalent bending stiffness K, an equivalent transverse
shear stiffness Ks, and an equivalent mass M of the unit cell, respectively as

Ey3 90,\° 90, 00 30, \> [1-— 90, 090,\°
KbEf )/7(12 ( J'> — 2 y x+< x) +( V)( y x) dA’ (25)
v 12(1 —v?) ox’/ ox’ ay’ oy’ 2 ay’ ox’'
kEya AW 2 (9w 2
Ks = _— — 4+ 0O -0 dA’ 26
S A/ 2(1 + U) << ax/ + y) + ay/ X ( )
and
3
_ 3 2, 7 2 2
M:/I;/pa <yW +E(®X +0, ))dA/ (27)

Substituting these definitions into Eq. (24) reveals the following:

o 1 [K+K
2r  2m M
giving a concise expression for the vibration frequency f independent of the vibration amplitude and in terms of the
stiffness and mass expressions Kj, K, and M, which are themselves defined as functions of the material properties E,
v, and p, the non-dimensional element thicknesses y, the characteristic length a, the mid-planar geometry (defining A
and A’), and the non-dimensional Bloch modes W, ©y, and ©, describing the vibration at the BG bound for all H-S-H
metamaterials with the given reference geometry.

1 1
5clz Ky + K;) = 5Mdzw2 = f= (28)
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Eqs. (25) through (28) provide a pragmatic technique for calculating the vibration frequency of any H-S-H metamaterial
of specific reference geometry—and hence, the limits of the first frequency BG—from its non-dimensional Bloch modes
computed with a single FEEA. However, it is critical to note that this approach relies on accurate computation of both the
spatial derivatives and integrals of the Bloch modes in Egs. (25) through (27), an endeavor that can be cumbersome—if
not impossible—to achieve directly with finite element data. Motivated by this difficulty, a system identification analysis
of these non-dimensional Bloch modes is next considered to establish continuous surface equations from finite element
data which can be directly employed by symbolic or numerical calculus in the preceding equations, therefore providing
algebraic expressions for the limits of the first transverse frequency BG of any similar metamaterial in terms of pre-
computed integrals involving the continuously-known non-dimensional Bloch modes. A technique for conducting this
identification is presented in the following section.

4. System identification of Bloch mode shapes

In this section, we provide observations of symmetry in H-S-H metamaterials (Section 4.1) and a Least Squares
Identification Model (Section 4.2) for identifying surface equations for a given set of unit cell Bloch modes determined
by FEEA, using the simple yet prevailing case of H-S-H metamaterials with square filler and resonator elements as the
archetypal geometry. The overarching objective is to introduce a technique for computing the integral equations for the
stiffness and mass values in Egs. (25) through (27) and thus provide a novel procedure for computing the first transverse
frequency BG of any metamaterial of similar reference geometry with a single finite element eigenfrequency analysis.
Following this presentation, Sections 5 and 6 will apply this procedure to sample metamaterials to illustrate the powerful
computational promise and insights of this methodology.

4.1. Observing symmetry in H-S-H Bloch modes

As demonstrated earlier, in H-S-H metamaterials with sufficiently soft filler material, the displacement and rotation
Bloch modes at the limits of the first transverse frequency BG are observed to attain the same non-dimensional mode
shapes across all metamaterials of similar reference geometry. Using the technique detailed in the following section,
continuous surface equations for each of the non-dimensional Bloch modes W, ®,, and ©, can be computed, which
can be substituted into Eqs. (25) through (28) to determine the BG frequencies. However, two further observations of
symmetry in these Bloch modes at the limits of the first BG can be made to significantly reduce the number of required
identification analyses in this procedure. The first is between the Bloch modes at the lower and upper limits of the first
BG, and the second is between the x- and y-rotation modes at a single BG bound—both of which significantly simplify the
identification procedure.

It can be observed that both the displacement and rotational Bloch modes at the upper bound of the first BG can be
approximated by the same surface equations as the Bloch modes at the lower bound, leading to the conclusion that only
the lower bound Bloch modes need to be included in the identification analysis. To illustrate this observation, Fig. 4 displays
the non-dimensional Bloch modes W, ®,, and ©, at the lower and upper limits of the first BG for the H-S-H unit cell
analyzed in Section 2. Upon inspection of these surface plots, it can be observed that the x-rotation Bloch mode at the
upper bound of the BG has nearly the same mode shape as the x-rotation mode at the lower bound (Figs. 4b and e), the
y-rotation mode at the upper bound has nearly the same mode shape as the y-rotation mode at the lower bound (Figs. 4c
and f), and the displacement mode at the upper bound has nearly the same mode shape as the displacement mode at
the lower bound, with a constant shift equal to the center of mass of the lower bound displacement mode subtracted
from the lower bound mode shape to obtain the mode shape at the upper bound (Figs. 4a and d; Section 2). Although it
is impossible to quantify the error between these mode shapes for every conceivable unit cell configuration, the errors
for this particular unit cell and for all cases studied do not exceed 6% of the displacement amplitude for the displacement
mode shape and 2.5% of the rotation amplitude for the rotation mode shapes, with average absolute errors in finite element
data between the exact and approximated upper bound modes less than 2% and 0.5% for the displacement and rotation
modes, respectively. These small errors will be readdressed in Section 5 where it will be shown that they can be neglected
in the identification analysis, enabling us to determine both bounds of the BG in the identification procedure with the
lower bound Bloch modes only and without significant error.

As a second observation, we note that the y-rotation Bloch mode at the lower or upper bound of the first BG can be
obtained from the x-rotation mode at the same bound with exact accuracy for rotationally-symmetric unit cells, where
“rotationally-symmetric” denotes a geometry that does not change when rotated by 90° in either direction about the
z-axis. This is demonstrated for the current set of Bloch modes in Fig. 4, which shows that the surface equation for the
y-rotation Bloch mode at either bound of the BG can be obtained from that of the x-rotation Bloch mode at the same
bound by a simple 90° counter-clockwise rotation about the z-axis. A closer inspection reveals that this hypothesis holds
with exact accuracy, since rotational symmetry implies that the unit cell geometry is immutable to a 90° rotation about
the z-axis, the definitions of 6; and 6, imply that any value of 6, will be mapped to the same value of 6, by a 90° rotation
about the z-axis (Fig. 3), and such a rotation applied to a wavenumber pair at either the lower bound (M (I~<x =, I~<y =))
or the upper_ bound (T, (k =0, ky = 0)) of the first BG will result in the same wavenumber pair after the rotation. (At

M, (ky = 7, ky = 7) will be mapped to (k, = ky = ) by such a rotation, which is equivalent to (ke = 71, ky =)

9
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Fig. 4. Non-dimensional displacement and rotation Bloch mode shapes at the lower and upper bounds of the first BG for an H-S-H metamaterial
with 90° rotational symmetry and rectangular filler and resonator elements, determined from FEEA: (a) lower bound W, (b) lower bound ©®,, (c)
lower bound ©,, (d) upper bound W, (e) upper bound ©,, and (f) upper bound ©,.

due to the 2z-periodic nature of the Brillouin zone). As a result of this, for the archetypal case of H-S-H unit cells with
rotational symmetry, the y-rotation modes do not need to be determined by an identification procedure.

Finally, it can be observed that due to the natural design of H-S-H metamaterials with soft filler material, the matrix
and resonator elements do not deform and only the filler component attains significant deformation—this is the defining
feature of H-S-H metamaterials leading to the fact that all H-S-H metamaterials with specific reference geometry share
the same Bloch modes at both bounds of the first BG. Applying this to the previous observations, we conclude that only
the lower bound displacement and x-rotation Bloch modes of the filler material of an H-S-H unit cell need to be identified
for the entire mode shapes at both the lower and upper BG bounds to be determined, with the lower bound y-rotation
Bloch mode of the filler material added to this list when the H-S-H unit cell does not contain rotational symmetry.

4.2, System identification procedure

Using the aforementioned symmetries, we propose a Least Squares Identification Model to compute continuous surface
equations for an H-S-H unit cell using the minimum number of identification analyses, which can be employed to
compute the first BG of any H-S-H metamaterials of similar reference geometry using the results of Section 3. We begin by
partitioning the unit cell into areas of identification along the material boundaries and along sections of symmetry in the
unit cell, exemplified for the rotationally-symmetric H-S-H unit cell with square filler and resonator elements discussed
to this point in the paper. Following this, we provide a mathematical foundation for the identification algorithm, formulate
and solve the least squares analysis for the appropriate Bloch mode sections, and simplify computations for partitioned
sections expressed by finite element data on a rectangular grid of data points. A slightly generalized identification
algorithm to be used when such a rectangular grid of data points on a partitioned section is not available is then presented
and a method for quantifying error in the identification algorithm is established.

4.2.1. Partitioning unit cell Bloch modes

Making use of symmetries in the filler region of the Bloch modes apparent in Fig. 4, consider the partition of the
lower bound displacement and x-rotation Bloch modes of this sample unit cell shown in Fig. 5, using lines extending
from the corners of the square resonator parallel to the sides of the unit cell and intersecting the boundary between
the filler and matrix elements to generate the partition. Let us define the section of the displacement mode in the third
quadrant of the unit cell by Wcomer, Shown as a section of the complete displacement mode in non-dimensional (x', y')
coordinates and over a transformed, isoparametric region in (r, s) coordinates in Figs. 5a and c, respectively. This and
all other non-dimensional Bloch mode sections to be identified by least squares analyses are transformed to the (r,s)
region for consistency in the least squares procedure and to ensure that each mode section is defined over a rectangular
region (this latter reason will be evident in the following section), in which —1 < r, s < 1. Notice from symmetry of the

10
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Fig. 5. System identification partition for a sample H-S-H unit cell for non-dimensional (a) displacement and (b) x-rotation Bloch mode shapes.
Off-white colors represent rigid sections (matrix and resonator). Red and blue colors represent the corner and side sections of the displacement
mode, respectively. Orange, green, and violet colors represent the y-side, corner, and x-side sections of the x-rotation mode, respectively. Muted
colors represent repeated sections of the filler material. (c) through (g) display the transformed Bloch mode shape sections Weorer, Wside» Ox y—sides
Oy, corner, and Oy x_sige Over the planar area (r,s) that uniquely define the sections requiring identification. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

displacement mode that the Wc,ner mode shape is repeated three times over the remaining filler sections of the Bloch
mode—sections that can therefore be eliminated from the identification procedure. Similarly, let us define the section of
the displacement mode spanning the third and fourth quadrants of the unit cell by W4, shown in Figs. 5a and d and
again repeated three times in the remainder of the Bloch mode. Together, W¢omer and Wgjqe capture all unique sections
of the displacement Bloch mode requiring identification.

Analogous to the displacement Bloch mode, consider a similar partition of the x-rotation Bloch mode shown in Fig. 5b,
where Oy omer defines the filler section in the third quadrant of the unit cell, ®y x_sqe defines the filler section spanning
the third and fourth quadrants, and ®y ,_sqe defines the filler section spanning the second and third quadrants of the unit
cell, shown as combined sections in Fig. 5b and over isoparametric regions in Figs. 5f, g, and e, respectively. Notice that
three, rather than two, unique sections of the partition are required here due to a lack of symmetry about the xz-plane
for this x-rotation mode. Together, Weorner, Wiide» ®x,corers Ox.x—side, and Oy ,_side transformed to (r, s) coordinates provide
unique isoparametric sections on which to conduct piecewise identification analyses for any H-S-H metamaterial with
rotationally symmetric unit cells and square filler and resonator elements. Finally, while this specific metamaterial and
partition are applied in the remainder of this paper, we note that a similar partition can be generated for other H-S-H
geometries employing non-square, non-symmetric, and non-rectangular elements, with different transformations from
the non-rectangular mode sections to isoparametric regions required in these scenarios.

4.2.2. Mathematical foundations

Consider a specific partition of the non-dimensional Bloch modes W, ©y, and ®, for an H-S-H unit cell, and consider
a specific section of that partition for either the displacement or rotation Bloch modes denoted by S. Further suppose
that the region of the unit cell defined by S is transformed from the region (x, y') to the isoparametric region (r, s) as
illustrated in Fig. 5 (with —1 < r, s < 1) and that values of S(r, s) have been determined by FEEA on a set of discrete data
points over the isoparametric region. Finally, suppose that linearly independent basis functions f(r) and gj(s) are chosen
separately in the r- and s-directions (where 1 < i < mand 1 < j < n) to capture surface equations for S(r, s) over the
isoparametric region. (Our reason for choosing separate basis functions in the r- and s-directions will be revealed shortly).
The objective of the remainder of the system identification procedure is to determine the best-fit surface equation to the
discrete FEEA data using the chosen basis functions as the general shape of the isoparametrically-defined Bloch mode
section.

11
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Suppose that f(r) and g(s) are m x 1 and n x 1 column vectors containing the independent basis functions f;(r) and
gj(s), respectively. That is:

FO=[A) - fu)]" and gs)=[gi(s) - gls)] (29)

Using this set of basis functions, an expression for the values of the mode section over the isoparametric region as a
continuous equation can be written as

S(r, s) = f(r)'cg(s) (30)

where C is an m x n matrix of constants. In this section through Section 4.2.4, it will be assumed that the known mode
section data computed by FEEA and transformed to the isoparametric region are expressed on a rectangular grid of data
points, with Section 4.2.5 providing an alternative solution when the data for the mode section are not expressed in this
rectangular format. In both formats of the known data, the optimal surface equation for S(r, s) in the form of Eq. (30) is
defined to be the solution with the precise values of C that give a least squares agreement between the finite element
data and the values of the identified solution evaluated at those data points.

If the finite element data are known on a rectangular grid of data points, suppose that this grid is represented by a
vector of r-values of length p (r = [r; --- r,]") and a vector of s-values of length q (s = [s1 - -+ sq]"), for which any two
values (r;, sj) with 1 <i < pand 1 <j < q form the (r, s) coordinates of a single data point. Now suppose that the known
(FEEA) value of the Bloch mode section at the point (r;, s;) is denoted by S(ry, s;j), and that the least squares estimate of
this value calculated with the representation of Eq. (30) is denoted by §(r,—, sj). The value of the mode section at the point
(13, s;) computed from the identified representation can therefore be expressed as

S(ri, 55) = F(r)'Cg(s) (31)
which in expanded matrix form can be written as
Cii oo Cin | | &(s)
Stri.s)) = [Ai(r) -+ fu(m)]| oo : (32)
Cna1 -+ Can &n(s;)
with the middle matrix expression of the RHS of Eq. (32) denoting the values of the matrix C. Expanding and regrouping
terms in this equation, Eq. (32) can be written as

S(ri, sj) = Aijc (33)
where

Aij=[A00gs) o AGDES) | o | famdgils) o fm(ridga(s) ] (34)
is a 1 x mn row vector, and

c= [CH oo Cin ’ | Cn1 -+ Cun ]T (35)

is an mn x 1 column vector containing reshaped values of C. Now consider expressing the values for each §(ri, sj)ina
similar manner to the way in which C was reshaped in the previous equation. That is, let the pg x 1 vector §(r, s) be
defined as

Sro)=[Srs) o Strs) | | Stps) oo Stpsg) | (36)

containing values of the identified solution at each of the pq data points in the isoparametric region. Similarly, let the
data in each value of S(r;, s;) be expressed in a pq x 1 column vector s(r, s) containing the pq values of S determined from
FEEA, defined as

< < < = ~ T
s(ros)=[S(ri.s1) -+ S(risg) | oo | SUpas)) e S(rp.sy) ] (37)
Finally, substituting the simplified expression for §(ri, s;) from Eq. (33) into Eq. (36) yields the equation:
sros)=[AT, - AT | - | A, o AT ] e=Ac (38)
where A is the pg x mn matrix defined by
T
A= [A-{,l A{q } | A;J Asz.q ] (39)

Eqgs. (36) and (37) describing the estimates and measured values for the transformed Bloch mode section, the basis
function vectors f(r) and g(s) in Egs. (29) and (30) describing the general representation of the identified solution, and
Egs. (34) and (39) defining the matrix of basis function evaluations A are all that are needed to conduct the least squares
analysis fitting the finite element data to the surface equation representation for the given Bloch mode section, as will be
detailed next.

12
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4.2.3. Least squares solution

The objective of the least squares analysis is to identify the coefficients ¢ in Eq. (35) that give the optimal surface
equation for the data S(r, s) using the basis function representation in Eq. (30). Here, “optimal” is defined as optimality
in the least squares sense, for which the sum of the squares of the errors between the finite element values S(r;, s]) and
the identified values S(r,, s;) attains its minimum value. Mathematically, employing the vector representations of Sand$S
in Egs. (36) and (37) and the expression for §(r, s) in Eq. (38), this definition of optimality requires minimization of the
following cost function:

P g
(S(ri, s7) — 8(ri. sj))2 =(§- §)T (5-8)=(6- Ac)T (§—Ac) (40)

1

~
1

1]
which has the well-established solution [26]:

c=(ATA)ATS (41)

Such a solution for ¢ in Eq. (41) is uniquely defined when the number of rows of A (pq) equals or exceeds the number
of columns of A (mn), or equivalently, when there is sufficient finite element data such that there is at least one finite
element data point for every combination of basis functions in f(r) and g(s). This simply indicates that the product of the
number of basis functions in the r- and s-directions (mn) must not exceed the amount of available finite element data
(pq), or more strongly, that both m < p and n < q must hold as explained in the following section. Using Eq. (41) for
the column vector c, the values of ¢ can be reshaped into the matrix C by inversion of Eq. (35) and substituted into the
representation of Eq. (30) to give a continuous surface equation for the Bloch mode section S defined by the FEEA data
and the basis functions vectors f(r) and g(s). This continuous equation for the mode section can then be transformed
to (¥, y') coordinates along with the remaining partitioned sections to yield a complete piecewise representation of the
non-dimensional Bloch modes using continuous surface equations.

4.2.4. Kronecker factorization

While the surface equations for each mode section computed with Egs. (29) through (41) could now be substituted
directly into Eqgs. (25) through (28) to determine the frequency bounds of the first BG, such a solution relies on inversion
of the ATA matrix of size mn x mn (Eq. (41)), which may become computationally expensive to evaluate as the number of
basis functions increases. In this section, a simple yet efficient algorithm achievable for a rectangular grid of data points is
presented which provides an equivalent evaluation for the constant vector ¢, minimizes the size of the matrix inversion
in the computation, and significantly reduces the computational expense required for the analysis. When the FEEA data
transformed to the (r, s) region can be expressed on a rectangular grid of data points, it can be shown that the matrix of
basis function evaluations A defined in Eqgs. (34) and (39) can be expressed as

A=A ®As (42)
where A, and A; are defined as
filr) oo+ falr1) gi(s1) -+ &uls1)
A= and As = (43)
filrp) - falrp) 81(sq) - &n(sq)

and A; ® A; denotes the Kronecker product of A; and As. Substituting this factored expression for A into Eq. (41) and using
properties of the Kronecker product shown in [26], the least squares solution for ¢ simplifies to

c=(As; ®As;s)S (44)

where Ajs » and Ajs s are separate least squares solution matrices, defined by

-1

Aisr = ( rTAr)71 AT and Aiss = (ASTAS) AT (45)

of size m x p and n x q respectively.

Recall from Section 4.2.2 that the matrix A has size pq x mn in the least squares analysis, leading to the inverse of
an mn x mn matrix in Eq. (41) required in the direct computation of Section 4.2.3. On the other hand, the equivalent
solution employing the Kronecker factorization in Eqs. (44) and (45) reduces the computation from a single inversion of
an mn x mn matrix to smaller inversions of m x m (A,A,) and n x n (As'As) matrices, along with a computationally-efficient
Kronecker product of the solutions A;s » and Ajss. Such a factorization for data expressed on a rectangular grid of data
points is achievable as long as the number of basis functions does not exceed the length of the data grid in the r- or
s-directions (m < p and n < g, respectively) to ensure that A,"A, and A;"A; in Eq. (45) are both invertible matrices. Since
the Kronecker product is a fast computation relative to matrix inversion, this factorization when possible reduces the
speed of the least squares computation from omn’ to O"inv where O"inv is the algorithmic efficiency of the procedure
used to calculate the (A,TAr)f] and (ASTAS)71 matrix inverses in Eq. (45).

13
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4.2.5. Non-rectangular identification procedure

In the identification regions of some H-S-H metamaterial unit cells, it may become difficult or unreasonable to express
the finite element data for a Bloch mode section on a rectangular grid—in this scenario, a modified identification procedure
can be followed that does not make use of the Kronecker factorization. The transformation of the identification section
from the region (x’, ') to the isoparametric region (r, s) is still required; however, the modified procedure can be applied
to any distribution of data points over the region (r, s) albeit with reduced computational efficiency. Here, slightly modified
equations to those in Sections 4.2.2 and 4.2.3 are presented that can be used to produce a continuous surface equation
for such a mode section.

Instead of a rectangular grid of data points over the isoparametric region, suppose that the data have a general
distribution of coordinates denoted by (ry, sx), where 1 < k < [ and | denotes the total number of data points in the
mode section. Given this, let f(k) and g(k) denote the basis function vectors f(r) and g(s) representing the form of the
mode section evaluated at index k. That is:

Fo)=[A) - fur]" and gs) =[gils) - glso)] (46)
And let
S(r, sk) = f(ri) Cglsk) (47)

denote the value of the mode section at the point (ry, i) computed from the identified representation, using the same
m x n matrix C defined in the previous analysis. Similar to Egs. (36) and (37), let the values of the identified and FEEA
solutions S(ry, sx) and S(ry, sx) be respectively expressed as

N A N T
S(ri.s)=[S(ri.s1) -+ S(ri.s)] (48a)
- ~ ~ T
S(ri,s) = [S(r1,s1) -+ S(r,s1)] (48b)
wherer;=[r; --- rj]Tand s; = [s; --- s/]T contain the r- and s-values of each data point. Next, substituting Eq. (46) into

Eq. (47) and expanding the result in a similar manner to Section 4.2.2 yields the equation:

§(rk7 Sk) = (fl(rk)cl.lgl(sk) +e +f1(rk)c14,ngn(5k)) +eet (fm(rk)cm.lgl(sk) + +fm(rk)cm,ngn(sk)) = Byc (49)
where ¢ is the mn x 1 column vector defined in Eq. (35) and By, is the following 1 x mn row vector:

Be=[findgi(s) -+ fimdgalse) | o | fa(mgils) o fm(rgalse) ] (50)
defined similarly to A;; in Eq. (34). Substituting Eq. (49) into Eq. (48a) then yields the relations:

S(ri,s)=[B," - B,T]Tc = Bc (51)
where B is the following [ x mn matrix:
B=[B" --- B (52)

containing information about the basis function vectors f(r;) and g(s,) evaluated at each of the | data points in the
identification region.

Similar to the cost function defined in Eq. (40), the modified cost function expressing the sum of the squares of the
errors between the FEEA data S(rk, s¢) and the identified values S(rk, sk) can then be written as

J = Z e (801 51) — 8, 51))° = (5—8)' A (5—8) = (5—Bc)' A (5—Bc) (53)
k=1
where Ay is an optional weighting parameter that may be introduced due to potential non-uniformity of the finite element
points in the non-rectangular region (e.g., equivalent to the mesh density of the finite element nodes at each data point)
and A = diag(A; --- Aj)is an I x [ diagonal matrix containing the weighting information (equal to the I x | identity matrix
if weights are not used). Eq. (53) defines the new cost function needed to be minimized to determine the least squares
coefficients in the optimal surface equation and has the solution [26]:

c=(B"AB)'B'AS (54)

when the number of rows of B () equals or exceeds the number of columns of B (mn), or equivalently, when there are
at least as many finite element data points for every combination of basis functions in f(r) and g(s), as in the previous
analysis.

Finally, the vector ¢ determined from this procedure can be reshaped into the matrix C using Eq. (35) and substituted
into the basis function representation of Eq. (46) to give a continuous surface equation for the Bloch mode section S
without requiring a rectangular grid of data points. However, when such a non-rectangular data distribution is present
for the mode section, a general Kronecker factorization to simplify the computation does not exist—therefore, this version
of the identification procedure relies on a direct inversion of the mn x mn matrix B"AB (Eq. (54)), yielding reduced
computational efficiency but still a viable algorithm for most computational solvers.
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4.2.6. Error quantification

To verify the accuracy of this system identification procedure, a quantifiable comparison between the identified mode
section values S (or §) and the FEEA values S (or §) must be made in both identification procedures before using the
resulting surface equations to determine metamaterial BGs. For the general case of any distribution of data points over
the identification region, there exist | FEEA data points weighted by the | x | matrix A when conducting the least squares
analysis, for which the weighted RMS error E;s between the identified and FEEA values can be calculated as

I 172 172
1 - JURRY) 1 . NT -
Ems= —— A (S(k) — s(k =——(s—S) A(s—s 55
(Mkz_; (60 <<>)) (50 6-9"26-9) (55)
and the average absolute error E,,; between each data point can be calculated as
1 I
Eyoe = —— M |S(k) — S( 56
avg tl‘(/\); I<| (k) (<)| (56)

where tr(e) denotes the trace operator. Further, for sections of the unit cell partition for which rectangular data grids
are present, the weighting matrix is identity and there exist pq data points in the identification region, leading to the
expressions:

1

p q
- :\/ (5—8) (5-8) and Eng= iZZ|§(ri,sj)—§(ri,sj)| (57)

pq i=1 j=1

for the RMS and average absolute error between the identified and FEEA solutions, respectively. Either representation of
the identification error can be used to quantify the accuracy of the identified mode section and provide a quantifiable
criterion for adding more or fewer basis functions to the vectors f(r) and g(s) employed in the analysis. Once surface
equations are identified for each required section in the unit cell partition, these surface equations can be substituted
into Egs. (25) through (28) along with the characteristic length, element thicknesses, and material properties of the unit
cell to determine the range of the first transverse frequency BG by this novel computation method.

4.3. Computing BGs using identified Bloch modes

At the conclusion of Section 3, it was claimed that the integrals involving W, ©y, and ®, in Egs. (25) through (27)
required to compute the first BG could be pre-computed using the identified Bloch modes after the system identification
procedure, thus providing algebraic expressions for the first BG bounds of any H-S-H metamaterial of similar reference
geometry to the one used to determine the non-dimensional Bloch modes. Here, we illustrate how those integrals can be
employed to create an efficient algebraic expression for practically instantaneous computation of the first BG of H-S-H
metamaterials.

Consider the definitions of bending stiffness K, shear stiffness K;, and mass M of the unit cell in Egs. (25) through
(27), and suppose that i represents the ith section of the unit cell partition (i=1, ..., N). If Wig;, O s, and O, g ; are
used to denote the identified displacement, x-rotation, and y-rotation Bloch modes at the lower bound of the BG for the
ith section of the unit cell, then the stiffness and mass values for this section can be expressed using the equations of
Section 3 as

Eyla 30,151 \° (9051 \> 90, 15 0Oy 15.i
Kp1p.i = % [ y 1.B,: + x l,.B,: dAl — 2v; // y,{.B,l x,/LB,l dA £ -
121 —v2) \ Ju ax dy w X By

, (58)
n 1-— Vi/ 9Oyipi  0Oxu,i !
2 Ju oy o
ksE;y;a / OWig i 2 OWig,i 2
Ks1gi = : C) i - -0 i dA! 59
s,LB,i 2(14vp) A ox’ +Oyi) + 3y X,LB,i ; (59)
and
5 piya 2 2
Mg = pi)’ia3/ Wig dA; + 112 / (©,75.i + ©,p,) dA; (60)
A A

where each equation is notably expressed as a set of integrals involving only Wiz ;, ® 15, and ®, z; and their x'- and
y'-derivatives multiplied by constants for the mode section, since it is assumed that each section of the partition has a
constant non-dimensional thickness y; and uniform material properties E;, v;, and p;. It should also be noted that Egs. (58)
through (60) are valid for both the identified sections of the filler material determined in Section 4.2 and the matrix and
resonator elements: in the latter scenario, all integrals except for that involving Wiz ; in Eq. (60) vanish in the calculation,
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since the rotation Bloch modes are very nearly equal to zero (e.g., Fig. 4) and the x'- and y’-derivatives of Wy are likewise
equal to zero (since the matrix and resonator are rigid elements) in the Bloch modes of the matrix and resonator materials.
Defining the function Z(e) = fA{(o)dA§ to be the surface integral of the argument of Z over the A} region (e.g., Z (Wf) =

ff‘f W2dA}), Eqs. (58) through (60) can be rewritten as

Ky1p; = Eiya 7 30y.18,i° _oyg (9O 9Ok, VT 30, 1p.i° N
T 1201 -02) ax' i o dy 3y

5 5 (61)
s 1—v I 0Ox1Bi "\ 0T 00y 18, 00y 18, . 00y 1B,
2 ax’ ax’ ay’ ay’
ksEiyia IWipi2 OWig,i 5
Ks1i = A : 27| ® — 7(® : .
ST 00+ 1) ax' + vl (&) + 62)
OWig,; 2 OWig i
4+ T (73)// ! — 27 ®X’LB’i73y/ ! +Z (®x,2LB,i)
and
3 2 piy; @ 2 2
Mg = pivia®T (Wig,;) + 112 (Z(0,%8.) +Z(0)8,)) (63)

in terms of the characteristic length a, non-dimensional element thicknesses y;, and material properties E;, v;, and p;,
along with the set of pre-computed integrals Z that do not change when any of the preceding metamaterial parameters
are altered. These integrals Z can be easily computed by symbolic integration using the identified surface equations if a
simple transformation exists between the (X', y') regions and the isoparametric sections (e.g., when all sections of the unit
cell partition are rectangular regions), or by numerical integration if a transformation fostering simple symbolic integration
cannot be found.

To obtain the values of K}, K;, and M at the upper bound of the BG, we exploit the fact that the displacement and
rotation Bloch modes at the BG upper bound can be approximated almost exactly by those at the lower bound (an
example illustrating this accuracy is provided in the following section), with the upper bound rotation mode shapes
approximately equal to those at the lower bound and the upper bound displacement mode shape approximately equal
to the lower bound displacement mode minus its center of mass. (Using our now continuous equations for the identified
lower bound displacement Bloch mode, its center of mass can be computed quite easily in terms of the pre-computed
integrals 7 (WLB'I-) and Z (1) and the density and element thickness data for the unit cell, where Z (1) = fA{ dA; is simply

the area in the xy-plane of the ith section of the partition; this is shown in more detail in the Appendix in Eci. (A.5)). Using
this, the following model can be assumed for approximating the upper bound Bloch modes Wyg, ® yg, and ©, yp using
those at the lower bound to simplify the identification procedure:

Wus &~ Wig — Zcom, Oxus &~ Oy, and Oy up ~ Oy 18 (64)

where zqoy denotes the center of mass of the lower bound displacement Bloch mode. Using Eq. (64), we notice that
2 (o) ~ 72 (e)yp and aiy,(o)u; ~ aiy,(o)UB for each non-dimensional Bloch mode (where () here denotes W, ©,, or ©,),
since zcoym is independent of x” and y’. Thus, under the assumption of Eq. (64), all of the integrals Z in Egs. (61) and (62)
are approximately equivalent at both bounds of the first BG, and therefore:

Kpus,i ~ Kpsi and Kup;i ~ Ks i (65)

for all sections of the partition. Similarly, since the form of Eq. (63) is valid at either BG bound, all lower bound subscripts
can be replaced with upper bound subscripts in this equation and Eq. (64) can be substituted to give
pivia
Musi ~ piyia® (I (WLZB,,') — 2zcomZ (WLB,i) + Z§0MI(1)) + 1'2 (I (@x,ZLB,i) +7 (®y,2LB,i)) (66)
describing the mass value at the upper bound of the BG for the ith section of the unit cell partition.
Using these values for Kj, K;, and M at each section of the unit cell and at the lower and upper bounds of the first BG
(Egs. (61) through (66)), these computed expressions can be summed over the N sections of the partition to obtain the

total bending stiffness, shear stiffness, and mass values at the Bloch modes of vibration corresponding to the lower and
upper bounds of the first BG:

N N N N
Kp,up ~ Kp,18 = ZKb,LB,iy Ksup ~ Ks 13 = ZKS.LBJ, Mg = ZMLB.iv and Myg = ZMUB,I' (67)
i=1 i=1 i=1 i=1
where Kp 15.i, K 18.i, M1p,;, and Myg ; were defined in Egs. (61), (62), (63), and (66), respectively. Finally, the values of Kj, K;,
and M at both bounds of the BG in Eq. (67) can be substituted into Eq. (28) to instantaneously compute the first BG of any
metamaterial sharing the same reference geometry to the one originally employed in determining the non-dimensional
Bloch modes—a procedure that will be exemplified in the following sections.
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Table 1
Unit cell parameters of the H-S-H metamaterial used in FEEA.
Material Elastic modulus Poisson’s ratio Mass density Non-dimensional
E (Pa) v p (kg/m3) thickness y
Matrix Aluminum 6.89 x 10'° 0.33 2700 0.10
Filler Silicone rubber 1.00 x 10° 0.49 1300 0.10
Resonator Brass 1.06 x 10" 0.32 8500 0.15
Table 2
Accuracy of identified solution.
Wi Oy.18 Oy.18 Wug Oy.up Oy up
Maximum absolute error 0.34% 1.23% 1.23% 4.46% 2.66% 2.66%
RMS error 0.015% 0.051% 0.051% 1.35% 0.506% 0.506%
Average absolute error 0.009% 0.030% 0.030% 1.20% 0.427% 0.427%

5. Numerical results

Using the framework detailed in Sections 3 and 4, a numerical example of the system identification and BG computation
algorithms is now presented, both to illustrate the accuracy of the identification analysis for a sample metamaterial and
to demonstrate the utility of this method in algebraically computing the first BG of an infinite number of metamaterials
with a single FEEA. To this end, the unit cell in Fig. 1 is employed to determine the non-dimensional Bloch modes for this
specific reference geometry, defined by unit cell side lengths of a = b = 20 mm, an original filler side length of 16 mm,
and an original resonator side length of 8 mm, with both the filler and resonator elements having square geometries. The
material properties and non-dimensional element thicknesses used to determine these Bloch modes are shown in Table 1,
where aluminum, soft silicone rubber, and brass are used as the matrix, filler, and resonator materials, respectively. A soft
silicone rubber with an elastic modulus of 1 MPa is chosen as the filler material to provide a large difference in elastic
moduli between the matrix and filler and the resonator and filler elements, ensuring a nearly perfect rigidity to the Bloch
modes of the matrix and resonator materials at each BG bound; however, it will be shown later in this section that the
Bloch modes of such a unit cell still provide excellent estimation of the first BG for unit cells of stiffer filler materials.

5.1. Identification solution

Using this H-S-H metamaterial with square filler and resonator elements, a single application of FEEA is employed
to compute both the first BG and the displacement and rotation Bloch modes at the lower and upper BG bounds on a
rectangular grid of data points, allowing the identification procedure described in Sections 4.2.1 through 4.2.4 to be used
to fit surface equations to each of the partitioned sections (shown in Fig. 5). To conduct the identification procedure, a set
of 7th-order polynomial basis functions in r and in s were chosen to form the respective basis function vectors f(r) and
g(s) for each mode section, with periodic and higher order polynomial basis functions investigated but found to offer no
significant improvements to identification accuracy over 7th-order polynomials. The results of this identification analysis
are shown in Fig. 6, with Figs. 6a through c displaying the identified solutions for W, ©,, and ®, at the lower bound of
the first BG, and Figs. 6d through f displaying the identified solutions at the upper bound.

To evaluate the numerical accuracy of the identification, RMS, average absolute, and maximum absolute errors between
the identified and FEEA solutions calculated using Eq. (57) are displayed in Table 2, with the RMS and absolute error
equations expanded to account for the entire Bloch mode and with each error statistic displayed as a percentage of
the maximum amplitude of the corresponding FEEA mode. The error plots represented by these summary statistics are
presented below each corresponding identified Bloch mode in Fig. 6, with maximum absolute errors of only 0.34% for
the lower bound displacement solution, 1.23% for the lower bound rotation solutions, 2.66% for the upper bound rotation
solutions, and 4.46% for the upper bound displacement Bloch mode. The higher errors for the upper bound Bloch modes
are not a reflection of the accuracy of the least squares analysis, but a simple result of the observation stated earlier that
the upper bound modes can be approximated by those at the lower bound. In the lower bound Bloch modes (directly
identified in the least squares procedure), the overall RMS errors providing a measure of the standard deviation of all
identification errors are 0.015% and 0.051% for the displacement and rotation solutions, respectively, providing a nearly-
exact identification of the lower bound Bloch modes using the least squares analysis. While not as accurate as the lower
bound Bloch modes, the upper bound displacement and rotation solutions with overall RMS errors of 1.35% and 0.51%,
respectively still provide a reasonable approximation of the upper bound Bloch modes, and it will be shown next that both
these lower and upper bound solutions provide reliable estimation of the first BG for an infinite number of metamaterials
despite the less accurate identification solution at the upper bound.
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Fig. 6. Identification results and errors between FEEA and identified solutions displayed for the non-dimensional displacement and rotation Bloch
mode shapes of a sample H-S-H metamaterial at the lower and upper bounds of the first BG. Vertical axes on error plots display the error between
identified and FEEA solutions as a percentage of the maximum value of the FEEA-computed mode shape. Color scales are identical for each error
plot and range from white at zero error to red at +4.5% error between the FEEA and identified mode shape solutions. Colored sections of the mode
shapes represent the sections of the lower bound W and ®, modes identified directly from the FEEA solutions, matching the sections shown in
Fig. 5.

5.2. BG computation using identified Bloch modes

Using the identified non-dimensional Bloch modes for the original H-S-H metamaterial, we now make use of the BG
computation method presented in Sections 3.3 and 4.3 to demonstrate computation of the first BG in an infinite number
of metamaterials using only the identified Bloch modes and algebraic expressions involving the material and geometric
properties of each unit cell. To achieve this, we present nine examples in which this method can be applied to compute
the first BG in many metamaterials with a single application of FEEA and the identification analysis. In Example 1, the
first BG of the original metamaterial is estimated using Eqs. (61) through (67) of Section 4.3 and Eq. (28) of Section 3.3 to
compute the stiffness and mass values and the corresponding BG frequencies for the metamaterial, yielding a BG of 216.4
to 367.3 Hz in the identified solution. (More specific details on how to determine this BG are presented in Section 6).
Meanwhile, the BG computed by FEEA in the original computation yielded a BG of 211.3 to 358.1 Hz, corresponding
to lower and upper bound BG frequency errors of 2.38% and 2.59%, respectively. The small significance of these errors
relative to the size of the BG and band structure can be evidenced from Fig. 7a, showing the first four bands of the band
structure computed by FEEA (using a 20 x 20 mesh of quadrilateral, 8-node serendipity elements), the FEEA-computed
BG indicated by the shaded region, and the identified BG indicated by the solid blue circles at the M and I" points of the
IBZ.
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Fig. 7. Comparison of band structures and BGs for sample H-S-H metamaterials computed with FEEA and the presented identification algorithm.
Bands and highlighted BGs (shaded regions) were computed by FEEA using a 20 x 20 finite element mesh of quadrilateral, 8-node serendipity
elements; solid blue circles represent the BG bounds computed with the system identification method using the Bloch modes at the lower bound
of the original unit cell. M’ and X' are defined as the points on the IBZ boundary with non-dimensional wavenumbers ke = ky = 7/(5v/2) and

=7/5, ky = 0, respectively (Fig. 1c), while M” and X” in Fig. 7c are defined by ky = ky = 47 /(5+/2) and k, = 47 /5, k, = 0, respectively.

To demonstrate the applicability of this approach in computing BGs for other metamaterials without additional
application of FEEA, the band structure and identified first BG for Examples 2 through 9 are shown in Figs. 7b through i,
respectively, with the numerical results for each FEEA and identified BG and the errors between them presented in Fig. 8
for all scenarios. (The FEEA band structures and BGs are presented simply as verification of the identification solution;
they are not required to be computed nor identified in the computation procedure). Example 2 in Fig. 7b presents the
case where the elastic modulus of the filler material Er has been modified to 1% of its original value, showing a BG shift
to exactly 1/10 of the BG frequencies in the original metamaterial and lower and upper BG bound errors between the
FEEA and identification solutions of 2.34% and 2.59%, respectively. Similarly, Example 3 in Fig. 7c analyzes a filler elastic
modulus modified to 100 times its original value (E; = 100Es), showing a BG shift to exactly 10 times the original
BG frequencies and lower and upper BG bound errors of 4.67% and 2.82%, respectively. Here, we notice that despite the
increased stiffness of the filler material, this BG computation method still provides a reliable (albeit with greater lower
bound error) estimate of the first BG, even though the elastic modulus of the filler material is in this scenario slightly
closer to that of the matrix and resonator materials (E,, = 68.9 GPa, E; = 106 GPa, and E; = 100 MPa)—that is, the
filler elastic modulus E is still low enough to yield an accurate estimation of the first BG by this procedure. Further, we
note that it is no coincidence that a decrease in E; by a factor of 100 decreases the BG frequencies by a factor 10, while
an increase in Ef by a factor of 100 increases the BG frequencies by a factor 10. In fact, it can be shown by a simple
manipulation of the algebraic equations for Kj, K;, and M in Egs. (61) through (67) and (28) that any modification to the
elastic modulus of the filler material by a factor of n yields a variation in both the lower and upper bound BG frequencies
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Fig. 8. Identified and FEEA BG frequencies corresponding to the (a) lower and (b) upper BG bounds in the original unit cell (Example 1) and the
remaining H-S-H metamaterial designs analyzed in Sections 5 and 7. (c) Numerical solutions for both BG bounds and the computational errors
associated with each design.

by a factor of \/n for H-S-H metamaterials of sufficiently soft filler material, yielding a relation between the filler elastic
modulus and the first BG of H-S-H metamaterials that would be very useful in applications investigating the effects of
metamaterial parameters on BG frequencies—for example, when analyzing soft, variable-stiffness filler elements utilized
in tunable H-S-H metamaterials [27-30]. (These relationships can be evidenced most clearly from the equations that will
be presented in Section 6).

In the remaining presented scenarios, Examples 4 through 6 demonstrate that modification to the mass densities of any
constitutive material can be made without compromising the accuracy of the computation, with Example 4 demonstrating
a decrease in the matrix material density by a factor of 5 (Fig. 7d) and Examples 5 and 6 demonstrating an increase in
the filler and resonator material densities by factors of 3 and 2.5, respectively (Figs. 7e and f). When varying the matrix
and resonator material densities in Examples 4 and 6, modification to the Bloch modes corresponding to the flat band
shown above the upper BG bound in other cases causes this band to lie within instead of above the first BG, separating
the now wider BG into two distinct regions (as was discussed in Section 2). However, the identification procedure still
accurately predicts the lower and upper bounds of the larger BG formed on the two sides of this flat band (Figs. 7d and f).
Further, Example 7 in Fig. 7g and Example 8 in Fig. 7h demonstrate modification to the non-dimensional thicknesses of
the matrix and resonator elements, respectively (recall from Section 2 that changes to the non-dimensional filler thickness
are not allowed in this BG computation procedure), and Example 9 in Fig. 7i demonstrates an increase in unit cell size
achieved by doubling the unit cell’s characteristic length, which is found to decrease the BG frequencies by a factor of 2
in the identified solution. Expanding this result, one can easily show using the equations of Sections 3.3 and 4.3 that a
modification to the unit cell characteristic length by a factor of n yields a variation in the lower and upper BG frequencies
by a factor of 1/n, demonstrating another useful relation evident from the BG equations which can be used as a simple
design rule when designing H-S-H metamaterials to have specific BGs (see Section 6). Finally, we note that any two or
more of these modifications to the original metamaterial can be made and provide an accurate estimation of the first BG
for the new design, along with any modifications to the matrix and resonator elastic moduli and the Poisson’s ratio of
any material. This provides a useful procedure for computing the first BG of any similar metamaterial from a single FEEA
as well as algebraic relationships between the metamaterial’s material properties, element thicknesses, and unit cell size,
which can be used to both simultaneously compute BGs in a large number of metamaterials and produce design strategies
for creating H-S-H metamaterials with specific BG properties.
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6. Application: Designing an H-S-H metamaterial with a specified band gap

To further exemplify the application of our BG prediction method, we now present one final example employing the
procedure in designing metamaterials with specific BG properties. Suppose we are in search of a metamaterial with a
BG from 100 to 200 Hz and we have selected an H-S-H configuration with aluminum, silicone rubber, and brass with
material properties in Table 1 as the materials for the matrix, filler, and resonator elements, respectively. Suppose also
that we design the metamaterial with square filler and resonator elements and the same reference geometry used to
compute the non-dimensional Bloch modes shown earlier in this paper. Doing so reduces the unspecified parameters of
the unit cell to the non-dimensional matrix thickness y;,, the non-dimensional resonator thickness y;, and the unit cell
characteristic length a, all of which can be analyzed using the results of Sections 3 and 4 to obtain a specific combination
that produces a metamaterial with the desired BG.

After algebraic manipulation of Eqs. (61) through (67) and (28) (shown in the Appendix), expressions for the lower
and upper bounds of the first BG can be shown to be:

-1 -1 1/2
\/E7 [1 - sz] yfg (11,c + I],s) + 6 [1 + Vf] ksyf (12,C + 12.5)
fe=-— 3 (68a)
2ma 12055 (13,(‘ + 13,3) +3orvilsr + PrYf (IGA,C + 16,5)
1 _1 1/2
o VB (= ) 461+ ] ko (a4 1) (s5b)
UB = 5
2a \ 12055 (Is.c + I35) + 3prvelsr + Pf)/f3 (I.c +Iss) + 3f(p, . 1a, I5)
where f(p, y, I, Is) is defined as
2
<4Pf)/f (I4$c + 14,5) + pryr14.r)
f(p’ V!I4a15)E_ (69)
4prvs (15,0 + [5,5) + prvels r + pmYmlsm
and I; through I are defined as
30 30,18 1Oy 15, 30, 1p.i°
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13 (WLB,i) =7 (Wlei,i) (70C)
Iy (Wig,i) = Z (Wis.i) (70d)
L=7(1) (70e)
16 (®x LB,i» ®y LB 1) =7 (®x2LB 1) +7I (®y LB, 1) (700
with the integrals Z(e) pre-computed using symbolic or numerical integration from the identified Bloch modes for the
reference geometry (and Z(e) was defined in Section 4.3). Note in these equations that for any n € {1,2,...,6}, I

refers to I, evaluated on the corner section of the filler material, I, ; refers to I, evaluated on the side section of the filler
material, I, ,, refers to I, evaluated on the matrix material, and I, , refers to I, evaluated on the resonator material of the
reference unit cell. Since all integral functions I, are constant for the reference geometry, Eqs. (68) through (70) can now
be used to provide algebraic relationships between unit cell parameters and BG bounds to serve numerous applications
in both analysis and design of H-S-H metamaterials. (Eqs. (68) through (70) are precisely the equations used to compute
the identified BGs for sample metamaterials and identify relationships between unit cell parameters and BG frequencies
analyzed in Section 5).

To illustrate the application of these equations in designing metamaterials, consider our example of designing an H-S-
H metamaterial with a BG from 100 to 200 Hz in which all unit cell parameters with the exceptions of y,, y;, and a have
been selected, and we aim to choose specific values for y;,, ¥, and a that yield an H-S-H metamaterial with the desired
BG. Suppose we further specify that our metamaterial has a non-dimensional resonator thickness of 0.3, which—since
Eq. (68a) for fig depends on a and y; but not y,—allows us to directly solve Eq. (68a) for a and determine the unit
cell characteristic length with y, = 0.3 that predicts a BG lower bound of 100 Hz. With both a and y,; determined, we
can then substitute those values into Eq. (68b) for fyg to determine the non-dimensional matrix thickness that gives a
BG upper bound of 200 Hz. Following this approach using pre-computed integrals of the identified Bloch modes yields
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a = 31.182 mm and y,;, = 0.12138, which combined with the specified value y, = 0.3, the chosen material properties,
and the reference geometry yields all parameters for an H-S-H metamaterial with a predicted BG from 100 to 200 Hz
using our novel method. Verifying the BG of this metamaterial using the finite element mesh in Section 5 yields an FEEA-
computed BG from 97.68 to 194.9 Hz with a flat intermediate band at 163.1 Hz—a result that yields less than 2.6% error
between solutions at both BG bounds and validates the accuracy of this method in both efficiently computing BGs and
designing metamaterials with specific BG properties.

7. Summary and conclusions

This paper has examined BG formation mechanisms in two-dimensional locally resonant elastic metamaterials and
presented an approach for computing the first frequency BG in metamaterials with:

1. Out-of-plane material motion (transverse vibrations)

2. H-S-H design with square matrix, filler, and resonator elements (implying unit cell symmetry)

3. Through-thickness unit cell geometry (any (x, y) location has uniform properties in the z-direction so 2D analysis
can be utilized)

H-S-H configurations subject to transverse vibrations were selected for this analysis due to their versatility in two-
dimensional metamaterial design and their similarities in Bloch modes at the lower and upper bounds of the first BG. It
was observed that all H-S-H metamaterials of specific planar geometry and ratio of filler thickness to unit cell size yield
the same non-dimensional out-of-plane Bloch mode shapes in all metamaterials of any matrix or resonator thicknesses,
unit cell size, or material properties. These observations were shown to be a consequence of the fact that all H-S-H unit
cells of soft filler material consist of a rigid matrix and resonator vibrating around a deforming filler material at pass
band solutions at the lower and upper bounds of the first BG. Inspired by these similarities, a method was presented to
compute vibration frequencies corresponding to these Bloch modes using Mindlin plate theory and conservation of energy
principles. A least squares identification algorithm was detailed for computing continuous surface equations for the mode
shapes, which were employed in the preceding equations to compute the first BG frequencies. The framework was applied
to nine different metamaterials with rectangular unit cells, and the computation of the first BG was achieved using a single
finite element eigenfrequency analysis (FEEA) with high numerical accuracy. The same computations used to calculate
the first BG also reveal sensitivities between metamaterial parameters and BG frequencies in the form of simple algebraic
relationships, providing the ability to create computationally-instantaneous parametric studies and design choices for
metamaterials with prespecified BGs. The procedure outlined here opens up new avenues in the predictive, rapid, and
on-demand design of H-S-H unit cells with more general planar geometries, metamaterials with higher-order transverse
or in-plane frequency BGs, and other configurations of locally resonant metamaterials.
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Appendix
Deriving algebraic equations for BG bounds

In Sections 3, 4, and 6, it was shown that a set of algebraic relationships for the lower and upper bounds of the
first BG could be computed from material properties, geometric properties, and pre-computed integrals of expressions
involving non-dimensional Bloch modes, with Egs. (68) through (70) in Section 6 providing a final concise form for these
expressions. Here, an analytical derivation is presented that was used to arrive at these equations.

Using the integrals I; through Is defined in Eq. (70), the stiffness and mass values Kp 5.i, Ks.15.i, Mip,i, and Myg ; derived
in Egs. (61) through (63) and (66) can be rewritten as

E,‘)/i3(1

Kp1si = ——=11 (vi, Ox.18.i, Oy.1B.i Al

b,LB,i ]2(1 — \),2) 1 ( i x,LB,i y,LB,l) ( )
ksE,')/,‘a .

Ks18i = ———I (Wis.i, Ox.18.i» Oy.1B.i A2

s,LB,i 2(1 + Vi) 2 ( LB,i x,LB,i y,LB,z) ( )
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Pi Vi3a3
12

Mg = pivia’ls (Wis,i) + Is (Ox.18.i Oy.18.i) (A3)

piy;a
12
= Mug,i + pivit® (—2zcomls (Wis.i) + z¢omls)

Muyg,i = pivia® (I3 (Wis,i) — 2zcomls (Wis,i) + zéomls) + Is (Ox.18,i Oy.18,7)

(A4)

Using the standard definition of center of mass, the integrals I, and Is in Eq. (70), the fact that the Bloch mode of
the matrix material for Wi is zero (i.e., im = T (WLB’m) = 0), and the observation that the filler material consists of
exactly four “corner” and four “side” sections, the center of mass zcoy of the lower bound displacement Bloch mode can
be expressed as

N N
1
Zcom = ————— aWgdA’ = ivia | dA’ ivia | WigdA
COM fA,,oyadA’ /A/ Py avwis [;P:% /A/ :| ;pm /A/ LB,i

N TN
4prys (141 + 14,5) + orvrlar
— VT (1 VT (Wi i) =
|:Z PV ):| Z; P ( LBJ) 4prys (IS,C + IS,s) + or¥els r + Pm¥Ymlsm

Summing Kj 15 ; and K 1; in Eqgs. (A.1) and (A.2) over all sections of the unit cell and using the fact that I; and I, are
zero for the matrix and resonator materials then yields the following for K, 15 and K; 15:

3 3
V a Eryfa
Kp 18 = ZKb 1B = (4l + 4l 5) = — (I + ) (A.6)
- Vf) 3(1 - Vf)
ksEfyra 2ksEfyra
Ksip = ZKS i = 5 2 vy (e +402) = T (et h) (A7)
f

The fact that I3 is zero for the matrix material and I is zero for the matrix and resonator materials yields the following
for Mig:

N 3.3
Prypa
Mip =Y Mip; = prya® (Alsc +4lss) + oyl + =0 (4l + 4ls.)
i=1 (A.8)
Pf]/f3a3
= 4/0f)/f‘13 (13,c + 13,5) + pryra313,r + (16.C + 16,5)

And the fact that I, and Is are zero for the matrix material yields the following for Myg:

N N
Myp = ZMUBJ = M + Z pivia® (—2zcomls (Wis.i) + 2Zomls)

N N
= M +a (—ZZCOM Z pivila (Wis,i) + Zom Z iniIS)
i=1 i=1
= Mg + a (_ZZcol\/J (4,0fyf (14,5 + 14.5) + pryr14,r) + ZéOM (4,0f7/f (ls,c + 15.5) + oryels + pmymls’m))
4pryr (14,1: + 14.5) + orvrlar (A.9)

4prvr (IS,C + 15,5) + or¥els r + pm¥Ymls,m

= Mg + a3< -2 (4Pfo (14,c + I4,s) + prVrLl,r) + -

4pryy (14,5 + 14,5) + orvilay
Apr s

2
4pryr (Is.c +1s5) + prvels,r + omymls, )
(IS.C“FIS,S)+pr)’r[5,r+pmym15,m> ( ( ¢ S) et mm

2
<4pf)/f (14,5 + 14.5) + pr]/rl4,r)

4p5vs (Is.c + 15,5) + orvels r + Pm¥Ymls,m

=M —a® =My + f(p, v, 1. I5)

using Eq. (A.5), where f(p, v, I4, Is) was defined in Eq. (69) of Section 6.
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Letting Ky = Kp 18, Ks = K13, and M = Mg for the lower bound of the BG and substituting Eqs. (A.6) through (A.8)
into Eq. (28) then gives the equation

1/2
Efl’f3a 2ksEfypa
1 Kb,LB T KS,LB 1 :,'(vaz) (Il,c + I],s) + 1+vf (IZ,C + Iz,s)
fLB = E 7MLB = E )Of)/f3113
4pry5@ (I + Is5) + pryr@la; + —— (lo.c +Ig.s) (A.10)

— _ 1/2
(DT Gt ) 611 ] b ()
2ma 12ppyy (13,c + 13,5) +3orvrlsr + pf7f3 (IG,C + 16,5)

producing the final expression for fig as stated in Eq. (68a) of Section 6.

Finally, letting Ky = Kp up, Ks = Ks,us, and M = My for the upper bound of the BG, employing the assumptions that
Kyus =~ Kpip and K;up = K;1p as explained in Section 4.3 (Eq. (67)), and substituting Egs. (A.6), (A.7), and (A.9) into
Eq. (28) gives the equation

1 [Khus+Ksus 1 [Kpig+Ksis

fUB - E MUB 2 MUB
Efyfa 2UsE, 172
1 3(1;7fvf2) (Il,c + Il,s) + (]f:;fa (IZ,C + 12,5)
_1 (A11)
27 pryvPa
4pry5@® (Isc + Iss) + pryr@®ls, + ! I— (loc +1Is5) + @f(p, v. 14, I5)
172

VE ( [1 =217 97 (e +1s) +6 [14 ] ko (e + ) )

 27a 12pp vy (13,C + 13,5) +3porvilsr + pf)/f3 (IG,C + 16,5) +3f(o, v, 1a, I5)

producing the final expression for fyg as stated in Eq. (68b) of Section 6.
Note on finite element analyses

Finite element analyses employed in this paper were completed using in-house MATLAB codes with 8-node serendipity
or 12-node cubic two-dimensional quadrilateral Mindlin elements, with the specific element type selected depending on
application. A 20 x 20 mesh of 12-node cubic elements was used to generate the band structure shown in Fig. 1 and
the displacement and rotation Bloch modes shown in Figs. 2, 4, 5, and 6, which were used as the non-dimensional Bloch
modes for all system identification and BG computation analyses performed in this paper. Due to its reduced computation
time without significant loss of accuracy, a 20 x 20 mesh of 8-node serendipity elements was used to compute all FEEA
BGs and band structures in Section 5 (Figs. 7 and 8) and Section 6, with the chosen mesh type yielding insignificant (less
than 0.4%) differences in BG frequencies with the former mesh but more than 4 times reduction in computation time
for a single eigenfrequency analysis. BG frequencies were found to be approximately 0.35% lower using a 20 x 20 cubic
element mesh over a similar 10 x 10 mesh but only 0.09% lower using a 30 x 30 cubic element mesh over a similar
20 x 20 mesh, informing our selection of a 20 x 20 mesh showing sufficient convergence as our mesh size of choice
in all finite element analyses. Pilot simulations using 3D elements were performed on H-S-H metamaterials in COMSOL
Multiphysics and compared with our MATLAB analysis to confirm that the results of our in-house code are in agreement
with commercially-proven software.
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