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Abstract: Which finite sets P C Z" with |P| > 3 have the following property: for every
A C [N]', there is some nonzero integer d such that A contains (&l —o(1))N" translates of
d-P={dp:pe€ P}, where a@ = |A|/N"?

Green showed that all 3-point P C Z have the above property. Green and Tao showed
that 4-point sets of the form P = {a,a+b,a+c,a+ b+ c} C Z also have the property. We
show that no other sets have the above property. Furthermore, for various P, we provide new
upper bounds on the number of translates of d - P that one can guarantee to find.
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1 Introduction

Green [11] proved a strengthening of Roth’s theorem on 3-term arithmetic progressions, showing that for
every A C [N] :={l,...,N}, there exists some “popular common difference” d # 0 such that

{t:t,t+d,t+2d € A}| > (o® —0(1))N, (1.1)

where & = |A| /N and o(1) stands for some quantity that goes to 0 as N — oo (not depending on A and d).
Informally, the result says that one can always find some nonzero d such that number of 3-term arithmetic
progressions with common difference d is approximately at least what one expects for a random subset
A C [N] with density a. In contrast, there exist sets A C [N] with density o such that the total number of
3-term arithmetic progressions in A is at most a'°¢(!/*) N2 much smaller than random (one can construct
such sets by “blowing up” large subsets without 3-term arithmetic progressions). Green developed an
arithmetic analog of Szemerédi’s regularity lemma to prove this result. The same proof extends to other
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3-point patterns, namely, for fixed positive integers k; < k», the conclusion remains true if (1.1) were
replaced by
{t:t,t+kid,t +kyd € A} > (a® —0(1))N. (1.2)

Green and Tao [13] extended the above result to 4-term arithmetic progressions, showing that for
every A C [N] :={l,...,N}, there exists some d # 0 such that

{x:x,x+d,x+2d,x+3d € A}| > (a* —o(1))N, (1.3)

where @ = |A| /N, as o(1) — 0 as N — o as before. Their proof uses quadratic Fourier analysis. The
same proof shows that for fixed positive integers k1 < kp, the conclusion remains true if (1.3) were
replaced by

{t:t,t +kyd,t +kod,t + (ky + ky)d € A} > (a* — o(1))N. (1.4)

The above results were conjectured by Bergelson, Host, and Kra [3], who had proved weaker results
using ergodic theory. Surprisingly, the extension to k-term arithmetic progressions is false for k > 5, as
shown by a construction of Ruzsa [3].

Can the above popular common difference result hold for any other pattern? In this article, we show
that the answer is no.

Let P C 7 be finite set of points (a “pattern”). We call r the ambient dimension of P. The dimension
of the smallest affine subspace of R" containing P is called the affine dimension of P. For example, the
pattern P = {(0,1),(1,1),(2,1)} has affine dimension 1 and ambient dimension 2.

We define pddp(a), the popular difference density for P at density o, to be the largest possible
real number such that for every € > 0, there exists Ny = Ny(P, €) such that for every N > Ny and every
A C[N]" with |A| > aN’, there is some nonzero integer d such that one has

H{x€Z :x+dyecAforallye P}| > (pddp(ax) —€)N".

We always have pddp(a) < alPl for every 0 < a < 1 and every P, by considering a random subset of
[N]” of density o as N — oo. An easy argument! shows that pdd,(a) = al?l if |P| < 2.

Let us summarize old and new results. Also see Table 1.

The results of Green [11] and Green—Tao [13] discussed earlier can be rephrased as follows.

Theorem 1.1 ([11]). If P C Z with |P| = 3, then pddp(a) = &> forall 0 < o < 1.

'If we were working inside a group, e.g., A C Z/NZ, the claim that pddp(a) = a!f! for |P| = 2 would follow trivially
from averaging. However, since we are working with A C [N]”", we need a small modification to restrict our attention to small
differences. For simplicity consider P = {0, 1} C Z; general two-point P follows by an additional averaging argument. Let
m — oo and m = o(N). We have, by the Cauchy—Schwarz inequality,

2
Y LG+ d) a4 da) 1y (di)(d2) =), <§:1A(x+d)][m](d))

x,dy dhEZ X

m2

2
1
> Nom <§1A(X+d)l[m](d)) = W ‘A|2.

So, by averaging, there exist a pair of distinct dy,d» € [m] such that |{x : x,x+d; —dy € A}| > &>N — o(N).
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PCZ Popular difference density Reference

3 points in Z pddp(a) = Ot3 [11]

ko < ki <ky <ksinZ with ko +kz = k1 +k» pddp( ) [13]

Other 4 point patterns in Z pddp(a) < (1 —c)at Theorem 1.6
Affine dim of P < r pdd P( ) < oclog(l/@) Theorem 1.9
3 non-collinear points in Z? o(a*) < pddp(a) < ot~ [15,6, 4]

4 points in strict convex position in Z2 pddp(a) < ¥~ Theorem 1.8
4 points in nonconvex position in Z? pddp(ar) < acloe(l/@) Theorem 1.8
At least 5 points pddp(a) < acloe(t/@) [3, 6]

Affine dimension at least 3 pddp(a) < acloe(l/@) (6]

Table 1: A summary of current bounds on the popular difference density pddp (). Here ¢ > 0 depends
on P.

Theorem 1.2 ([13]). If P = {ko,k1,k2,k3} with integers ko < k; < ky < k3 and ko + k3 = ki + ky, then
pddp(a) = a* forall 0 < a < 1.

Ruzsa’s counterexample [3] showed that the above results do not extend to 5-term (or longer)
arithmetic progressions. His construction was extended to all patterns in Z with at least 5 points in [6].

Theorem 1.3 ([3, 6]). Let P C Z with |P| > 5. Then there is some ¢ = cp > 0 so that pddp(a) < o081/
forall0 <o <1/2.

Now let us move on to patterns in higher dimensions. The first example of a truly higher-dimensional
pattern is that of a “corner”: P = {(0,0),(1,0),(0,1)} C Z2, which is essentially equivalent to the case
of P being three non-collinear points in Z2. In the finite field model (i.e., working inside I, for a fixed p
rather than in [N] or Z/NZ), Mandache [15] essentially reduced the popular common difference problem
for corners to a certain extremal problem for 3-uniform hypergraphs. Berger [4] extended Mandache’s
results to [N] as well as arbitrary abelian groups of odd order. Combined with [6], which gave nearly
tight upper and lower bounds on the associated extremal hypergraph problem (involving a 3-uniform
hypergraph called the “triforce™), we know the following. Here by w(a*) < pddp(c) we mean that
pddp(a)/o* — w0 as a — 0.

Theorem 1.4. Let P be three non-collinear points in Z*. Then o(a*) < pddp(a) < o*=°(), where the
asymptotics refer to o — Q.

The situation is dramatically different for corners in Z" with r > 3. The following result is shown in
[6]. We give a new proof of this theorem that is easier than the one in [6].

Theorem 1.5 ([6]). Let P C Z" with affine dimension at least 3. Then there is some ¢ = cp > 0 so that
pddp(a) < a2/ %) for all 0 < o < 1/2.

Now let us discuss new results. First, let us consider 1-dimensional patterns. Let P C Z. It is
not hard to see that pddp(ct) = olf! if [P| < 2. From Theorem 1.1 we know that pddp(a) = alfl if
|P| = 3. Theorem 1.3 shows that pddp(a) < a¢°e1/®) whenever |P| > 5. It remains to study 4-point
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patterns. Theorem 1.2 shows that pddp(o) = alfl for P = {ki,kp,k3,ks} with k; < ky < k3 < kg4 and
k1 + kq4 = kp + k3. It remains to study 4-point patterns in Z not of this form, and our next result shows
that pddp(a) < (1 —c)a*. See Section 6 for proof, which uses computer assistance.

Theorem 1.6 (4-point 1-dimensional patterns). There is some absolute constant ¢ > 0 such that for
all P C Z with |P| = 4 and not of the form P = {kq,ky,ka,k3} with integers ko < k; < ky < k3 and
ko + ks = ki +ka, one has pddp(a) < (1 —c)a* forall 0 < a0 < 1/2.

In some cases, we can prove even better bounds, as stated next. For example, there exist P C Z with
|P| = 4 and pddp(a) < o' for all sufficiently small o > 0. See Section 5 for proof.

Theorem 1.7 (Certain 4-point 1-dimensional patterns). For every C > O there exists some P C 7, with
|P| = 4 such that pddp(a) < o€ for all sufficiently small o > 0.

Now let us move to higher-dimensional patterns. Theorem 1.4 shows that pddp(a) = o) for

every P C Z? with |P| = 3 and affine dimension 2. By Theorem 1.3, pddp(a) < a¢'°¢(1/®) whenever
|P| > 5. For 4-point patterns in Z>, we obtain the following upper bounds, whose proof can be found in
Sections 3 and 4.

Theorem 1.8 (4-point 2-dimensional patterns). Let P C Z? with |P| = 4.

1. If P is 4 points in strict convex position, then pddp(at) < a®=°1), where the o(1) is some quantity
that goes to zero as . — 0.

2. Otherwise, there is some ¢ = cp > 0 such that pddp(a) < a'°¢1/®) for all 0 < a0 < 1/2.

The next statement tells us what happens when P C Z" is not full-dimensional. See Section 2 for
proof.

Theorem 1.9. Let P C 7" with |P| > 3 and suppose that the affine dimension of P is strictly less than
its ambient dimension r. Then there exists some ¢ = cp > 0 such that pddp(a) < o2/ for all
0<a<l1/2

Theorem 1.9 gives a new proof of Theorem 1.5. Indeed, if P C Z" has affine dimension at least
3, then let P’ C P be an arbitrary 3-point subset. Then the affine dimension of P’ is at most 2, and
hence pddp (o) < ac'°¢(1/®) by Theorem 1.9. Note from definition that pddp (o) < pddp (a), and thus
pddp(a) < a¢'los(l/a),

Putting all of the above results together, we find that no other patterns P with |P| > 3 satisfy
Theorems 1.1 and 1.2.

Corollary 1.10. Let P C Z" with |P| > 3. Unless r = 1 and P is one of the sets in Theorems 1.1 and 1.2,
we have pddp(a) < al?! for all sufficiently small o > 0.

We do not give any new lower bounds on pddp(a) in this paper. Except in the cases addressed by
Theorems 1.1, 1.2, and 1.4, the best lower bounds that we are aware of essentially come from quantitative
bounds on the multidimensional Szemerédi theorem. Indeed, the multidimensional Szemerédi theorem
[7] implies that for every finite P C Z" and & > 0 there is some cp(a) > 0 so that every subset of [N]” with
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density o contains at least cp(0t)N"*! copies of P (allowing translations and dilations), which then by an
averaging argument implies that pddp (o) > cp(a). For all P with at least 4 points and affine dimension at
least 2, the best bounds on the multidimensional Szemerédi theorem comes from the hypergraph removal
lemma [9, 17]. For 3 non-collinear points, such as the corners pattern, the best bound is due to Shkredov
[19].

It remains interesting to improve the bounds further, especially for Theorems 1.6 and 1.8.

Acknowledgments. The third author would like to thank Ben Green for hosting him during a visit to
Oxford and for discussions that led to this project.

2 Patterns whose affine dimension is less than its ambient dimension

In this section we prove Theorem 1.9. The following proposition is a well-known application of Behrend’s
construction of large subsets without 3-AP arithmetic progressions.

Proposition 2.1. Let P C 7" and |P| > 3 and fix 0 < a < 1/2. Then there exists some ¢ = cp > 0 such
that for all sufficiently large N, there exists S C (Z/NZ)" such that S contains at most o.°r1°8(1/®) N7+1
translated dilates of P and |S| > aN'.

Proof sketch. By an appropriate generalization of Behrend’s construction [2], there is a subset A C [L]"
of size |A| > L"exp(—cpy/logL) avoiding translated dilates of P. For example, by taking A to be the
inverse image of an appropriate set A’ under linear projection to 1 dimension, we can reduce to the case
r = 1. This case is directly handled by standard modifications of Behrend’s construction.

Then essentially blowing up each point into a box of widths |N/L| gives the desired result. For
correctness’ sake, one must only use the middle 1/Cp fraction of this box (for appropriately chosen
Cp > 0) to force all translated dilates of P to stay within a box (using the property of A that it avoids
translated dilates of P). O

Finally, it will be useful to have an explicit relationship between patterns that are related via an
affine-linear transformation.

Proposition 2.2. Let P,Q C 7" be such that there is an invertible affine-linear transformation ¢ : Q" — Q"
satisfying ¢ (P) = Q. Then there is a constant ¢ = cpg € (0, 1) such that

pddy(car) < pddp ().
Proof. For every € > 0 and sufficiently large N, we can find a set A C [N]" which satisfies

16111%(|{x €Z :x+dyeAforally € P}| < (pddp(ct) +€)N"

and
|A| > aN".

We consider ¢(A). As ¢ is an invertible linear map Q" — Q" we have that

O(INI") S U2 ([—soN,59N]" +Y))
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for some points ¥; € Q" and some positive integers c4,s¢ depending only on ¢. That is, ¢ maps [N]" maps
into a bounded number of rational translates of [—s4N,syN]". By pigeonholing, there exists i such that

0(A) N ([=sgN, 59N +Y;)| = |A]/((356) o).
Let A" = —Yi+ ¢ (A) N [—syN,s4N]". Now by construction
rtrili())(}{x €Z :x+dycA forally € Q}| < (pddp(ct) +€)N" < (pddp(ct) +€) (256N +1)"

and
A’ > a/((3sg) co) - N" = 0t/ ((359) % co) - (259N +1)".
This implies the desired result. In particular, we can take ¢ = 1/((3s4)*"c)- O

Using these propositions we can now easily prove Theorem 1.9.

Proof of Theorem 1.9. We can assume N is prime, up to losing at most an absolute constant factor by
Bertrand’s postulate. It also suffices to perform the construction in (Z/NZ)".

Let P C Z" have affine dimension of 7 < r. Then Proposition 2.2 shows that, up to losing at most a
constant factor, we can apply an invertible affine transformation to obtain a different pattern. (We will
often perform this step implicitly in the future.) In particular, we can reduce to the case where P spans
precisely the first 7 coordinate directions. Since |P| > 3, we can find a subset S of (Z/NZ)” with density
a and acrleel/@ N +1 tranglated dilates of P by Proposition 2.1. Taking the set

A={(i1-s1,... i1 Spyi1,00, ..o ipp) i1 #0,i; €Z/NZ,s = (s1,...,57) €S} C(Z/NZ)",

the result follows as the number translates of P with a common difference d is precisely the number of
translated dilates of P in S times N’~"~!. (This is because every difference d occurs an equal amount of
times, since the construction includes a dilate of S by every possible factor i} € (Z/NZ)*.) The result
follows. O

3 Four-point patterns in two dimensions

We now consider two-dimensional four-point patterns with the four points in strict convex position. This
proof extends an earlier construction of Mandache [15], and takes place in a more general context of a
finite abelian group G x G rather than [N]?. Assuming that the order of the group G is relatively prime to
a certain integer, we can replace our patterns with (g,h),(g+d,h),(g,h+d), (g +kid,h+ kod) where
ki,k» € Q= via rescaling. (Specifically, if |G| is relatively prime to the product of the denominators
of k; and k; then multiplication of an element of G by kj,k; is well-defined.) Note that k; + k& # 1.
Taking G = Z/NZ then transferring the resulting set S to [N], we immediately deduce the first part of
Theorem 1.8.

Theorem 3.1. Fix a pair of rationals (ky,ky) € Q. There exists some constant C > 0 so that for all
0 < a < 1/2 and all abelian groups of order N > Ny(a., k1 ,k;) relatively prime to some M(ky,k;), the
following holds. There exists some S C G x G with |S| > |G| so that for every d # 0 we have

EeyLs(x,y)ls(x+d,y)Ls(x,y+d)1s(x+kid,y+kod) < adeCVloe(l/a)
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We have a finite abelian group G of order relatively prime to some constant M (ki k>). Let £: [0,1]> —
[0, 1] be piecewise continuous, to be chosen later. Sample X = (X,),c6, Y = (Yy)geq, and Z = (Z;) gei
uniformly from [0,1]°. Let F : G x G — [0, 1] be a random function defined via

F(gvh) :f(Xg)Yh)Zngh)-
For nonzero d € G define

o(F):=E,,F(g,h) and
B(F,d) :=E4,F(g,h)F(g+d,h)F(g,h+d)F(g+kih,d+kh),

which are random variables. Then define o to be

o=Exyza(F)=Eg;ExyzF(g,h)=E,.f(x,y,2).

The last equality is true since the inner expectation over X,Y,Z is independent of g, 4 and equals the right
hand side. Define f3(d) to be

B(d) =ExyzB(F,d)
= B nBx v zf (Xg, Vi, Zg10) f Xgvd» Vs Zg 1 hra)
F X, Ynva, Zginva) f Xgskyds Yntkads Zgt h(ky -+ )d) ]
= }Ef(XanO?ZO)f(xl?yOaZl)f(x()?ylazl)f(xh 7ykzazk1+k2) (31)
where in the final expression, the x;, y;, z;’s are all iid uniform random variables in [0, 1]. Indeed, the final
equality holds even if g and & were held fixed at arbitrary values in the second-to-last line. This step uses
the hypothesis that |G| is relatively prime to the nonzero elements of {k; — 1,ky — 1,k; + k2 — 1}.

Note that § = B(d) thus is independent of the value d # 0. Now, for a set S we define the analogous
notions

o(S) =E, »,1s(g,h) and
B(S.d) = Eg’h]ls(g’h)]ls(g+d7h)15(gah‘f‘d)]ls(g-i-k]d,h—l—kzd),

Now sample a random subset S of G x G by sampling each pair (g, /) with probability F(g,h). We show
that as N — oo, the size of S and the number of squares in S of difference d concentrate around their
mean values o = Ex y z0(F) and B = Ex y zB(F,d). This reduces the problem to constructing f with
Ef = o such that
Ef(x0,y0,20) f (x1,50,21) f (X0, ¥1,21) f (Xky s Ybr» Zh1 +42) = B

is minimized.

In order to obtain concentration we will require the bounded difference inequality (see [5, Theo-
rem 6.2]).

Theorem 3.2. Suppose that f : X" — R satisfies that

sup | f (X1, Xiy ey Xn) — f(X1, X x| < i

X yeeeiXn XpEX
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Then if Xy, ..., X, are independent then Z = f(X,...,X,) satisfies

kK 2
i=1Cj

P[|Z~E[Z]| > ] <exp (_ 282)

Lemma 3.3. Fix a function f : [0,1]* — [0, 1]. Sample a random subset S of G x G by sampling X, Yy, Zq
uniform from [0,1] (independently for all g € G) and then include each pair (g,h) in S with probability
F(g,h) = f(Xg,Yh,Zg11). Then with probability 1 —o(1) as |G| — o we have

jo(S) —a| < |G

and
sup|B(S.d) — B| < |G| /3.
d#0

Proof. Let N = |G| and we let W = (W, ), ne be a set of independent uniform [0, 1] random variables.
We see that the random set S is a function of the random variables X, Y, Z, and W as follows: (g,h) € S if
and only if f(Xg, Yy, Zg4n) > W 4. Thus t(S) and B(S,d) can be expressed as (N* 4 3N)-variate function
of the random variables X, Y, Z, and W. We will apply the bounded difference inequality to prove the
desired concentration.

If we consider S as a function of (X,Y,Z, W), note that changing any single value of X,, Y, or Z,
changes at most N elements of S, and changing any W, ; affects at most 1 element of S. Therefore any
change will alter

a(S) = Eqls(g,h)

by at most 1/N for changing any of X,,Y,,Z, or 1/N? for W, . Similarly, changing any X, Y, Z,
will change B(S,d) by at most O(1/N) and changing any W, will change it by at most O(1/N?).
The bounded difference inequality shows that o(S) and (S, d) lie within SN~'/2 of their means with
probability 1 —exp(—Q(82)). Choosing § = N'/° and taking a union bound over nonzero d € G gives
the result. O

We are now in position to prove Theorem 3.1.

Proof of Theorem 3.1. By Lemma 3.3 it suffices to define an appropriate function f with

Evyaf(x,3:2) € (o, 30/2]

which satisfies

B = Ef(x0,50,20) £ (X1,50, 21 ) f (%05 Y1,21).f (X » Vi 2y 1) < 07 eCV1081/@) (3.2)

Now we choose an appropriate function f. Let H be a triparite graph defined with vertex sets
X =Y =Z=1Z/LZ. Let A be a subset of Z/LZ avoiding 3-term arithmetic progressions with |A| =
LLe‘C‘/@J for an absolute constant C > 0, whose existence is due to Behrend [2]. Let H have edges
(x,x+a) eX XY, (y,y+a) €Y xZand (x,x+2a) € X x Z for x,y € Z/LZ and a € A. Note that since
A is 3-AP free the only triangles in H are of the form (x,x+a,x+2a) € X x Y x Z. Therefore no two
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triangles share an edge, there are L|A| triangles, and any vertex is in |A| triangles. We let f(x,y,z) = 1 if
(|Lx|,|Ly],|Lz])/L is a triangle in H, and O otherwise.

Now we split into cases. Recall ky,k; € Q. Furthermore k| + k, # 1, as otherwise this would not
be strictly convex. There is also a symmetry in k; and kp, so it suffices to prove (3.2) in the cases (1)
ki,ky #1,(2) k; = 1 and k # 1, and (3) (ky,k2) = (1,1).

1. We have

LA AP
o

ﬁ = E;g’;fi’;%f(xO?yOaZO)f(xlay()azl)f(xOvyl7Z1)f(x2>y2aZ2) =
20,21:22

To justify this, we count the number of tuples (x,y,z) which make the inner term equal 1 (else it is
0), which occurs precisely when the four triples that appear in the express above are all triangles,
in which case xpygz; must also be a triangle. But no two triangles in H share an edge, which forces
20 = z1 and yp = y; and xo = x;. The number of choices of variables that make (xo,yo,z0) and
(x2,y2,22) both triangles is L2 |A[*.

2. We have

LIA® _ AP

B= Eﬁgyﬁ;gf(Xo,yo,ZO)f(xl7yo,m)f(x(>,y1m)f(x],ybm) =5 =7

for the same reason, except that we obtain two vertex-attached triangles (xo,yo,20) and (xo,y2,22).
Since every vertex is in |A| triangles, there are L|A|* such configurations.

3. We have

LA A
B=E o f(x0,¥0,20).f (x1,y0,21) f (X0, ¥1,21) f (X1,¥1,22) = £7| = |L6|'
ZO¢OZ71 71ZZ
Again we find that the expression in the expectation is 1 if and only if xo = x1, yo = y1, and zo = z1,
in which case since (x1,y;,z1) and (x1,y;,z2) must be the same triangle since they share an edge

and so z; = zp. Thus we obtain L|A| configurations.

We are now in a position to establish (3.2) for all cases simultaneously. We choose L such that

LLefC\/logLJ ‘A‘L
2 =73 € [a,30/2].

This is easily seen to be feasible, and furthermore such a choice implies that log(aL)/+/log(1/a) €
(—c!,—c) for some absolute constant ¢ € (0, 1). In particular,

L> aflefc’ly/log(l/a).

Now, regardless of which case we are in, we obtain

—C+/logL
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4 Nonconvex patterns in two dimensions

In this section we prove that all nonconvex four point patterns P satisfy pddp(a) < acloe(1/a) for all
o € (0,1/2), for some appropriate constant ¢ = cp > 0. The proof is a variant of the construction showing
pddy, 17273’4}(06) < acloe(l/@) in [3, Appendix] as well as the construction showing three-dimensional
corners satisfy pddp (o) < ac10e(1/@) that establishes [6, Theorem 1.6]. However, carrying out the “natural
analog” of these constructions would require a subset of [N] of size N 1=0(1) avoiding an equation such as
2x + 2y = 3z + w; it is unknown whether such sets exist. We overcome this obstacle by a novel extension
of these constructions using complex numbers.

Most of the second part of Theorem 1.8 is implied by the following theorem (only the case where
three points are collinear is left out, which is handled at the end of this section).

Theorem 4.1. Let P C 72 be a set of four points in strictly nonconvex position. Let 0 < ot < 1/2. For
all sufficiently large N, there exists A C [N)? with |A| > aN? such that for all nonzero integers d, there
are at most oc10e(1/@) N2 points x € 72 such that x+d - P := {x+dt:te P} CA wherec=cp>0isa
constant.

By a change of basis via Proposition 2.2, we reduce Theorem 4.1 to patterns of the form P =
{(0,0),(m,0),(0,my), (—m3,—ma)}, with positive integers my,my,ms,ms. Let m = moms + mymg +
nmiymj.

Let nonzero A, B,C € C such that BC(B— C) = maym3, CA(C —A) = mymy, and AB(A — B) = mymj.
It follows that mymsA + mymaB + mmyC = 0. We justify the existence of such numbers.

Lemma 4.2. There exist nonzero A,B,C € C with B/A ¢ R such that BC(B—C) = mym3, CA(C—A) =
mymy, and AB(A — B) = mymy.

Proof. Let R = mymy+/—masma/m, which is nonzero and purely imaginary. Let u,v,w be nonzero
complex numbers satisfying

moms
V—Ww= R u,
nmimy
wW—u= R v,
mymy
u—y= w.
R

For example, we can choose u = 1 — (mymy/R), v =1+ (mym3/R), and w = 1 + (mymaym3zmy /R*), which
by design satisfy the first two equations and satisfy the third by the definition of R.

We must check that these are nonzero. Since R is purely imaginary, u,v # 0 is clear. Furthermore,
if w =0 then R? = —mmymasma or m = mymy, which is a contradiction as m 1,My,m3, My are positive
integers.

Now choose ¢ such that > = R/(uvw). Let (A, B,C) = t(u,v,w). Then ABC = R and

MM coa="""p  and A—p="1"2

B-C=
R R R

C.

Hence using R = ABC gives
BC(B—C):mzmg, CA(C—A):WHHM, and AB(A—B):mlmz.
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Finally, we show that our choice yields B/A ¢ R. Assume for the sake of contradiction that B/A € R.
Adding the above three linear equations gives

mon3A +mymgB +mimyC = 0,
so if B/A € R then C/A € R. Then

nipms . BC(B—C)
A3 A3

€R,

thus A% € R. Let A = aexp(27ij/3) for a € R and j € {0,1,2} chosen appropriately. Then since
B/A,C/A € R we see that b = Bexp(—2mij/3) and ¢ = Cexp(—2mij/3) are also real. Note that a,b,c
also satisfy bc(b — ¢) = mpms, ca(c — a) = mymy, and ab(a — b) = mymy, as well as mymsa + mymab +
mimpc = 0.

Since mymsa + mymab + mymyc = 0, the numbers a, b, c do not all have the same sign. If we have
a,b > 0 > c then bc(b—c) < 0, and similar for the other three cyclic cases. If ¢ > 0 > a,b then
ca(c—a) < 0, and similar for the other three cyclic cases. This gives the desired contradiction. O

Now fix a choice of such A, B,C € C. Define

(maAx + mBy)?

= 4.1
f(xy) ! 4.1
The function f satisfies the following identity.

Lemma 4.3. Let my,my,m3,my, f be as above. For all ny,ny,d we have

m2m3f(l’11 +I?’L1d,n2) +m1m4f(n1,n2 +m2d) +m1m2f(n1 —msd,ny — m4d)

= (mom3 +mymg +mimy) f(n1,n2).
Proof. Note that relation
BC(B—C)(t) +At)* +CA(C—A)(t; + Bt)* + AB(A—B)(t; +Ct,)* + (A—B)(B—C)(C—A)t; =0
holds as an polynomial identity in the variables A,B,C,t,f, by expansion. Now recall that for our
specific choices of A, B,C € C we have BC(B —C) = myms, CA(C —A) = mymy, and AB(A — B) = mymj.

Summing these relations gives (A — B)(B—C)(C —A) = —mym3 — mym4 — mymy. Substituting this in
we obtain

mQM3(l‘1 +At2)2 +m1m4(t1 +Bt2)2 +m1m2(t1 +Ct2)2 = (mQM3 +mymy +m1m2)t12.

Now setting t; = mpAn| +mBn; and t, = mmyd we obtain

moms(mpAny +miBny + mlmzAaV)2 + mymg(mpAny +mBn, + mlszaV)2

+ mymy(myAny +m;Bny +m1m2Cd)2 = (mamsz + mymg +mymy)(mpAn, +man2)2.
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Recalling that mymsA + mymaB + mmyC = 0 and dividing the expression by A we obtain

mom3(mpAny +miBny + mlmzAd)z/A + mymg(myAny +m;Bn; +m1m23d)2/A
+ mymy(mpAny +myBny, — mymsAd — m1m4Bd)2/A

= (maym3 +mymg +mymy) (myAn; +man2)2/A.

This is easily seen to be equivalent to

moms f(ny +myd,ny) +myma f(ny,ny +mod) +mymy f(n) —mad,ny —mad)

= (mam3 +mymy +mymy) f(n1,nz),
as desired. O

Lemma 4.4. Let my,my,m3,m4 € Z~o. There is an absolute constant ¢ = Ci, mymym, > 0 such that
the following holds. For every integer L > 0 there exists a subset A of {0,1,...,L— 1} having at least
Lexp(—cy/logL) elements that does not contain any nontrivial solutions to mymsx + mymay + mymyz =
(mom3 4+ mymy +mymy)w (here a trivial solution is one withx =y =z =w).

Proof. This follows from a standard modification from Behrend’s construction [2] of a large 3-AP-free
set (e.g., see [1, Lemma 3.1]). ]

The next lemma is similar to [3, Lemma 2.3].

Lemma 4.5. Let my,my,m3,mq,m,A,B,C be as above. Let A be a subset of {0,1,...,L— 1} not contain-
ing any nontrivial solutions to mymzx +mymay + mymyz = mw, and let ¥ be a fixed complex constant.
For each j = (ji, jo) € A2, let

_ Ji )1 2 )2 1

and let

B= 1.

JEA?

Let f be defined by (4.1). Let ny,na,d € Zand let w =y f(n1,m), x=yf(ni+mid,nz), y=yf(ni,np+
mad), and z = Y f(ny —m3d,ny — mad). Suppose that w,x,y,z (mod AZ + BZ) all lie in B. Then

1
H2m1m2(m2An1 +m1Bn2)dl[/+m%m%Ad2q/HAﬁB < T
Here for x = x1A + x2B with x1,x2 € R we define
|[x[ 4 == max{[lx1 gz, [%2llr/z }

where Hx g HR Iz denotes the distance from x; € R to the closest integer.
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Proof. Notice that we can identify the fundamental domain of C/(AZ + BZ) with A[0,1)+ B[0, 1) and
think of each I; as a “box” in the “directions” A and B with “side lengths” 1/(m>L).

We have mymsx +mymay + mymaz = (mpyms + myma +mymy)w = mw by applying Lemma 4.3. Let
W,X,Y,Z € A* be such that w € Iy, x € Iy, y € Iy, and z € I;. We will write W = (W}, W) and similar
for X,Y,Z. Then mymsx+ mymay +mymyz (mod AZ + BZ) lies in

A[m2m3X1—l-m1m4Y1+M1mzzl mzm3X1—I—n11m4Y1+mlmzZl+ 1 >

mL ’ mL mL
mym3Xo +mymaYy +mymoZy momsXo +mimaYs +mimoZy 1
+B ) +—
mL mL mL

and mw (mod AZ + BZ) lies in
mW; mW, 1 mW, mW, 1
Al— ——+ — B|l—, —+—|.
{mL’mL YL ) TP L Tt
Since momz X +mimaY;+mymyZ; < mL, these two boxes intersect exactly when

momsX +mimaY +mimpyZ = mW

as ordered pairs, which implies that W = X =¥ = Z since A and hence A” has no nontrivial solutions
to this equation. The conclusion follows from the fact that w and x lie in the box I, with side lengths
1/(m*L) and from

x —w = 2mymy(myAny +miBny)dy +mim>Ad* vy,

which is verified by expanding the definitions of w,x. O

Finally, following [6], we need irrational numbers well-approximable by fractions with a special
property.

Lemma 4.6 ([6, Lemma 3.3]). Fix a positive integer m > 1. Then there is a real b € (1,2*"*] such that
the following holds. For all real r > 0, there is an irrational number Y and infinitely many fractions p;/q;
with relatively prime positive integers p; < q; and q; having no prime factor smaller than m such that
\w — pi/qil < 1/(mq?), and rb' < q; < 2rb' for i > i(r,m,b) sufficiently large.

We are ready to prove Theorem 4.1.

Proof of Theorem 4.1. We may assume that ¢ is sufficiently small or otherwise we can take A = [N /2] x
[N] and then the theorem is true if the constant is chosen appropriately.

Let L = exp(clog(1/a)?) for an appropriately chosen sufficiently small constant ¢ > 0. Apply
Lemma 4.6 for m = L and t = 2L + 1 different values of r, namely r = 2/ for 1 < j<2L+1. The
lemma gives a single b € (1,2?/*!] and irrationals y1,..., y; as well as positive integers p j,i»qj,i with
ged(pji,qji) =1 so that for all j € [t],

* qji € (2/b',277 D) for sufficiently large i > i( ), and

* gcd(gji,lem(1,...,L)) =1 fori > i(j), and
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sy -l < g fori 2 i()).
Let / = max{i(1),...,i(¢)}. Then the above properties hold for all 1 < j <7 and i > I. Observe that all
sufficiently large N (here “sufficiently large” depends on ) are within a factor of 4 from some ¢g;; with
1 < j<tandi>I. Therefore, to prove the theorem for all sufficiently large integers N, it suffices to
prove it for numbers of the form N =g ;.

Let N =gq;; with1 < j<randi>I. Let y = y;. Define

A={(n1,m) € [N)?: yf(ni,m) €B (mod AZ+ BZ)},
where f is defined via (4.1),

B= A 1 ! "52 kZ 1
7,,”[ 7[ 5T +B|—=, =4+ —— C C/(AZ
(k kL)J€A2< ’ m L> mL’™ ml m=l >> - /( )7
1,K2 2 BZ

and A is a subset of {0,1,...,L— 1} of size Le~?(V1°2L) not containing nontrivial solutions to man3x -+
mymay +mimyz = mw (by Lemma 4.4). By the Weyl equidistribution? criterion (e.g., see [20]), using
my p(-) for Lebesgue measure normalized so that A[0, 1) + B[O, 1) has measure 1, we see that as N — oo,

[

|A|2 —O0(y/logL)
5 = >2x
N

(m2L? ¢ =

— m(B) =

as long as we have chosen the constant c in L = exp(clog(1/a)?) so that the last inequality is true. Thus,
for sufficiently large N, we have |A| > aN?.

A key point here is that while the rate of convergence of the equidistribution claim may depend on
v, since there are only finitely many y’s that we need to consider, there is a single Ny(o) such that
|A| > aN? whenever N = q;; > No(c) with j € [t] and i > I as above.

Fix a nonzero integer s with |s| < N. Suppose (a;,a) satisfies

(a1,a2),(ay +mys,az), (ay,a, +mas), (a) —m3s,ap —mys) € A.

By Lemma 4.5, H2m1m2(m2Aa1 —i—mlBaz)sl;/—i—m%m%Aszl;/HAB < 1/(m?L). So

Hlemz(mzAal —I—mlBaz)s@ +m%m%As2q, < s + 2mymys |mpAa; + miBas|
m

qu

ll/_i
qjvi

Pji ‘
A,B

< M+4m (JA|+|B|)N"-

qu
_o (1>
L

j7i
2Let us check the equidistribution more carefully. We have the identity

BZ
vf(ng,ny) = A(m%n%)l//JrB(Zmlmgnlnz)l//Jr Xm%n% = A(m%n% +am%n%)l//+B(2m1m2n1n2 +bm%n%)l//

if we uniquely write B2/A = aA + bB for a,b € R. Thus checking equidistribution in C/(AZ + BZ) is equivalent to checking

equidistribution of (n1,n) — (m3y,0)n? + (0,2mymyy)nyny + (am? y,bmy)n3 in (R/Z)?. This does indeed follow from
[20, Exercise 1.1.6], in fact regardless of what a,b € R are.
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Recall that N = g;; is relatively prime to all of [L] as well as to p;;. In particular, N is odd and
provided we chose L large enough, it is relatively prime to m;my as well. Also |s| < N, so s is not divisible
by N. It follows that 2m;mysp;;/q;; is not an integer. Writing 2mmysp;;/q;; = P/Q where P and Q
are relatively prime integers with Q positive, one has Q > L since all prime divisors of ¢g;; are greater
than L.

Thus ||(mzAa; +miBay)P/Q+mim3As*y||, , = O(1/L). Since multiplication by P is a bijection
in Z/QZ, we see there are at most (1+0(Q/L))?> = O(Q?/L?) possible values that (a;,a,) can take
in (Z/QZ)?, and hence there are O(N?/L?) possible values (recall N/Q € Z) that (a;,a;) can take in
[N]2. Therefore there are O(N? /L?) = O(e~210e(1/@)* N2) different points (a;,a,) € [N]? that generate a
pattern of common difference s. O

Now we are ready to prove Theorem 1.8.

Proof of Theorem 1.8. 1f the pattern P is strictly nonconvex, use Theorem 4.1. If the pattern P is strictly
convex, use Theorem 3.1. If the pattern contains three collinear points, using the trivial observation that if
P’ C P then pddp(ot) < pddp () and using Theorem 1.9 proves the result. O

5 Special four-point patterns in one dimension

In this section we prove that for any C > 0, certain 4-point patterns P on the line have pddp(a) < aC for
all sufficiently small @ > 0. The following theorem immediately implies Theorem 1.7.

Theorem 5.1. For any C > 0, there exist 0 € (0,1) and aj € N such that the following holds. Let
0<a<ayand P={0,ay,az,a3}. For all sufficiently large N, there exists A C [N] with |A| > oN such
that for all nonzero integers d, there are at most &N points x € 7, such that x+d - P := {x+dt :t € P} CA.

For the rest of the section, let @ = exp(7mi/6). We first need the following well-known number
theoretic fact.

Proposition 5.2. Ler K = Q(w,3'/°). Then a 1/24 density of primes split completely over K.

Proof. This is a direct consequence of Chebotarev’s density theorem applied to K. See [14] for an

effective version. O
Let
P (X,Y,Z)=YZ(Y - Z),
Py(X,Y,Z)=ZX(Z—-X), and
Py(X,Y,Z)=XY(X-Y).

They are chosen to satisfy the polynomial identity

P(X,Y,Z)T*+P(X,Y,Z)(T +XD)* + P;(X,Y,Z)(T+YD)*+ Py(X,Y,Z)(T +ZD)* =0.  (5.1)
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Define the constants
1 1
0 =3, 12:5(31/3a)2+35/6a)5), Z3:§(—31/3(02+35/6(DS).
They satisfy the relations

Pi(z1,22,23) = —1,
Py (z1,22,23) = 3,
P3(z1,22,23) = —1, and
Py(z1,22,23) = —1,

Let p be a large prime, to be chosen later, such that p splits completely over K = Q(a),3l/ 6). By
Proposition 5.2, such primes exist. Because p splits completely, we find that there exist integers
ap,ay,as € [p] satistying

Pi(ay,az,a3) = —1 (mod p),
Py(ay,az,a3) = 3 (mod p), (52)
Py(ay,a2,a3) = —1 (mod p),
Py(ar,a2,a3) = =1 (mod p),

namely, by replacing zi,z»,z3 with their reductions in Og/p ~IF,,, where O is the ring of integers of K
and p is any prime ideal of Ok lying over p. Although z; ¢ Ok, we see that 3z; € Ok, so as long as p > 3
this is still valid. For the remainder of this section, let P = {0,a,a2,a3}.

Lemma 5.3. There is an absolute constant ¢ > 0 such that the following holds. For all p,a;,a;,a3
as above, and for sufficiently large L in terms of p, there exists A C {0,...,L— 1} avoiding nontrivial
solutions to

P (al,ag,a3)w+P2(a1 , az,ag)x+P3(a1,a2,a3)y +P4(a1,a2,a3)z =0

with at least L'=</VI°¢P elements. Here a nontrivial solution is one where not all x,y,z,w are equal.

Proof. Let S be a subset of [p] of size at least pexp(—c’+/log p) which avoids nontrivial solutions to
—w+3x—y—z=0 (mod p), constructed via a standard modification of Behrend’s construction [2].
Note that by (5.2) it also avoids nontrivial solutions to

Pi(a1,az,a3)w+ Py(ay,az,a3)x+ Py(ay,az,a3)y+ Py(ay,a2,a3)z=0 (mod p),
i.e., has no solutions other than w = x = y = z. Now consider
T, ={x€{0,...,p" — 1} : all digits base p are in S},
where n = |log » L|. Tt is easy to verify that 7, avoids nontrivial solutions to
Pi(a1,az,a3)w+ Py(ay,az,a3)x+ Py(ay,az,a3)y+ Ps(ay,az,a3)z = 0.

Indeed, reducing the equation mod p and comparing the last digits of w,x,y,z in base p, we find that
those digits must all be the same (as they are in S, which avoids nontrivial solutions mod p). Then we can
subtract off those final digits and divide by p, and hence repeat the argument. It is easy to see that A =T},
is a set with the desired property and size, as long as L is large enough in terms of p. O
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Note this trick of reducing mod p to reduce to the equation x 4y + z = 3w and using base expansion
is in the proof of [18, Theorem 7.5]. Now we proceed to the next step, embedding our subset into the
torus R/Z.

Lemma 5.4. For all p,a;,a;,as as above, there exist ©1,0,,03 > 0 such that the following holds. Let
A be a subset of {0,1,...,L— 1} not containing any nontrivial solutions to

P (al,az,a3)w+P2(a1,az,ag)x+P3(a1 ,az,a3)y+P4(a1 ,az,a3)z =0

and let \ be a fixed real constant. For each j € A, let

J o 1
I;:= —R/Z
/ ®1L’®1L+®%L> /%,

and let
B=JI.
JjeA
Letn,d € Zandw = yn?, x = y(n+a1d)* y = w(n+axd)?, and z = y(n+asd)?. Suppose that w,x,y,z
(mod 1) all lie in B. Then
03

T}

where ||x||g 7 denotes the distance from x € R to the closest integer.

[©@2ynd||g 7 <

Proof. The proof is similar to the proof of Lemma 4.5, and also similar to the proof of [6, Lemma 3.7].
By the polynomial identity (5.1), we have

Pi(ay,a,a3)w+ Py(a1,az,a3)x+ P3(ai,az,a3)y + Pi(ar,az,a3)z = 0.

Hence if w € Iy, x € Ix,y € Iy, z € I; we deduce

|

if ®; is chosen sufficiently large. This implies

Y1 |Pi(ar,a2,a3)]
R/Z O7L

Pi(a1,az,a3)W + Ps(a1,a2,a3)X + P3(a1,a2,a3)Y + Py(a1,az,a3)Z
®,L

1
< —
— 0L
Pi(a1,az,a3)W + Py (ay,az,a3)X + Py(ay,a2,a3)Y + Py(ay,az,a3)Z = 0,

but since W, X Y, Z € A we deduce that W = X =Y = Z. Finally, we find l//nz, y(a+ a.,-d)2 are all in an
interval of length 1/(®3L). Thus
(@3 —a3)y(n+a1d)’ + (a3 —a})y(n+axd)* + (af — a3) y(n+a3d)? = 2(a1 — az) (a2 — a3) (a3 — ar )nd

is small. The result follows upon choosing @, = |2(a; —az)(az —az) (a3 —as)| and @3 appropriately. [
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We now ready to prove Theorem 5.1.

Proof of Theorem 5.1. We may assume that o is sufficiently small because we can choose o appropri-
ately. Choose p,a;,as,a3 as at the beginning of the section; we will later ensure that p is sufficiently
large in terms of C. Additionally, {0,a;,a2,a3} will be the pattern we are considering. Also, @;,0;,0;
will be chosen as in Lemma 5.4 (note they depend only on p,a;,a;,as).

Let L = o= ¢VP for an appropriately chosen sufficiently small absolute constant ¢’ > 0. Apply
Lemma 4.6 for m = L and t = 2L+ 1 different values of r, namely r = 2J for 1 < j<2L+1. The
lemma gives a single b € (1,221 and irrationals i, ..., y; as well as positive integers p;;,q;; with
ged(pji,qji) =1 so that for all j € [t],

e q;i € (2/b',27711) for sufficiently large i > i( ), and

* ged(gji,lem(1,...,L)) =1 fori>i(j), and

v -2l < ﬁ for i > i(j).
Let I = max{i(1),...,i(t)}. Then the above properties hold for all 1 < j <r and i > I. Observe that all
sufficiently large N (here “sufficiently large” depends on ) are within a factor of 4 from some ¢;; with
1 < j<tandi>I. Therefore, to prove the theorem for all sufficiently large integers N, it suffices to
prove it for numbers of the form N = g; ;.

Let N =gq;; with1 < j<trandi>I. Let y = y;. Define

F={neN:nyeB (modl)},

where, as in Lemma 5.4,
k k 1

- L )gR/z
kLEJA O|L’0L OiL

and Ais asubset of {0, 1,...,L— 1} of size L'=¢/V1ogP (by Lemma 5.3) not containing nontrivial solutions
to

Pi(ay,az,a3)w+ Py(ay,az,a3)x+ Py(ay,a2,a3)y + Py(ay,az,a3)z = 0.

Here ©®,0,,0; are taken to depend on p,a;,as,a3 as in Lemma 5.4. Let
A={xc|N]:¥*cF}. (5.3)
By the Weyl equidistribution criterion (e.g., see [20]), using m(-) for Lebesgue measure, as N — oo,

ST

as long as we have chosen the constant ¢’ in L = o=¢'VP 50 that the last inequality is true for a < 0.
(Thus o will be chosen in terms of p and therefore ultimately C). Thus, for sufficiently large N, we have
|A| > aN?.
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A key point here is that while the rate of convergence of the equidistribution claim may depend on
y, since there are only finitely many y’s that we need to consider, there is a single Ny(o) such that
|A| > aN? whenever N = g;; > No(o) with j € [t] and i > I as above.

Fix a nonzero integer s with |s| < N. Suppose a satisfies
a,a+as,a+axs,a+azs € A.

Then
@, (a+ais), (a+ays)?, (a+aszs)? €F

by the construction (5.3). By Lemma 5.4,

G)ZSCZII/HR/Z < @3/L. So

H@zsapj’i < |[@2say||g 7+ ’®2saw—®2sapj’i‘
9jillr/z Ji
@ ..
< 23 4 @ysdl 1,,_@
L Ji
@3 2 1 ®3 ®2
< L@NY = 2 2
=7 + 0 L2 L + i3

j7l

Recall that N = ¢ ; is relatively prime to all of [L] as well as to p;;. In particular, as long as L is
big enough (which we can guarantee), we have gcd(N,®,) = 1. Also |s| < N, so s is not divisible by N.
It follows that ®@,sp;;/q;; is not an integer. Writing ®,sp;;/q;; = P/Q where P and Q are relatively
prime integers with Q positive, one has Q > L since all prime divisors of g ; are greater than L.

Thus [|aP/Q||g/z < (©2+©3)/L. SoaP (mod Q) € [— [(©2+O3)Q/L], [ (©2+©3)Q/L]]. Since
multiplication by P is a bijection in Z/QZ, there are at most 1 + (20, +203)Q/L < (14+20,+203)Q/L
possible values that a can take in Z/QZ, and hence there are at most (1 + 2@, +203)N /L possible values
(recall N/Q € Z) that a can take in [0, N). Therefore there are at most DN /L < Da VPN different points
a € [N] that generate a pattern {0,a;,a,,as} of difference s, where D =2 440, + 405.

Now as long as we choose p such that ¢’\/p > C and p splits completely in K = Q(a),3l/ %), the
construction achieves the desired bounds. O

Remark. Gowers [10] (also see [12]) asked whether every Fourier-uniform subsets of Z/NZ with density
a contains at least (' — o(1))N? 4-term arithmetic progressions. He constructed a counterexample to
an earlier conjecture [8, Conjecture 4.1] that every Fourier-uniform subset of Z/NZ of density & contains
at least (a* — o(1))N? 4-APs . Here A is said to be Fourier-uniform if SUP,c(v—1] LjeA e2mrIN = o(N).

The construction just given for Theorem 5.1 demonstrates that for every C > 0 there exists some 4-
point pattern P C Z such that for all sufficiently small « there exists Fourier-uniform subsets of Z/NZ of
density o +o(1) that contains at most ®“N? copies of the pattern P (allowing translations and dilations).
The Fourier-uniformity of this construction can be verified by standard exponential sum estimates via
Weyl’s inequality.

Furthermore, if there exists a subset of [N] of size N'~°(1) avoiding nontrivial solutions to x + 8y =
3z+4 6w (it is an open problem whether such sets exist), then a modification of the construction would
produce some A C [N] with density & +o(1) such that contains at most o¢®(V)N? translated dilates of
the 4-point patterns P = {0,1,2,4}. This set A has the additional property that for every nonzero d, it
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contains at most a®V)N translates of d - P. In contrast, for P = {0,1,2,3}, no such A can exist due to
Theorem 1.2.
6 Four-point patterns in one dimension

In this section, we prove Theorem 1.6. We begin with an easy special case that illustrates our constructions.

Proposition 6.1. There exists some constant ¢ > 0 so that for all 0 < a < 1/2 and all sufficiently large
prime N > Ny(@), there exists some f: Z/NZ — [0,1] with Ef > a so that for every d # 0

B f(2)f(t+d)f(t+2d)f(t+5d) < (1—c)at.

Proof. Leta; = —6, a, =15, a3 = —10, as = 1. Let @ = exp(27i/N) and set, for some y1,%,73, % €

[—1/8,1/8],

4 2 4
f(t) =0 (1 + Z 2%, cos <27f]il]kt >> = (1 + Z ’yk(a)aktz + wakt2)> '

k=1 k=1

Applying the Gauss sum estimate

< for all nonzero ¢ € Z/NZ,

-

Z wftz
]

te[N

we obtain
Ef = o (1 +0(N*1/2)) .

By expanding, we obtain, uniformly for every d # 0,
B, f(0)f(t+d)f(t+2d)f(1+5d) = o* (1421577 + ON 7)) 6.1)
since the only choices by,by,b3,bs € {0,4+1,46,+10,£15} such that
b11% 4+ by (1 +d)? + by (t 4+ 2d)? + by (t + 5d)?

does not depend on ¢ are exactly (b1,b2,b3,bs) = (0,0,0,0) and +(6,—15,10,—1), for which the sum is
identically zero. The remaining terms in the expansion, after averaging over x, are O(N -1/ 2) by Gauss
sum estimates. Now choosing 71 = » = 13 = — ¥4 = 1/8 yields the result. O

The above proof is simpler than the general case, where we may see additional significant terms on
the right hand side of the expression corresponding to (6.1). For example, when P = {0, 1,2,4}, we take

4
ft)=«o (1 + Z yk(a)“k’2 + w“k’2)>
k=1
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with a; = —3, ap =8, az = —6, a4 = 1 chosen to satisfy the polynomial identity (in # and d)
art® +ay(t +d)? +as(t +2d)* + as(t +4d)* = 0.
However, unlike the pattern P = {0, 1,2,5} from Proposition 6.1, one has additional relations (which we
will call “degeneracies”):
61> —6(t +d)* —3(t +2d)? +3(t +4d)* = 304>,
312 —6(t +d)* +3(t +2d)* = 6d°,
3t* — 6(t +2d)* +3(t +4d)* = 24d*.

Using the above relations (and it turns out that these are the only ones), and applying the Gauss sum
estimate, we find that, uniformly for all nonzero d,

E.f(x)f(x+d)f(x+2d)f(x+4d)
= (1420 pBh+ BB + 0 ) L Py (0 + 0 + 0 + 0 ")+ O(N2))

By setting y» = y3 = y» = 1 /8 and y = —1/512, we find that sup, o E. f (x) f (x +d) f (x+2d) f (x+-4d) <
(1—c—o(1))a* for some constant ¢ > 0.

In the remainder of the section we establish the following claim, which implies Theorem 1.6 by a
standard probabilistic argument where we use f to sample a random set A C Z/NZ so that x is included
in A with probability f(x) independently for all x € Z/NZ. A standard concentration argument, e.g., via
the bounded difference inequality, then implies that A satisfies the desired conclusion of Theorem 1.6
with positive probability. Note that by changing N to N 4 o(N) if necessary, we may assume, for the
purpose of proving Theorem 1.6, that N is prime for the rest of this section.

Theorem 6.2. There exists some constant ¢ > 0 so that for all positive integers ki < ky < k3 with
k3 # ki +ky, all 0 < o0 < 1/2, and all sufficiently large prime N > No(a, k;), there exists some f: Z/NZ —
[0,1] with Ef > « so that for every d # 0

E.f (1) f(t+kid) f(t +kod) f(t +ksd) < (1= c)ar’.

We may assume that k; + ky < k3. Indeed, if k3 > k| 4 kp, then by a change of variable from d to —d,
the problem is equivalent to the pattern {0,k3 — ko, k3 — k1, k3 }.
We reparametrize by defining positive integers
x=ki, y=ky—ki, 2=k —ki —ka, (6.2)
so that
ki1 = x, ky=x+y, ksy=2x+y+z (6.3)
Now define
a; = —y(x+z)(x+y+z),
ar = (x+y)(x+2)(2x+y+2),
az = —x(2x+y+2)(x+y+2),
as = xy(x+y),

6.4)
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which are defined so that the following polynomial identity holds with indeterminates 7" and D:
a1T* + ay(T + k1 D)* + a3 (T + koD)* + a4 (T + k3 D)* = 0. (6.5)

We write
ap=0 and a;=—a_; forje{l,2,3,4}.

For the construction, similar to the example above, we set

4 27'Cakt2 4 2 )
fit)=«a <1+ ZZykcos < N >> = <1+ Z V(@™ + @~ )) , (6.6)

k=1 k=1

where @ = exp(27i/N) and Y, € [—1/8,1/8] are real parameters that we will choose later. Note that we
will also use the convention that

Yo=1 and 7y =nfork=1,2,34.
A signature is a tuple (iy, iy, i3,is) of integers with —4 < iy,ip,i3,is < 4. Define

Wiy i isia (t,d) — a)a,'ltz-i-a,-z(l-&-kld)z-&-a,-} (I+k2d)2+a,'4(l+k3d)2'
Define polynomials p! (X,Y,Z), p}(X,Y,Z), and p}(X,Y,Z) in the variables X,Y,Z so that

ai,T* + a;, (T + k1 D)* + (T + koD)* +ai, (T + ksD)* = p} (x,3,2)T* + p(x,y,2) TD + p} (x,y,2)D*
(6.7)
as polynomials in 7" and D, for any choice of x,y, z. In other words, we substitute a;,as,as,aa,ky, k2, k3 for
polynomials in x,y, z according to (6.3) and (6.4) to write the left-hand side as a polynomial in x,y,z, T, D,
and then collect the coefficients of 72, TD, and D?, and set these coefficients as our p’l, pé, and pg.
By expanding (6.6), we obtain

f(t>f(t+k1d)f(t+k2d)f(t+k3d) = a4 Z %1 %2%3%4ui1,i2,i3,i4 (t) (68)

—4<iy,ip,i3,i4 <4

There are always three “main terms” (c.f. Proposition 6.1) coming from the signatures (0,0,0,0) and
+(1,2,3,4).

Pl‘OpOSitiOIl 6.3. 40,000 = U1234 =U_1,-2 -3 -4 = 1.
Proof. This follows from (6.5). ]

Since we ultimately care about fixing some nonzero value of d and averaging over ¢, we are primarily
concerned with cases in which pll, pé both vanish at the point (x,y,z) corresponding to our pattern
0,k1,k, k3. This leads to a natural notion of degeneracy.

Definition 6.4. A signature I is degenerate at pattern P if P = {0,x,x+y,2x+y-+z} and

Ph(x,y,2) = ph(x,3,2) = 0;

otherwise it is nondegenerate at P.
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Remark. The signatures (0,0,0,0) and £(1,2,3,4) are always degenerate by Proposition 6.3.

In particular, we have the following estimate.
Lemma 6.5. If I is nondegenerate at pattern P = {0,x,x+y,2x+y+ z}, then for all nonzero d € Z/NZ,
IEyu(r,d)| < N~'2.

Proof. Since I is nondegenerate, one has u;(t,d) = @@ btdted” where g and b are not both zero in Z /NZ.
The claim follows by the standard Gauss sum estimate (recall that N is prime). g

Now we characterize which signatures / can be degenerate at a pattern, and for those signatures,
which patterns they will be degenerate at. Here we write N - (a,b,¢) = {(na,nb,nc) : n € N}.

Definition 6.6. Given a pattern P = {0,x,x+y,2x +y -+ 2z} corresponding to the triple (x,y,z) € N3, let
J(P) be the set of signatures I which are degenerate at P. We call J(P) the degeneracy set of P.

Lemma 6.7. Ler S = {(0,0,0,0),+(1,2,3,4)}. Let x,y,z € Nand P = {0,x,x+y,2x+y+z}. Then

{£(1,-3,1,0),4+(1,0,-3,1),£(3,-3,—1,1)} if(x,y,2) € N-(1,1,1),
{£(0,3,2 3)} if (x,y,z) € N-(1,3,2),
{£(3,0,-1,3)} if (x,9.2) €N- (1,4,4),
{=(, 0,1,4>} if (x,3,2) €N-(2,1,1),

I(P)\S= {£(1,2,1,4),£(3,2,1,4),%£(3,2,3,4)} if 2x* +xz —yz =0,
{£(3,-3 —1,)} ifx* —yz=0and (x,y,z) # £-(1,1,1),
{:I:( 3, =2, — )} ifx2—|—xz—y2:()7
{£(2,1,-2,—-1)} if 263 +4x%y + x>z + 2xy* —y?z—yz2 =0,
{£(3,-1,1,-3)} if 4x3 4+ 4x%y + 4x?7 4 2xyz + x2% — y?7 =0,
0 otherwise.

\
Furthermore if 2x* +xz —yz = 0, then

12,14

+(3,2,1,4
; (3,2,1, )(

3234
X,Y,2) = P3 F234)(

X, 0,2 ) P3 va,Z):O-

See Appendix A for a computer-assisted proof of Lemma 6.7.

Proof of Theorem 6.2. Recall the definition of f from (6.6), which depended on some yet-to-be-chosen
real constants 7;. Recalling the convention that % = 1 and y_; = 7y, for 1 < k < 4. For a signature

I = (iy,i2,i3,i4), Write Vi = %, Y, Yis Yia-

DISCRETE ANALYSIS, 2021:8, 30pp. 23


http://dx.doi.org/10.19086/da

ASHWIN SAH, MEHTAAB SAWHNEY, AND YUFEI ZHAO

Let S ={(0,0,0,0),4(1,2,3,4)}. Using the expansion (6.8) and the Gauss sum estimate Lemma 6.5,
we have

max K, [f(t)f(t+kid)f(t+kod) f(t + k3d)]

0£dEZ/NT.
— a4 Z }/pré(x%z)dz + O(N_]/z)
1€9(P)
=a <1 2nnnn+ Y, %wpg(x,y,z)aﬂ) +O(N"'/?) (6.9)
1€3(P)\S
< (x4(1 +2rpnn+ Y !w!) +O(N'/?). (6.10)
1€3(P)\S

The remainder of the proof splits into the cases of Lemma 6.7 depending on J\ S. In all cases other than
the fifth case, we will show that it is possible to choose constants ¥, ..., ¥4 so that

L+2nppn+ Y, Inl<l, (6.11)
1€I(P)\S
which would imply the claimed inequality. As an example, we explicitly work out the first case of
Lemma 6.7, namely when (x,y,z) € N-(1,1,1). By Lemma 6.7,
J(P)\S={£(1,-3,1,0),+(1,0,-3,1),£(3,-3,—1,1)}.
Plugging into (6.10), we obtain

E[f(1)(t +kid)f (1 +kad) f(1 +k3d)] < @ (14 20001 +47|1] +275 %) + O '72).
Choosing 7, = —1/512 and » = 13 = 74 = 1/8 we have

L+2npnu+4rinl+27nn < 1,

which establishes (6.11) in this case. Note that this discussion matches that in the paragraph following
Proposition 6.1.

For the sixth, eighth, ninth, and tenth cases in Lemma 6.7 setting y; = —1/512and p =3 =7 =1/8
establishes (6.11) in an analogous fashion.

For the second, third, and seventh cases, we set 3 = —1/512 and ¥ = 1» = 7% = 1/8 in order to
establish (6.11).

For the fourth case, we set 74 = —1/512 and y; = 5 = %3 = 1/8 in order to establish (6.11).

Finally, for the fifth case in Lemma 6.7, the above bounding is too crude and we must use the extra
. . +(1,2,1,4) +(3,2,1,4) +(3,2,3,4) S
information from Lemma 6.7 that p; (x,3,2) = p3 (x,3,2) = p3 (x,y,z) = 0 in this
case. Using (6.9) and using pf(x,y,z) = 0 for these values I € J(P)\ S, we find that

E[f()f(t+kad) f (1 + kad) f(1 +kad)] = o (14+2(n1 + 1) *103) + O(N /%)),
Then taking 5 = —1/8 and 9 = 13 = 14 = 1/8 suffices since then
1+2(y+93)*pn < 1. O
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Appendix

A Characterizing degeneracy sets

The aim of this appendix is to prove Lemma 6.7. The computer code (in Python and Magma) are included
as ancillary files in the arXiv version of this paper.

Lemma A.1. Let T be the set of curves
{2X3 +2X?Y +3X*Z + XYZ+ X7 - Y*Z,
2X342X%’Y +X?Z-XYZ-Y?*Z-YZ?,
X4 +2X3Y +3X3Z - XY Z+ X?7% —AXY?Z - 3XYZP —Y3Z - 2¥*72* Y7,
X4 42X3Y +5X3Z +3X2YZ +4X2 72 —2XY?Z+ XY 7P+ X 73 - Y372 —Y? 7,
X4 +4X3Y +3X3Z+2X°Y? 42X Y Z 4+ X272 —2XY 7P —Y? 7P —Y 73,
X4 4X3Y +5X3Z +2X2Y? 4 5XPYZ 4+ 4X2 72 — XY?Z 4 2XYZ* + XZ7° —Y3Z - Y?7%).

None of the curves in T have a positive rational solution.

Proof. This is proved using a variety of computational tools in Magma. To briefly outline the approach,
the first two curves are genus 1 and Magma first proves that the curves have rank 0. Then the size of the
torsion subgroup is computed and searching over points of small height the associated points are found.
One checks that none of these correspond to positive rational solutions.

The remaining four curves are genus 2 and we used Magma to compute the rank of the associated
Jacobian to be 0. Magma then computed all the rational points on these curves and verified that none of
them are positive rational solutions. This is done using a variant of the Chabauty method (see [16] for
further details on such methods). O

We now reduce Lemma 6.7 to a set of modular claims which are then verified with computer assistance.
For each of the 9* = 6561 signatures / we compute p! (X,Y,Z) and p}(X,Y,Z). Our analysis then proceeds
into three separate cases based on whether p! (X,Y,Z) and p}(X,Y,Z) vanish as polynomials in X, Y, Z.

Definition A.2. Given a signature I, define its pattern set to be
(1) = {(x,y,z) € N*: pl(x,y,z) = 0 and p}(x,y,z) = 0}.

Claim A.3 (Signatures with p} =0 and pl, = 0). The pattern I satisfies p' (X,Y,Z) = p4(X,Y,Z) =0 as
polynomials (equivalently Q(I) = N3) if and only if I € {(0,0,0,0),4(1,2,3,4)}.

Proof. Verified with computer assistance by a brute-force search over signatures. O
The signatures {(0,0,0,0),+(1,2,3,4)} occur in the degeneracy set of every pattern.

Claim A.4 (Signatures with p} =0 and p} # 0). Let I be a signature.
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(a) If 1 =+(3,2,1,4) then Q(I) = {(x,y,z) € N> : 2x* + xz—yz = 0}.

(b) IfI =+(3,-3,—1,1) then Q(I) = {(x,y,2) € N> : x> —yz =0}.

(c) IfI ==+(2,3,—2,-3) then Q(I) = {(x,y,2) € N3 : x> +xz —y> = 0}.

(d) If 1 =+(2,1,-2,—1) then Q(I) = {(x,y,z) € N* : 2x3 + 4x?y 4+ x>z + 2xy* — y’z — yz*> = 0}.
(e) IfI=+(3,—1,1,-3) then Q(I) = {(x,y,2) € N* : dx® + dx?y + dx?z + 2xyz +x7> — y’z = 0}.

(f) If I is a signature such that p}(X,Y,Z) =0 and p(X,Y,Z) # 0 and I is not one of the above
signatures, then Q(I) = 0.

Proof. For each I in the first five cases we can check that pi (X,Y,Z) = 0. We then compute a factorization
of p4(X,Y,Z) and remove all factors with all positive coefficients (which can never vanish for x,y,z > 0).
The remaining factor is recorded above.

For each I in the final case, in which pf (X,Y,Z) = 0 and p}(X,Y,Z) # 0, with computer assistance,
we verify that that one of the following is true:

* (2X +Y +2)*p(X,Y,Z) has all coefficients of the same sign;

« all the factors of p}(X,Y,Z) liein TU{X,Y,Z,Y +Z,X+ZX +Y,X +Y +Z2X +Y +Z,2X +
2Y +Z} (T was defined in Lemma A.1).

In both cases, we see that Q(1) = 0. O
Claim A.5 (Signatures with p} # 0 and p} = 0). Let I be a signature.

(a) If 1 = +(3,2,3,4) then Q(I) = {(x,y,z) € N> : 2x? + xz — yz = 0}.

(b) If1is a signature such that p' (X,Y,Z) # 0 and p5(X,Y,Z) =0 and I # +(3,2,3,4), then Q(I) =0

Proof. For I = +(3,2,3,4) we can check that p}(X,Y,Z) = 0. We then compute a factorization of
P} (X,Y,Z) and remove all factors with all positive coefficients. The remaining factor is recorded above.
In the final case, we check that (2X +Y +Z)?p!(X,Y, Z) has all coefficients of the same sign, from

which we deduce Q(I) = 0. O
Claim A.6. Let Jy be the set of signatures I such that following property holds: the polynomials

« ilX,Y,Z)=(2X+Y +2)*pi(X,Y,Z)
« L(X,Y,Z)=(2X+Y +Z)*pi(X,Y,Z)
(X+Y)1(X,Y,Z) - o(X,Y,Z)
(

. f1(X.Y.Z

( )=
( )=

* (XY, Z) =
( )=02X+Y+2)(X,Y,Z2)— f,(X,Y,Z)
( )=

* 5(X,Y,2)=Xfi1(X,Y,Z) - f(X,Y,Z)

are all nonzero and each does not have all of its coefficients the same sign. Then |Jo| = 122.
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Proof. Verified with computer assistance by a brute-force search over signatures. O
Claim A.7 (Signatures with p} # 0 and p} # 0). Let I be a signature.
(a) If 1 =+(1,2,1,4) then Q(I) = {(x,y,z) € N3 : 2x* + xz—yz = 0}.

(b) IfI = £(1,-3,1,0) then Q(I) = {¢- (1,1,1) : £ € N}
(c) If1 = £(1,0,—3,1) then Q(I) = {¢-(1,1,1) : £ € N}.

(e) IfI =+

(
(1,

(d) If1==+(0,3,2,3) then Q(I) = {¢-(1,3,2) : £ € N}
(3,0,—1,3) then Q(I) = {£-(1,4,4) : £ € N}
(

() IfI = £(4,0,1,4) then Q(I) = {¢-(2,1,1) : £ € N}.

(g) If I is a signature such that p}(X,Y,Z) # 0 and p5(X,Y,Z) # 0 and I is not one of the above
signatures, then Q(I) = 0.

Proof. For any signature I ¢ Jy (as defined in Claim A.6) with p}(X,Y,Z) # 0 and p}(X,Y,Z) # 0 (as
polynomials), one has Q(/) = @ by an easy application of Claim A.6. This is because, e.g., such a
signature will satisfy a property such as

X+Y)A(X,Y,Z) - fo(X,Y,Z)

has all positive coefficients and is a nonzero polynomial, where f;(X,Y,Z) = (2X +Y +Z)* p§- (X,Y,Z)
for j = 1,2. But any (x,y,z) € N° satisfying p! (x,y,z) = p(x,y,z) = 0 must be a root of this polynomial,
which is a contradiction as x, y,z are positive.

For the remainder of the proof, we can assume that / € J.

For I = +(1,2,1,4), we compute

ged(ph(X,Y,2), p4(X.Y,Z)) = (X +Y + 2)(2X>+ XZ - Y Z),

hence the result.

For each I € Jp \ {%(1,2,1,4)}, which is a total of 120 explicit cases, using Magma, we check that
the equations p!(X,Y,Z) = 0 and p}(X,Y,Z) = 0 cut out a zero-dimensional subscheme of the projective
space IP’%Q (in Magma, such objects are called “clusters”). Using the RationalPoints function in Magma,
we compute all rational ratios X : Y : Z that provide a solution to both equations. This function is rigorous
when applied to zero-dimensional schemes. We record the positive solutions as Q(7). O

Claims A.3, A.4, A.5, and A.7 together cover all signatures. They are summarized in Table 2.

Now, in order to compute the possible degeneracy sets J(P) for a pattern P, note that P = {0,x,x +
y,2x+y+z} must satisfy p! (x,y,z) = p}(x,y,z) = 0 for any I € J(P) and therefore P € Q(I). Therefore
any such I € J(P) must have a nonempty pattern set so must be one of the signatures explicitly listed in
Table 2.

Note that any I € S = {(0,0,0,0),£(1,2,3,4)} will be in every J(P) by Claim A.3. Beyond that
J(P) is composed of the signatures [ listed above which contain (x,y,z) in their pattern set. Therefore it
remains merely to understand how the pattern sets in Table 2 divide up the space of patterns.
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1 Q(I)

+(3, 2,1,4) {2x? +xz —yz =0}
:l:(37 1) {_xz—yz:()}
:l:( 3y T ’ 3) {x2+xz—y2:O}
+(2,1,-2,—1) {23 +4x%y +x%z+2x)* —y?z—yz2 = 0}
+(3,-1,1,-3) {4 +4x?y+4x%z+ 2xy7+ x> —y*2 =0}
+(3,2,3,4) {2x* + xz—yz =0}
+(1,2,1,4) {22 +xz —yz = 0}
+(1,-3,1,0) N-(1,1,1)

i(l 0,-3 1) N-(1,1,1)

i(, ,1, ) N-(2,1,1)

(0,0,0,0) N3

+(1,2,3,4) N3

Otherwise 0

Table 2: The pattern set for each signature

Claim A.8. Let I} and I, be signatures in
{£(3,2,1,4),+(3,-3,-1,1),£(2,3,-2,-3),+(2,1,-2,—1),£(3,—1,1,-3),+(3,2,3,4),£(1,2,1,4) }.
Then either Q(I}) = Q(h) or Q(I;) NQ(L) = 0.

Proof. Tt suffices to verify that no pair of equations, e.g. 2x> 4 xz — yz = 0 and 2x3 4 4x%y 4 x%z + 2xy” —
y?z —yz> = 0, has a positive rational solution. This is done by verifying in Magma that they cut out
a zero-dimensional scheme in IP’%Q and then using RationalPoints to verify that there is no positive
rational solution. U

Chaining all these claims, we finally deduce Lemma 6.7.
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