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abstract: The rapid global loss of biodiversity calls for improved

predictions of how populations will evolve and respond demo-

graphically to ongoing environmental change. The heritability (h2)

of selected traits has long been known to affect evolutionary and de-

mographic responses to environmental change. However, effects of

the genetic architecture underlying the h2 of a selected trait on pop-

ulation responses to selection are less well understood.We use deter-

ministic models and stochastic simulations to show that the genetic

architecture underlying h2 can dramatically affect population viabil-

ity during environmental change. Polygenic trait architectures (many

loci, each with a small phenotypic effect) conferred higher population

viability than genetic architectures with the same initial h2 and large-

effect loci under a wide range of scenarios. Population viability also

depended strongly on the initial frequency of large-effect beneficial

alleles, withmoderately low initial allele frequencies conferring higher

viability than rare or already-frequent large-effect alleles. Greater

population viability associated with polygenic architectures appears

to be due to higher short-term evolutionary potential compared with

architectures with large-effect loci. These results suggest that integrat-

ing information on the trait genetic architecture into quantitative ge-

netic and population viability analysis will substantially improve our

understanding and prediction of evolutionary and demographic re-

sponses following environmental change.

Keywords: adaptation, conservation genomics, extinction, natural

selection, population dynamics, quantitative genetics.

Introduction

One of the most urgent undertakings for science is to un-
derstand how biodiversity will respond to human-driven
environmental change (Stockwell et al. 2003; Urban et al.
2016; Wilson 2016; Mills et al. 2018; Nadeau and Urban
2019). Populations can persist through environmental
change either by shifting their geographic distributions

to track suitable habitats or by adapting to changing local
conditions (Pease et al. 1989). Predicting how popula-
tions will evolve and respond demographically to selec-
tion imposed by environmental change (e.g., globalwarm-
ing) is a difficult task, but it is crucial to understanding
and mitigating the ongoing extinction crisis (Stockwell
et al. 2003; Chevin and Lande 2010; Alberto et al. 2013;
Urban et al. 2016; Funk et al. 2019; Shaw 2019).
This need has motivated several theoretical and simulation-

based analyses of evolutionary and demographic responses
to selection induced by environmental change (Pease et al.
1989; Lynch et al. 1991; Gomulkiewicz et al. 2010; Nunney
2015; Bay et al. 2017). These studies generally combined
models of the genetic basis of a selected phenotype, fitness
as a function of phenotype, and density-dependent fitness
to link adaptation to population dynamics under environ-
mental change. Such models can be used to identify at-risk
populations, and to identify the factors that most strongly
affect population responses to environmental change and
potential resource management strategies to mitigate extinc-
tion risk.
Realistic genetic models of variation in selected pheno-

types are crucial for inferring evolutionary and demo-
graphic responses to selection. The expected phenotypic
response per generation has long been known to be pro-
portional to the selected trait’s heritability (h2, the pro-
portion of phenotypic variance due to additive genetic
effects). Therefore, h2 is a key genetic parameter for mod-
eling evolutionary and demographic responses to envi-
ronmental change (Lynch and Lande 1993; Gomulkie-
wicz and Holt 1995; Falconer and Mackay 1996; Chevin
and Lande 2010; Urban et al. 2016; Nadeau and Urban
2019). Population genetics theory shows that the genetic
architecture of a trait (i.e., the number, distribution of ef-
fect sizes, and allele frequencies of the loci underlying h2)
can strongly affect the temporal dynamics of h2 and set
the limits of adaptive phenotype evolution (Chevalet 1994;
Walsh and Lynch 2018).
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Polygenic traits (affected bymany loci, each with a small
effect) are expected to have higher evolutionary potential
than traits with large-effect loci and the same initial h2.
This is because h2 and the rate of adaptation are expected
to decline more rapidly during adaptation for traits with
large-effect loci than when a selected trait is polygenic (Che-
valet 1994; Barton and Keightley 2002; Walsh and Lynch
2018). This makes the scope for potential adaptive pheno-
typic evolution generally larger for polygenic traits than for
traits with the same initial h2 and large-effect loci. Pop-
ulations with polygenic selected phenotypes may therefore
be substantially more likely to adapt to new conditions
and to remain viable through environmentally induced
selection than when large-effect loci are responsible for
much of the h2. Knowing the initial h2 of the selected trait
and using realistic models of the genetic basis of pheno-
typic variation could hence be crucial to inferring biolog-
ical responses to environmental change. However, most
previous analyses of the response to environmental change
either did not measure h2 or assumed that h2 was con-
stant during bouts of selection (Lande 1983; Pease et al.
1989; Lynch and Lande 1993; Bürger and Lynch 1995;
Gomulkiewicz and Holt 1995; Gomulkiewicz et al. 2010;
Nunney 2015; Bay et al. 2017; Chevin 2019). For exam-
ple, Nunney (2015) and Bay et al. (2017) did not account
for h2 in their population genetic analyses of the effects of
trait genetic architecture on population dynamics. Lande
(1983), Gomulkiewicz et al. (2010), and Chevin (2019) as-
sumed that the genetic variance contributed by loci with
small effects remained constant through time. However,
the selection response is expected to alter the genetic var-
iance, and the resulting temporal variation in h2 can sub-
stantially affect the evolutionary response (Walsh and
Lynch 2018).
Omitting h2 or the effects of genetic architecture on tem-

poral variation in h2 may result in unreliable inferences of
evolutionary and demographic responses to environmen-
tal change. Recent studies show that many fitness-related
traits are highly polygenic (Boyle et al. 2017). Assuming
that h2 is constant through time despite adaptive evolu-
tion—consistent with the infinitesimal model of inheri-
tance in a large population—may be reasonable in such
cases. Many other traits, including some that are likely im-
portant for adaptation to climate change (Thompson et al.
2019), are governed by loci with very large phenotypic ef-
fects and a broad range of allele frequencies (Barson et al.
2015; Kardos et al. 2015; Epstein et al. 2016; Lamichhaney
et al. 2016; Jones et al. 2018; Pearse et al. 2019; Thompson
et al. 2019). This emerging picture of a large diversity in the
genetic architecture of fitness traits, and the importance of
genetic architecture to adaptive potential, suggests that in-
cluding information on both the initial h2 and the underly-
ing genetic architecture of the selected phenotype(s) might

substantially improve our understanding and prediction of
evolutionary and demographic responses to environmen-
tal change.
The objective of this article is to determine when the

genetic architecture of a selected phenotype affects the vi-
ability of populations subjected to a shifting phenotypic
optimum caused by environmental change. To address
this, we developed deterministic evolutionary-demographic
models and stochastic, individual-based simulations that
account for the initial h2 and the effects of the genetic archi-
tecture on the temporal change of h2.

Methods

A Deterministic Model of Population Responses
to Environmental Change

We first develop a deterministic evolutionary-demographic
model that builds on previous approaches used to investi-
gate evolutionary rescue (Lande 1983; Lynch and Lande
1993; Gomulkiewicz and Holt 1995; Chevin and Lande
2010; Gomulkiewicz et al. 2010). We use this model to de-
termine expectations for phenotypic evolution and popula-
tion growth under a range of simple genetic architectures
with purely additive phenotypic effects, multiple unlinked
loci with equal phenotypic effects, and no linkage disequi-
librium, epistasis, or plasticity. Further down we evaluate
the effects of linkage disequilibrium and varying pheno-
typic effects among loci in the analysis of this model.
Wemodel sexually reproducing,nonselfing, diploidpop-

ulations that have discrete generations and follow a dis-
crete logisticmodel of density-dependent population growth
(May 1974). Individual fitness is a Gaussian function of a
quantitative trait, with thefitness of an individual with phe-
notype value z being

W(z)pWmax exp

�

2
(z 2 v)2

2c2

�

, ð1Þ

where Wmax is the fitness (expected lifetime reproductive
success) of an individual with optimum phenotype value
v when the population size N is very close to zero and c2

defines the width of the fitness function. The population
has an initial mean phenotype of �z0 equal to the initial phe-
notypic optimum v0. The selected phenotype is assumed to
be normally distributed with additive genetic (VG) and ran-
dom environmental (VE) variance components summing
to the total phenotypic variance Vz (h

2
p VG=V z). The

phenotype’s probability density function is

P(z)p
1

jz

ffiffiffiffiffiffi

2p
p exp

�

2
(z 2 �z)2

2V z

�

, ð2Þ

where �z is the mean phenotype and jz is the phenotype
standard deviation. The term �z is calculated as
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�z p v0 1 n
X

3

ip1

f 0ig i 2 �G0, ð3Þ

where f 0i is the frequency of the ith of the three possible
genotypes per diallelic locus, gi is the genetic value of the
ith of the three possible genotypes per locus, n is the num-
ber of diallelic loci affecting the trait, and �G0 is the value
of the second term (i.e., the mean additive genetic value
among individuals in the population) in the first genera-
tion. The term gi is calculated as

g i p aφ, ð4Þ

where a is half the phenotypic difference between the two
alternative homozygous genotypes and φ is the number of
copies of the allele that confers a larger phenotype (the A1
allele) in the ith of the three possible genotypes. The third
term in equation (3) ensures that �z0 is exactly equal to v0
and is necessary because the focal allele at each locus in-
creases the size of the phenotype (i.e., a in eq. [4] is always
positive). A sudden environmental change permanently
shifts v from its initial value v0 in the first generation to
v1, thus imposing directional selection on the phenotype
and an environmental challenge to population persistence.
We assume that the A1 allele has the same initial fre-

quency p0 at each locus. Furthermore, the frequency of the
A1 allele(s) is assumed to evolve identically at each of the
n loci, such that p in generation t 1 1 at each locus is

pt11 p
p2t �w11,t 1 pt(12 pt)�w12,t

�wt

, ð5Þ

where �w11,t and �w12,t represent the mean relative fitness of
homozygous A1A1 genotypes and heterozygous A1A2 ge-
notypes in generation t, respectively, and �wt is themean in-
dividual fitness in generation t. Mean absolute individual
fitness in the population is calculated by integrating over
the product of the fitness and phenotype density functions:

�W p

ð

W(z)P(z) dz: ð6Þ

Themean genotype-specific relative fitness (i.e., �w11 or �w12)
is calculated as in equation (5) except with the variance (Vz)
andmean (�z) of the phenotype probability density function
in equation (2) being conditional on holding the genotype
constant at a locus. The Vz conditional on holding the ge-
notype constant at a locus is

V z,C p

X

n21

ip1

2p(12 p)a2
1 VE: ð7Þ

Themean phenotype conditional on holding the genotype
constant at a locus is

�z g p v0 1 g 0 1 (n2 1)
X

3

ip1

f 0ig i 2 �G0, ð8Þ

where g0 is the genetic value of the single-locus genotype
being held constant (i.e., g 0 p 0 for genotype A2A2, g 0 p
a for A1A2, and g 0 p 2a for A1A1).
We calculate h2 each generation as

h2
p

Pn
ip12pi(12 pi)a

2

V z

: ð9Þ

Population size (N) in generation t 1 1 is calculated fol-
lowing the discrete logistic model as

N t11 p N t exp ln( �W t) 12
N t

K

� ��

,

�

ð10Þ

where K is the carrying capacity. We numerically iterated
this model for 80 generations to evaluate the effects of the
number of loci underlying h2 on the evolutionary and de-
mographic responses to a sudden shift in the optimum
phenotype due to an environmental change.
We chose combinations of parameter values to test ef-

fects of the genetic architecture of a relatively highly her-
itable trait on population persistence under strong envi-
ronmentally induced selection (i.e., v1 in the far right
tail of the initial phenotype distribution; fig. 1). We first

Figure 1: Fitness function and phenotype distribution at the onset
of selection in our deterministic model. The phenotype probability
density distribution is shown in black (left vertical axis). The verti-
cal dashed line shows the initial mean phenotype �z0. The gray
dashed line represents the Gaussian fitness function with standard
deviation cp 6 (right vertical axis). The vertical dotted line shows
the new optimum phenotype v. Integrating over the product of the
phenotype and fitness functions (see eq. [6]) yields the mean intrin-
sic fitness ( �W) in the population (i.e., ignoring effects of population
density).
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considered the simple case where either one or two large-
effect loci (large-effect architectures) or 100 loci with small
effects (polygenic architecture) contributed to VG. We set
parameters values as maximum fitnessWmax p 1:5, initial
heritability h2

0 p 0:6, initial phenotype varianceVP p 10,
initial mean phenotype �z0 p 100, initial optimum pheno-
type v0 p 100 (in arbitrary units), new optimum pheno-
type v1 p 110 (3.2 standard deviations from v0), width
of the fitness function cp 6, the initial population size
N0 p 500, and carrying capacity K p 1,000. Each of the
small-effect loci contributed equally to VG. The fitness
function and the initial phenotype probability density dis-
tribution are shown in figure 1. This combination of pa-
rameters yields an initial mean absolute fitness of �W p
0:44 and therefore a rapid initial decline in population
size. We considered a population extinct when N was less
than 2. Note that this model, and the models below, con-
trol for the initial evolvability (mean-scaled additive ge-
netic variance; Hansen et al. 2011) in addition to h2

0.
The strong effect of the initial frequency of large-effect

alleles on the temporal dynamics of h2means that it is cru-
cial for the p0 values to be biologically meaningful. Large-
effect alleles occur across a wide range of frequencies in
natural populations (Johnston et al. 2013; Barson et al.
2015; Küpper et al. 2015; Thompson et al. 2019). For ex-
ample, the GREB1L locus strongly affects seasonal timing
of migration from the ocean to freshwater (ranging from
spring to fall) in Chinook salmon and steelhead (Thomp-
son et al. 2019). The allele associated with earlier entry into
freshwater occurred at frequencies ranging from 0.002
to 0.488 across three populations (Thompson et al. 2019).
Several mechanisms, including balancing selection (e.g.,
net heterozygous advantage or spatial variation in pheno-
typic optima), gene flow among populations with different
phenotypic optima, and directional selection associated with
historical environmental change can lead to large-effect poly-
morphisms occurring across a wide range of allele frequen-
cies (Johnston et al. 2013; Barson et al. 2015). We therefore
consider a broad range of initial frequencies of common
beneficial alleles in our analysis of this model (p0 p 0:1,
0.25, 0.5, 0.75, or 0.9) at each of n loci that affect the selected
trait. Evolutionary potential is determined by p0 in this sce-
nario when h2

0 is held constant (Walsh and Lynch 2018).
Varying p0 while holding h2

0 constant therefore allows us
to evaluate the influence of evolutionary potential on popu-
lation dynamics in this simplisticmodel. Note, however, that
this analysis does not address historical factors that deter-
mine p0. Below we model initial allele frequencies as deter-
mined by historical mutation and selection in individual-
based simulations.
While this model is useful for understanding popula-

tion responses to selection, it makes some assumptions
that are unlikely to hold in natural populations (e.g., no

selection-induced linkage disequilibrium). Linkage dis-
equilibrium among loci affecting a selected phenotype could
be substantial and may affect the pace of adaptation when
multiple loci are involved and locus-specific selection is
strong (Barton and Turelli 1991). This model (and previ-
ous similar models) also assumes that the selected pheno-
type is normally distributed.However, strong selection and/
or large-effect loci might skew the phenotype distribution
away from normality (Barton and Turelli 1991). We there-
fore repeated the above analyses, this time implementing
an explicit simulation-based model of genotype and the
phenotype distributions for thismodel (details are provided
in the supplemental PDF, available online). The simulated
phenotypes were approximately normally distributed (fig. S1;
figs. S1–S28 are available online).

A Stochastic, Individual-Based Simulation Model
of Population Responses to Environmental Change

While deterministic models, such as the ones described
above, are useful for understanding expected responses
to selection, they do not incorporate the potentially im-
portant effects of evolutionary and demographic stochas-
ticity on population responses to a changing environment.
We therefore developed a stochastic, individual-based sim-
ulationmodel of evolution and population dynamics under
environmentally induced selection. This model simulates
populations forward in time with density-dependent fit-
ness and viability selection on a quantitative trait. The ini-
tial population size was set toN0 p 500 individuals, with a
carrying capacity of K p 1,000 individuals. Fitness was
density dependent and followed the discrete logistic model
of population growth in equation (10). Mates were paired
at random, with no self-fertilization allowed. The number
of offspring per breeding pair was Poisson distributed (i.e.,
assuming randomly distributed fecundity among breeding
pairs) with an arbitrarily assigned mean and variance of
four offspring. Alleles were transferred from parent to off-
spring following Mendelian probabilities.

Simulating the Selected Phenotype. The selected pheno-
type had an initial variance of V z p 10 and an initial her-
itability of h2

0 p 0:6. Individual i’s phenotype was

zi p v0 1
X

n

jp1

ςjiaj 1 εi 2
�G0, ð11Þ

where v0 is the specified optimum (equal to the initial
mean) phenotype in the first generation, �G0 is the mean
additive genetic value among individuals (i.e., the second
term in eq. [10]) in the first generation, ςji is individual
i’s count of the allele conferring a larger phenotype at
the jth of n loci, aj is the phenotypic effect of the positively
selected allele (i.e., the allele conferring a larger phenotype)
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at the jth locus, and the environmental effect εi is drawn at
random from a normal distribution with meanp 0 and
variancep VE. As in equations (3) and (8), the2�G0 term
in equation (11) ensures that the selected phenotype distri-
bution is centered around v0 in the first generation. We
simulated phenotypes as a function of one or two large-
effect loci or 100 small-effect loci, each with the same ini-
tial beneficial allele frequency p0 and effect size a (consis-
tent with the deterministic models above). Each locus had
additive phenotypic effects, and there was no epistasis.

Fitness as a Function of Phenotype. Each population was
subjected to viability selection on the simulated pheno-
type. The expected (deterministic) fitness (w) for each in-
dividual in generation t was calculated as in equation (1).
The mean deterministic fitness in generation t ( �W t),Nt , and
K were applied to equation (10) to find the deterministic
expected population size in generation t 1 1 (N exp,t11, the
total expected number of offspring left by generation t).
The mean probability of surviving to breeding age among
individuals in generation t was then calculated as

�s p
Nexp,t11

N t�no

, ð12Þ

where �no is the mean number of offspring per breeding
pair. The number of individuals in generation t surviving
to maturity was calculated as

N s,t p

X

N t

ip1

ri

�

0 if ri 1 �s,

1 if ri ≤ �s,
ð13Þ

where ri is a number selected at random from a uniform
distribution bounded by 0 and 1 (using the runif function
in R). This is equivalent to a random draw from binomial
distribution with parameters Nt and�s. Then, Ns,t individu-
als surviving to maturity in generation t are selected at
random fromNt individuals with sampling weight w, such
that individuals with z closer to v are more likely to survive
to maturity. We calculated the extinction rate each gener-
ation as the proportion of 500 replicate simulated popu-
lations with less than two individuals remaining. A flow
chart summarizing the structure of the individual-based
simulation model is shown in figure S2.

Simulations of Different Life Histories, Heritabilities,
and Allele Frequency Distributions

The simulations above assumed that all of the positively
selected alleles conferring a larger phenotype have the same
p0 and equal phenotypic effects. A more realistic situation
is likely where a selected phenotype is governed by both
large- and small-effect loci across a wide range of initial
allele frequencies. We therefore modified our individual-
based simulation model to evaluate the effects of genetic
architecture on population responses to selection when both

large- and small-effect loci with awide range of initial allele
frequencies were present. The selected phenotype had an
initial heritability of h2

0 p 0:6.
We ran simulations with and without a single large-

effect locus. For simulations with a large-effect locus,
we attributed 90% of the VG to the large-effect locus as
2pqa2

p 0:9VG. The remaining 10% of the VG was split
evenly among the other 99 loci. For simulations without
a large-effect locus, the VG was split evenly among all
100 loci. The residual phenotypic variance (VE) was at-
tributed to random environmental differences among in-
dividuals (VE p V z 2 VG; VG p h2V z). The initial fre-
quency of the positively selected large-effect alleles was
drawn at random from a uniform distribution ranging
from 0.05 to 0.95. We set these p0 limits to avoid extremely
large phenotypic effects (i.e., extreme values of a) at large-
effect loci while incorporating a broad range of large-effect
allele frequencies as observed in natural populations (Bar-
son et al. 2015; Thompson et al. 2019). The p0 values at the
small-effect loci were drawn at random from a beta dis-
tribution with parameters a and b each set to 0.5, which
results in a typical U-shaped allele frequency distribution
where most loci had the minor allele at low frequency (Ki-
mura 1984, p. 147).
We parameterized these simulations to approximately

mimic two divergent life histories including high survival
combinedwith low fecundity (e.g., largemammals;Mduma
et al. 1999) and low survival combined with high fecun-
dity (e.g., free-living corals; Fadlallah 1983) to determine
whether life-history strategy affected the results. The max-
imumfitness (Wmaxp the expected reproductive success of
a perfectly adapted individual at very low population den-
sity) was Wmax p 1:5 for large mammals (mean number
of offspring per breeding pairp 4; survival to maturity
probabilityp 0:75) and Wmax p 1:3 for corals (mean
number of offspring per breeding pairp 26; survival to
maturity probability p 0:1). Note that Wmax is equivalent
to the geometric population growth rate (l) for a perfectly
adapted population withN very near zero. For simulations
of approximate large-mammal and coral life histories, we
assumed N0 p 500 and K p 1,000 for the former and
N0 p 10,000 and K p 20,000 for the latter. We initially
ran 1,000 coral and large-mammal simulation repetitions
(500 with a large-effect locus and 500 with a polygenic trait
architecture) to evaluate the effects of genetic architecture
on the population responses to selection associated with
the shifted phenotypic optimum. We ran 1,500 additional
simulations with a large-effect locus and 99 small-effect
loci affecting the selected phenotype to determine how p0
of a large-effect locus affected population dynamics.
We varied the parameter values of our individual-based

simulations using a large-mammal life history to test whether
our findings hold across a range of other scenarios. For
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example, the size of the shift in v (particularly with refer-
ence to the width of the fitness function [c]) is a key param-
eter, as it determines the effect of an environmental change
on fitness. Ourmain analyses considered a sudden increase
in v of 10 units (fig. 1), such that the new optimum pheno-
type was in the far right tail of the initial phenotype distri-
bution and elicited a substantial decrease in fitness (see
“Results”). We added a scenarios where v shifted by only
5 and 7.5 units to test the effect of trait genetic architecture
on population dynamics associated with weaker selection
arising from smaller changes in the optimum phenotype.
We also accounted for potential effects of variation in other
parameters by simulating lower and higher initial heritabil-
ity of the selected trait (h2

0 p 0:4 and 0.8), gene flow from a
population where v was held constant at v0, weaker effects
at large-effect loci (i.e., the large-effect locus being respon-
sible for 50% and 70% of VG), a stochastic linear temporal
increase in v (instead of a sudden shift, as above; Lynch and
Lande 1993), selection with linked loci (on 10 chromosome
pairs), and plasticity in the selected phenotype. The meth-
odological details of these simulation scenarios are de-
scribed in the supplemental PDF.
Last, we developed another individual-based simula-

tion model that explicitly accounts for effects of histor-
ical factors on the allele frequency distribution at the on-
set of environmental change and subsequent responses to
selection. These simulations used a long burn-in period
(≥1,000 generations) to allow the VG to reach approxi-
mate mutation-drift-selection equilibrium before shifting
the phenotypic optimum. The details of this model are de-
scribed in the supplemental PDF.

Effects of the Short-Term Selection Limit
on Population Dynamics

Effects of genetic architecture on responses to environ-
mental change may be driven largely by variation in the
potential for populations to evolve rapidly. To test this,
we defined a short-term selection limit (L) and quantified
its relationship to population viability in our individual-
based simulations with different genetic architectures un-
derlying the selected phenotype. We defined L as the ex-
pected adaptive change in the mean phenotypic (�z) over t
generations, assuming that the difference between �z and
the phenotypic optimum (v) is constant through time (i.e.,
an increase in �z over a generation results an equivalent in-
crease in v) and that natural selection is the only driver of
phenotypic evolution. Therefore, L measures the potential
of a population to evolve in response to selection over the
short term under the idealistic conditions of consistently
strong selection and no genetic drift.
We used numerical methods to calculate the initial L

at the beginning of each simulation repetition (L0) in the

scenarios with a large-mammal life history and no muta-
tion. We first used equations (4)–(7) to calculate the ex-
pected change in the allele frequencies and mean pheno-
type over the first t p 10 generations under the conditions
outlined above. We chose t p 10 generations because most
simulated populations that persisted began increasing in
size by the tenth generation (see “Results”). Then, L0 was
calculated as the difference between the predicted mean
phenotype at t p 10 generations and the mean phenotype
at the beginning of the simulation.
We used regression analysis to measure the relation-

ship between L0 and population viability. The glm func-
tion with a logit link function in R was used to fit gener-
alized linear models (GLMs) with population persistence
as the response (coded as 0 for extinct populations and as
1 for populations that persisted for 80 generations) and
with L0 as the predictor. We fitted separate GLMs for
the 500 simulations with a large-effect locus and for the
500 simulations with a polygenic selected trait in each
simulation scenario. The odds ratios from the GLMs were
used to measure the size of the effect of L0 on population
viability. We also analyzed the data from all simulation
scenarios (both with and without large-effect loci) com-
bined in a single GLM to evaluate the influence of L0 on
population persistence across all of the analyzed scenarios
and genetic architectures. Finally, we quantified the tem-
poral dynamics in L across the first 30 generations in each
simulation scenario to determine how the potential for
rapid evolution changed throughout the selection response
under different genetic architectures.

Statistical Analysis of Extinction Rate

We constructed 95% percentile bootstrap confidence in-
tervals (Efron and Tibshirani 1994) for the proportion of
extinct populations in each simulated scenario. First, we
randomly resampled h simulated data sets 1,000 times, with
replacement, from the h original simulation repetitions. For
each of the 1,000 bootstrap samples, we calculated the pro-
portion of the h resampled populations that were extinct
(N ! 2 individuals) in each of the 80 generations. We con-
structed the 95% bootstrap confidence intervals for the ex-
tinction rate for each of the 80 generations as the 2.5% and
97.5% quantiles from the bootstrap distributions.

Results

Deterministic Predictions of Evolutionary and
Demographic Responses to Environmental Change

Results from our deterministic model suggest that the
genetic architecture underlying the h2 of a selected trait
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strongly affects the evolutionary and demographic re-
sponses to a sudden environmentally induced shift in the
phenotypic optimum v. First, phenotypic evolution and
population growth after the onset of selection were highly
dependent on the initial frequency p0 of large-effect alleles
but relatively insensitive to p0 when many small-effect loci
were involved (fig. 2). Populations with already-frequent
large-effect beneficial alleles did not have enough evolu-
tionary potential to remain viable. For example, popula-

tions with a single large-effect locus and p0 ≥ 0:5 all be-
came extinct before 30 generations, as they were unable
to approach the new phenotypic optimum. However, pop-
ulation size N eventually approached carrying capacity K
in populations with p0 ! 0:5. The time to reach N ≈ K
was approximately 25 generations longer when there was
a single large-effect locus and p0 p 0:25 compared with
p0 p 0:1 (fig. 2A). With two large-effect loci, the expected
time to reach N ≈ K was nearly identical for p0 p 0:1 and

Figure 2: Deterministic predictions of population size (N; top row), trait heritability (h2; middle row), and mean phenotype (bottom row)
through time in density-regulated populations with a single large-effect locus (A), two large-effect loci (B), and 100 small-effect loci (C) affect-
ing a quantitative trait under selection after a sudden environmental change. Initial population size was N p 500 with carrying capacity of
K p 1,000, and the initial heritability was h2

0 p 0:6 in all cases. The optimum phenotype shifted from v0 p 100 to v1 p 110 in the first gen-
eration. Line types indicate the initial frequencies of the positively selected allele(s) conferring a larger phenotype, as indicated in the key.
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p0 p 0:25. Populations with two large-effect loci recovered
slowly with p0 p 0:5 and became extinct by 20 generations
with p0 1 0:5 (fig. 2B).
The rate of adaptation and recovery of population size

was much less affected by p0 when the selected trait was
polygenic, with the phenotype approaching the new phe-
notypic optimum v1 andN approaching K for all values of
p0 (fig. 2C). Results from analyses of this model with ini-
tial heritability h2

0 p 0:4 and h2
0 p 0:8 were qualitatively

equivalent to the results presented here (figs. S3, S4). Re-
peating these analyses with simulated phenotypes to ac-
count for selection-induced linkage disequilibrium and
any deviation from the assumed normal phenotype distri-
bution did not substantively affect the results (supple-
mental PDF; fig. S5).

Stochastic, Individual-Based Simulations of Evolutionary
and Demographic Responses to Environmental Change

Similar to the deterministic results, our individual-based
simulations show that the lowest initial positively selected,
large-effect allele frequency (p0 p 0:1) conferred substan-
tially increased adaptation, demographic recovery, and a
lower extinction rate compared with beneficial, large-effect
alleles with higher p0 (fig. 3A, 3B). The phenotypic response
to selection was larger over the long run for the polygenic
architecture than with large-effect loci for all p0. This led
to the polygenic architecture conferring a lower extinction
rate and larger N on average compared with the large-effect
genetic architectures for all p0 values except p0 p 0:1, in
which case the large-effect loci resulted in faster adaptive
phenotypic evolution and population size recovery from se-
lection (along with lower extinction rates) compared with
the polygenic architecture. Repeating these individual-based
simulations with h2

0 p 0:4 and h2
0 p 0:8 generated results

that agreed qualitatively with those presented here (h2
0 p 0:6;

figs. S6–S9).

Simulations of Different Life Histories
and Allele Frequency Distributions

Results from our simulations of populations with variable
p0 are similar to those of the simpler models presented above,
with the very large-effect alleles conferring less adaption,
smaller population sizes, and a higher extinction rate on
average than when the selected trait was polygenic (fig. 4).
Many populations with an already-frequent large-effect
allele were unable to reach the new phenotypic optimum.
Note though that some populations in which the large-
effect beneficial allele was initially rare overshot the pheno-
typic optimum. Populations with a polygenic selected trait
more closely matched the new phenotypic optimum on av-
erage compared with the populations with a large-effect lo-

cus (fig. 4). The extinction rate at generation 80 was
2.0 times higher with the large-effect locus (64% extinction
rate) compared with the polygenic architecture (32% ex-
tinction rate) in simulations assuming a large-mammal life
history. Similarly, the extinction rate was 2.7 times higher
among populations with a large-effect locus (72% extinction
rate) compared with the polygenic architecture (27% ex-
tinction rate) in simulations assuming a free-living coral-
like life history.
These simulation results further suggest that p0 at large-

effect loci strongly affects population dynamics (fig. 5). The
average final population sizes were highest for both life his-
tories when p0was∼0.1–0.2. The lower average population
growth with p0 ! 0:1 is likely caused by rare, positively se-
lected alleles frequently being lost to genetic drift as the
populations initially declined rapidly due to selection. The
weaker evolutionary and demographic response in popula-
tions with already-frequent, large-effect beneficial alleles
(fig. 4) resulted in lower population growth rates and even-
tual extinction in a large fraction of populations with p0 1
0:2. Strikingly, all of the populations with a coral life his-
tory and p0 1 0:5 became extinct by generation 80.
Polygenic architectures conferred higher population via-

bility on average comparedwithwhen large-effect loci were
present for all of the alternative simulation scenarios: lower
and higher initial heritability than above, gene flow from a
population with a stationary phenotypic optimum, linked
loci, weaker effect sizes at large-effect loci, a stochastic lin-
ear temporal increase in v, phenotypic plasticity, a smaller
shift in v (from 100 to 107.5), and mutation and historical
stabilizing selection (supplemental PDF; figs. S6–S17). How-
ever, the increased evolutionary and demographic responses
to selection associated with polygenic architecture was
smaller when there was immigration from a population
with a stationary v (figs. S10, S11), when the large-effect
loci contributed a smaller fraction of the genetic variance
VG (fig. S12), and when the environmentally induced shift
in the optimum phenotype was smaller (see detailed re-
sults in the supplemental PDF). For example, the extinction
rate at 80 generations was only 1.53 times higher with a
large-effect locus than for the polygenic architecture (com-
pared with a twofold difference in the simulations of closed
populations above) when there were four immigrants per
generation from a population with a stationary phenotypic
optimum (supplemental PDF; fig. S9; similar results for
eight immigrants/generation are shown in fig. S10). The
extinction rate for populationswith a large-effect locus con-
tributing only 50% of the VG was only 1.28 times higher
than that in populations with a polygenic architecture (sup-
plemental PDF;fig. S12). For populationswith a smaller shift
in the phenotypic optimum (v0 p 100 and v1 p 107:5),
the extinction rate was 8.6% in the populations with a
large-effect locus explaining 90% of the VG, and only 0.5%
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among populations with a polygenic selected phenotype
(fig. S16). Less than 1% of all populations became extinct
when the phenotypic optimum shifted from v0 p 100 to
v1 p 105 (fig. S16).

Effects of the Short-Term Selection Limit
on Population Dynamics

Population viability (i.e., persistence vs. extinction) was
statistically significantly associated with the initial short-

term selection limit L0 (P ! :05) in seven of the eight sim-
ulation scenarios with a large-effect locus (figs. 6, S19–S26;
table S1; tables S1, S2 are available online). The only sce-
nario with a large-effect locus where population viability was
not statistically significantly associated with L0 was when the
selected phenotype was strongly plastic (plasticity parameter
mp 0:4; fig. S26), where the extinction rate was only 3%.
The odds ratios from the GLMs of population persistence
versus L0 in scenarios with a large-effect locus ranged from
1.19 when there was a sudden shift in v, no plasticity, and

Figure 3: Individual-based simulations of evolutionary and population dynamics in density-regulated populations with a single large-effect
locus (A), two large-effect loci (B), and 100 small-effect loci (C) affecting a quantitative trait under selection after a sudden environmental
change. The optimum phenotype shifted from v0 p 100 to v1 p 110 in the first generation. Initial population size was N0 p 500, and ca-
pacity was K p 1,000. The initial heritability was h2

0 p 0:6 in all cases. Line types indicate the initial frequency of the positively selected
allele(s) conferring a larger phenotype, as indicated in the key.
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Figure 4: Effects of genetic architecture on phenotypic evolution and population dynamics in closed populations with life histories approx-
imating large mammals (A) and corals (B). Results are shown in blue for populations with a large-effect locus and in orange for populations
where the selected trait was polygenic. The phenotypic optimum permanently shifted from its initial value v0 p 100 to v1 p 110 in gen-
eration 1. The initial heritability was h2

0 p 0:6. Thin colored lines show the population size (top row) and mean phenotype (middle row)
through time. Thick colored lines show the mean population size and phenotype across all 500 repetitions. The bottom panels show the
proportion of extinct populations through time, with percentile bootstrap 95% confidence intervals. The dashed black lines represent the
carrying capacity in the top two panels and v1 in the middle panels.



a major locus responsible for 50% of VG, to 2.94 when there
was a sudden shift in v, no plasticity, and a major locus
responsible for 90% of VG (table S1). This translates to a
19%–294% increase in the odds of population persistence
per unit increase in L0.
Population persistence was not statistically significantly

associated with L0 (P ! :05) in any scenario where the se-
lected phenotype was polygenic (table S2). The odds ratios
from GLMs from simulations with a polygenic trait were
centered around 1, ranging from 0.85 to 1.25 (table S2).
The only scenario with a large-effect locus that had an odds
ratio similar to its polygenic counterpart was when the large-
effect locus was responsible for only 50% of theVG (fig. S27;
tables S1, S2).
Consistent with results from individual simulation sce-

narios, population viability was not statistically significantly
associated with L0 when analyzing simulations from all
scenarios with a polygenic selected trait combined (Pp :65;
odds ratiop 1:03). However, population persistence was
statistically significantly associated with L0 in our analy-
sis of all simulation scenarios combined with a large-effect
locus (P ! 2#10216; odds ratiop 1:38). The GLM of
population viability versus L0 across all simulated scenar-
ios (i.e., all simulations with polygenic and major locus
trait architectures combined) was statistically significant

(P ! 2#10216) with an odds ratio of 1.25, meaning that a
1-unit increase in L0 was associated with a 25% increase
in the odds of population persistence (fig. S27).
Polygenic trait architectures conferred larger short-

term selection limit L than genetic architectures with large-
effect loci, both at the onset of selection and subsequently
through the first 30 generations (figs. S19–S26; fig. 6). The
average L0 across 500 simulation replicates was approxi-
mately L̂0 p 12 in all simulation scenarios with a poly-
genic selected trait. Among simulations with a large-effect
locus responsible for 90% of the VG, L̂0 ranged from 5.21
to 5.36. However, the L̂0 was considerably higher for sim-
ulations where the large-effect locus was responsible for
70% of the VG (L̂0 p 7:5) and 50% of the VG (L̂0 p 9:2;
figs. S20, S21).

Discussion

The results from the wide range of analyses above sug-
gest that the genetic architecture underlying the h2 of a se-
lected trait can strongly affect population viability dur-
ing environmental change. Understanding of the effects of
environmental change on population viability will be ad-
vanced by accounting for the strong effects of trait genetic

Figure 5: Effects of the initial large-effect allele frequency (p0) on final population size in simulations with approximate large-mammal (A)
and coral (B) life histories. The Y-axis represents the final population size at generation 80 (N80), and the X-axis shows the large-effect allele
p0. The solid lines represent the mean N80 across 2,000 simulation repetitions in nonoverlapping p0 windows of width 0.05. Dashed lines are
95% percentile bootstrap confidence intervals for mean N80.
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architecture on evolutionary and population dynamics.
Polygenic architectures on average conferred higher evo-
lutionary potential, more consistent evolutionary responses
to selection, and increased population viability than when
the selected trait was governed by large-effect loci. When
loci with large phenotypic effects are present, the initial
frequency of large-effect beneficial alleles can strongly af-
fect population responses to selection. Large-effect loci ap-
pear to confer adaptation and demographic recovery that
is similar or higher than with polygenic architectures only
when the positively selected alleles are initially infrequent
(fig. 4). Additionally, while predicting how wild popula-
tions will respond to ongoing rapid environmental change
remains challenging, the models and results presented here

can inform future theoretical and empirical efforts to un-
derstand eco-evolutionary dynamics and the extent of the
ongoing extinction crisis.
The influence of genetic architecture on variation in

population responses to environmental change will depend
on how often fitness traits have loci with large-enough ef-
fects to alter h2 during bouts of adaptation. Recent results
from several taxa, including mammals (Barson et al. 2015;
Kardos et al. 2015; Epstein et al. 2016; Jones et al. 2018),
salmonids (Barson et al. 2015; Pearse et al. 2019; Thomp-
son et al. 2019), and birds (Lamichhaney et al. 2015, 2016)
suggest that very large-effect alleles often influence fitness-
related traits in wild populations. Interestingly, variation
in seemingly complex fitness-related traits that are often

Figure 6: Temporal dynamics of the short-term selection limit (L; A) and the relationship between population persistence (0p extinct;
1p population persisted) and the initial short-term selection limit (L0; B). The data are shown from all simulation scenarios where there
was a large-effect locus (top tow) and where the selected trait was polygenic (bottom row) combined. The thick black lines in A represent the
mean across all 4,000 individual simulation repetitions. The black lines in B are fitted logistic regression lines.
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assumed to be polygenic, such as horn size (a sexually se-
lected, condition-dependent trait; Johnston et al. 2013), mi-
gration timing (Thompson et al. 2019), propensity to migrate
(Pearse et al. 2019), and age at maturity (Barson et al. 2015),
has in some cases turned out to be driven almost entirely
by variation at large-effect loci. It is therefore crucial to
quantify the effect sizes and allele frequencies at loci with
large effects when they are present in systems where future
eco-evolutionary dynamics are of interest (Yang et al. 2014;
Funk et al. 2019).
It can be difficult to predict or measure the frequency of

alleles with large beneficial effects under rapid environ-
mental change. For example, large-effect alleles for traits
subjected to historical balancing selection are likely to be
at intermediate frequencies (Llaurens et al. 2017). Recent
large-effect mutations are likely to be found at low fre-
quencies. Previously neutral or nearly neutral alleles that
affect fitness in new conditions are likely to be found across
the entire spectrum of allele frequencies. Fortunately, in-
creasingly efficient DNA sequencing and improving ap-
proaches for conducting genotype-phenotype association
analysis provide the tools necessary to estimate h2 and to
identify large-effect loci (and to estimate their allele frequen-
cies) where they exist.
Why do polygenic architectures usually confer in-

creased population viability compared with genetic archi-
tectures including large-effect loci? This pattern arises in
part from a slower and less variable decline in h2 during
adaptation for polygenic traits than for traits with large-
effect loci (figs. S3–S6, S8). The rapid decline in h2 when
beneficial alleles with large effects are already common
and the frequent loss of initially rare large-effect alleles
means that there is a narrow window of p0 where traits
with large-effect architectures are likely to evolve in re-
sponse to selection as fast or faster than polygenic traits.
Holding the initial heritability constant, the potential for
adaptive phenotypic change is considerably smaller when
large-effect loci are present compared with a polygenic ar-
chitecture (fig. 6; Walsh and Lynch 2018). It appears that
large-effect loci often do not confer enough adaptive po-
tential over the short term to accommodate large, rapid
shifts in phenotypic optima. Additionally, evolutionary and
demographic responses to selection appear to bemore sto-
chastic in populations with large-effect loci (fig. 4). This
suggests that reliably predicting population responses to
selection will be more difficult when large-effect loci are
present, particularly when the initial large-effect allele fre-
quency is not known precisely. These results highlight the
importance of identifying large-effect loci where they exist
and using information on their effect sizes and allele fre-
quencies along with h2

0 in models predicting demographic
responses to environmental change. Predictions of popu-
lation responses to selection are likely to be misleading if

they do not account for the strong effects of genetic archi-
tecture on the temporal dynamics of h2 and adaptation.
Understanding how populations will respond to envi-

ronmental change is both challenging and vitally impor-
tant in conservation and evolutionary ecology (Urban
et al. 2016). Reliable predictions of how biodiversity will
respond to large-scale environmental change are neces-
sary to efficiently prioritize scarce conservation resources
and to develop effective conservation strategies. Improved
understanding of vulnerability to environmental change
could also advance strategies to conserve vital natural and
agricultural resources (Aitken and Whitlock 2013; Flana-
gan et al. 2018; Funk et al. 2019), for example, by identify-
ing populations and species to prioritize for conservation
action. However, there are substantial obstacles to reliably
predicting responses to selection. The complex and inter-
acting effects of environmental stochasticity, genotype-by-
environment interactions, phenotypic plasticity, pleiotropy,
dominance interactions, gene flow, simultaneous selection
on correlated traits, and changing community structure
(i.e., species interactions) can all strongly affect adaptation
and population dynamics but are also difficult to measure
and to forecast into the future. Consequently, reliable pre-
dictions of population responses to environmental change
in the wild will be difficult to achieve, even in well-studied
systems where the heritability, genetic architecture, and
fitness effects of the relevant phenotype(s) are known. We
therefore encourage caution when attempting to predict
eco-evolutionary dynamics under climate change and other
human-driven environmental changes.
While recognizing the difficulties involved, our results

suggest that integrating genomic, classical quantitative
genetic, and population viability analyses (e.g., applying
the modeling approaches used here) is likely the most
promising way forward to increased understanding of the
impacts of human-driven environmental change on pop-
ulation dynamics and extinction. Predictions of evolu-
tionary and demographic responses to selection based only
on trait loci detected with genomic analyses will often be
unreliable because a substantial fraction of phenotypic
variation will frequently be explained by many undetected
loci with small effects (Shaw 2019). We also argue that pre-
dictions based solely on classical quantitative genetic ap-
proaches (Shaw 2019) will also frequently perform poorly
because the selection response with large-effect loci de-
viates strongly from expectations arising from the infini-
tesimal model of inheritance. Integrating genomic infor-
mation (i.e., the genetic basis of phenotypic variation) into
quantitative genetic and population viability analyses will
almost certainly improve predictions of responses to se-
lection. Incorporating such “genomically informed” quan-
titative genetic approaches into population projection mod-
els has the potential to improve understanding of the impact
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of environmental change on population dynamics and
extinction.
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“Nearly all fish which go in schools migrate more or less along the coast after coming from the deeper water, while those which are dis-
tributed over the bottom, as the Cod, Haddock, etc., do not migrate except from shallower to deeper water.” Figured: “The Haddock,
Morrhua æglefinus.” From “The Habits and Migrations of Some of the Marine Fishes of Massachusetts” by James H. Blake (The American
Naturalist, 1870, 4:513–521).
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