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Abstract 

 
The improvement of conjugated polymer-based gas sensors involves fine tuning the backbone electronic 
structure and solid-state microstructure to combine high stability and sensitivity. We had previously 
developed a series of diketopyrrolopyrrole (DPP)-based polymer semiconductors by introducing a 
variety of fluorene linkers to study the trends and mechanisms governing gas sensitivities and electronic 
stability in air and under gate and drain bias stress.  The proportional on-current change of organic field-
effect transistors (OFETs) using a dithienyl DPP-fluorene polymer reached ~600% for a sequential 
exposure from 0.5-20 ppm of NO2 for 5 minutes and also a high response-to-drift ratio under dynamic 
bias stress.  In the present work we specify the roles of static bias stress and traps in the sensing process 
for the first time.   Apart from electronic structure, defects at the molecular and microstructural levels 
govern the ability to form and sustain traps and subsequent backbone dopability. A polymer with a 
twisted backbone was observed to be capable of creating an energetically broad trap distribution while a 
polymer with a high degree of solid-state order shows a tendency to form an energetically narrow trap 
distribution and a fast passivation of traps on exposure to air. The stability and energetic distribution of 
traps on subjecting the polymers to bias stress was related to electronic structure and solid-state packing; 
and the ability of NO2 and NH3 to fill /create traps further was evaluated. At a bias stress condition of 
VG=VD=-80V, the polymers retain their NO2 sensitivity both post NO2-aided recovery and air-aided 
recovery. In order to verify the ability of NH3 to create traps, traps were erased from the OFET sensors by 
charging with the aid of a positive gate voltage leading to an increase in the NH3 response when compared 
to air controls. This work demonstrates that the charge-trap filling and generation response mechanism is 
predominant and can even be leveraged for higher responses to vapors. Backbone dopability appears to 
be a minor contributor to responses in this category of polymeric semiconductors with engineered 
defects.  Finally, bias stress generally does not preclude this category of OFET vapor sensors from 
recovering their original sensitivities.  
 
 
 

1. Introduction 
 

Emissions of chemical pollutants such as NO2 and NH3 have posed increasing global 

environmental as well as health concerns, and therefore, gas sensing platforms or devices have 

been developed to yield responses to various gases in the environment for monitoring air 

quality, detecting gas emissions from industry, diagnosing diseases, etc.1  Recently, polymer 

field-effect transistors (FETs) have been increasingly employed for vapor sensing because of 

certain advantages such as low operation temperature, tunable chemical structures and easy 

film and device fabrication methods.2 Although relative to sensors based on inorganic 

semiconductors such as metal oxide, carbon nanotubes3,4,5 or 2D materials6,7, organic 
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semiconductor (OSC) gas sensors based on polymers have traditionally shown lower sensitivity, 

longer response/recovery time and high limit of detection (LOD), significant performance 

improvements have been achieved by optimizing solid-state thin film morphology, modulating 

conformation and backbone electronic structure, or by using improved device structures.8,9,10,11 

A library of polymer semiconductors used as gas sensors has so far been developed with a large 

degree of freedom to modify and tailor their structure and morphological structures which can 

also enable the construction of sensor arrays12,13,14. 

The fine-tuning of the chemical structure15,16,17 and the optimization thin-film processing 

conditions18 are essential to achieve a delicate balance between various parameters such as 

morphology12, packing, orientation and charge transport to achieve the optimum sensing 

capability.19,20 For example, many groups have implemented the concept of blends to achieve 

high specificity and optimal morphology and high surface area21–25 for sensing.26,27,28,29 Y. Kim et 

al. introduced modified graphene oxide/poly (9, 9′-dioctyl-fluorene-co-bithiophene: F8T2)-

blend films for acetone and ethanol detection.30 T. Xie et al. applied reduced graphene oxide/ 

poly(3-hexylthiophene) (P3HT) bilayer films for detection of nitrogen dioxide.31 Bao et al. 
designed a microstructured dielectric in field-effect transistors, resulting in highly flexible 

monolithic transistor devices with excellent sensitivity.10 Seo et al. systematically established 

that the increased grain boundary density of the organic semiconductor is beneficial for 

enhancing responses of the OFET gas sensor. At times, gases may only penetrate a small 

distance into a thicker film leading to a weaker response.32,33,34,35 ,34 
Donor (D)–acceptor (A) copolymers possess certain advantages as compared to 

homopolymers, such as greater charge density tunability, larger effective conjugation lengths, 

polarized backbone leading to greater charge delocalization, ordered π-π stacking and high 

charge carrier mobilities which can be achieved by varying the strength of the donor and 

acceptor segments.35,36 Recently, a variety of air stable D–A based polymer gas sensor devices 

have been reported.37 A dikepyrrolopyrrole (DPP)-based D−A polymer with the −COOH groups 

in the side chains was used to construct a sensitive and selective FET sensor for ammonia by 

facilitating interactions between carboxylic acid and ammonia.38 A (DPP)-based D−A-

conjugated polymer PDPP4T-T containing H-bonding thymine groups was used for detection of 

CO and H2S with high selectivity and sensitivity.39 Zhang et. al. demonstrated  porous sensors 

that exhibit enhanced sensitivity ~48.2%/ppm using an n-type polymer poly[N,N′-bis(2-

octyldodecyl)-naphthalene-1,4,5,8-bis (dicarboximide)-2,6-diyl]-alt-5,5′-(2,2′-bithio-phene).40 

Katz et. al. reported a printable OFET sensor with sensitivity of 0.5 ppm v/v for ammonia and a 

conservative limit of detection of 0.1 ppm, using much more time- and cost-efficient processes 

than a vapor deposition.41 Recently, the community has been paying increasing attention to the 

design of D-A polymers for achieving air stability along with optimum sensitivity.42 Our group 
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recently reported a series of donor-acceptor DPP based polymers which show high signal to 

noise ratio alongside good response to oxidizing and reducing gases such as NO2 and NH3 

respectively.37 Air-stable ammonia sensing was also demonstrated for a series of isoindigo 

based polymers and a direct correlation was established with the thin film crystallinity. 18 

Contributions of bulk and interfacial defects, conformational inhomogeneity and packing 

effects to the mechanisms of gas sensing in the donor-acceptor semiconductor polymers have 

not been specifically determined.43,19,44    Electronic traps in organic semiconductors can 

originate from structural defects or chemical impurities during or after the aggregation or 

crystallization process which can either be inherited or controlled through the growth and 

fabrication process.45 Extrinsic traps can be intentionally or unintentionally introduced by 

temperature gradients, bias stress or by interfacing with dielectrics or other OSCs, or can 

happen due to transistor degradation.46 In the bias stress effect, charge trapping occurs in deep, 

localized states in which carriers can be hardly released again on the time scales similar to 

charge transport. While hysteresis has been shown to correlate with traps generated at the 

channel-dielectric interface, semiconductor-ambient interface or localized at the contacts 

region,47 the role of the immobile charges in the sensing process is still not thoroughly 

investigated.2  Permeated gas molecules can act as trapping, trap-filling,  or de-doping agents at 

the grain boundary, or if there is sufficient free volume, within a domain or grain.18 In an 

unexposed film, carriers can transition from a conduction band into trap states imparting low 

conductivity.48 Defects, therefore, can act as active sites which can be passivated by absorbing 

target gases and restoring   free carriers, which restores the conductivity. Also, subtle physical 

and chemical effects at the interface affect the charge trapping; such as the presence of 

branching and chain ends greatly increasing the bias stress effect.49  In addition, certain traps 

may be created in the interface between high-density or grains or aggregates and the dielectric 

which may be inaccessible by gases.50,51 The sensing responses can also be a function of the 

operation voltage (i.e., VGS) since at higher VGS, most of the charge transport of a transistor takes 

place at the interface between the semiconductor and the gate dielectric layer, not in the bulk of 

the film. 52,53  Various interactions between injected analytes and the dielectric layer can also 

change the drain current of organic field-effect transistors  (OFET)-based chemical sensors in 

the same manner as those between analytes and the semiconducting layer.54–56 For 

enhancement of the sensitivity or selectivity, approaches such as UV irradiation, introduction of 

gas dielectric57 and additional functionalization58 at the semiconductor-dielectric interface have 

also been implemented.59,60 Thus, while traps are typically regarded as an obstacle to achieving 

high performing semiconductor devices, they can also be exploited towards sensing as analytes 

modulate the trap density of states (DOS). The generation or passivation of charge carrier traps 

can thus be the predominant mechanism of sensing by polymers in OFETs. While designing 
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materials that can withstand static/dynamic bias stress, it is important to control molecule-

based parameters (DOS and energy levels). A high highest occupied molecular orbital (HOMO) 

level (good aerial oxidizability) favours reversal of static bias stress. However, as seen for 

dynamic bias stress, easy oxidizability was seen to cause degradation and loss of environmental 

stability, expressed as noise.37 While moderate oxidizability has been seen to favour both good 

responses and low drifts leading to high signal to noise ratios, subtle physical and chemical effects 

at the interface and microstructural variables such as branching and chain ends greatly increases 

the bias stress effect. In recent years; quantum chemical analyses of conjugated polymers based 

on fluorene with conformational and chemical defects arising from tetrahedral kinks and ring 

torsional defects around the thiophene-phenyl bond were done; these were reported to localize 

the electron−hole excitation in one segment of the polymer chain due to disruption of backbone 

planarity. 61,62,63   The macrostructural order of the fluorene-based homo- and alternating 

copolymer thin films have been revealed by X-ray diffraction (XRD) scans corresponding to 

large d-spacings with broad statistical distributions, and are in good agreement with the length 

of the bulky dioctyl groups that are oriented perpendicular to the main chain of the 

polymer.64,65,66 The typical π-π stacking distances of ~4.2–4.4 A˚ have been previously reported 

in fluorene-based polymeric and oligomeric semiconductors which is indicative of poor lamellar 

packing. On the other hand; diketopyrrolopyrrole (DPP)-bithiophene based polymers have been 

shown to exhibit d-spacings ~1.9 nm and π-π stacking distances of ~0.4 nm.67,68 The poor 

crystallinity of the DPP-fluorene copolymers69 also reflect in their blue-shifted steady-state UV-

visible spectra (PF1-PF4) as compared to that of P6.  Greater effective backbone planarity 

favours greater backbone delocalization, which raises the HOMO energy (refer to CV studies) as 

seen for P6 followed by PF4, while the deepest HOMO was for PF2.37  To corroborate this, our 

bias-stress quantification revealed that PF2 has a broader distribution of trap energy than that 

of P6; which is a consequence of difference in structural defect densities. Thus, optimization of 

microstructure by controlling structural parameters such as side-chain and backbone 

architecture (effective crystallinity) and the electronic structure variables such as density of 

states (DOS) near the band edge enables stability to static bias stress.70,54 
Based on this; we now consider the relative roles of traps and backbone electronic structure 

and their respective contributions to the mechanism of response to oxidizing and reducing 

gases by the polymers shown in Figure 1.  We had observed in a previous study that the defects 

played an important role in determining the ratio of responses on exposure to NO2 and NH3 to 

the drifts on taking the device through repeated gate voltage sweeps during dynamic bias 

stress.37 A high charge carrier density and greater delocalization throughout the backbone led to 

high responses (up to 600%) combined with good environmental stability contributing  to high 

signal to drift (D) values.37 In contrast to the dynamic bias stress procedure from repeated gate 
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voltage cycling that we used in our previous study, we  hereby examine the effects of static gate 

bias on the reproducibility of polymer OFET sensors and also elucidate the relative roles of 

traps and carrier densities in the gas sensing mechanism49,62,63,73  by (i) subjecting the polymers 

to bias stress during and followed by exposure to NO2 and NH3 and (ii) bias stress followed by 

electrostatic doping (“reverse bias stress”) and subsequent exposure to NH3 and NO2. The 

stability of polymer OFETs under static bias stress under high voltages, used in this work, is 

essential to be evaluated, as under practical operating conditions the device would often remain in 

the ‘on’ state.  

The novelty of the present work is as follows: (a) the energetic distribution of the charge 

traps and the capability of creating them in the polymers are studied as a function of backbone 

structure. Our results reveal that PF2 is capable of creating an energetically broad distribution 

of traps (consistent with our previous study with this polymer on dynamic bias stress) while P6 

creates a narrow distribution of traps. A larger, stable shift in Vth during the static biasing 

process in this work indicates the presence of deep traps or localized states within the grain 

boundaries; the density of which is higher in PF2 as indicated by morphology studies (atomic 

force microscopy, AFM). (b) The ability of analyte vapors to passivate and create traps, and 

release carriers was monitored by recovery time after bias stress in the presence and absence of 

the vapors, illustrating the role of the traps in the vapor response under different conditions. 

Recovery from bias stress, in the ambient atmosphere, is the fastest for P6 while PF2 shows the 

least tendency to refill the created traps when exposed to air for similar time scales as NO2 

exposure, which accelerated the recovery. This is a signature of the spiro substitution (defect) in 

PF2, which impairs effective π-π stacking  and inhibit the close packing of the polymer chains.37  

In contrast to PF2, PF4 has additional thiophene linkers which helps overcome the ortho 

hydrogen repulsions between DPP and fluorene derivative. P6 shows enhanced intermolecular 

interaction and high degree of planarity and π-π stacking. The electronic structures of P6 

(revealed by cyclic voltammetry) reveal easy and facile backbone oxidizability (a high HOMO 

level) and therefore easily exhibits drifts even in air. Thus, PF4 is a compromise between the 

extremes (in terms of structural defects) of PF2 and P6, explaining its optimal D value, even 

though it does not recover from bias stress as rapidly as PF6.  PF2, on the other hand, showed 

the greatest enhancement in response to ammonia after reverse bias stress. (c) Since improving 

the device reproducibility is also of crucial importance for achieving practical applications of 

OFETs, subjecting OFET gas sensors to static bias-stress enabled us to, for the first time, test the 

sensors’ ability to withstand the effect of extended bias stress and the effect of this bias stress 

and subsequent recovery on gas response.   We did this using a novel application of p-values to 

show excellent reproducibility of responses before and after bias stress. 
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Figure 1. Molecules of interest 

 

 Results and Discussion.  The synthesis and characterization data (1H NMR and Gel 

Permeation Chromatography (GPC)) are shown in Figure S1-S9, SI and Table S1, SI. The cyclic 

voltammograms (PF1-P6) are reprinted in Figure S10, SI. The effects of structural 

modifications on the oxidation potential (highest occupied molecular orbital (HOMO) of the 

polymers were evaluated by cyclic voltammetry of the polymers in solution. Pt was used as the 

working electrode and Ag/AgCl as the reference electrode in 0.1 M tetrabutylammonium 

tetrafluoroborate acetonitrile solution with a scan rate of 0.5 V s−1 and the tests were calibrated 

using a ferrocene/ ferrocenium redox couple. PF1, PF3 and PF4 show quasi-reversible two-

electron oxidation cycles, indicating the participation of the fluorene and thiophene donor 

chromophores in the oxidation process. P6 shows a one-electron reversible oxidation cycle 
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which indicates a greater delocalization of the HOMO levels in P6 leading to higher 

oxidizability. The HOMO levels extracted from the onsets of the oxidation waves in the CV data 

are -5.37 eV, -5.47 eV, -5.29 eV, -5.19 eV, and -5.12 eV for PF1-P6; which reveal that the HOMO 

levels of PF1, PF2, and PF3 are deeper compared to those of PF4 and P6. OFETs were 

fabricated in the top-contact, bottom-gate architecture. Output and transfer curves are shown in 

Figure S11, S12, SI respectively.  The original devices without gas exposure show typical p-type 

transport. The p-channel mobilities and the threshold voltages (Vth) of the transistors are 

collected in Table S2, SI. P6 exhibits the highest hole mobility of 0.12± 0.02 cm2V-1s-1. PF3 

shows p-channel mobility of ~ (1.2x10-3) ± (7x10-4) cm2V-1s-1   while films of the other four 

polymers exhibit much lower hole mobilities ~2.0x10-4 cm2V-1s-1. Vth values (Table S2, SI) of the 

polymers containing the fluorene spacer are higher than those of P6. In our previous work, the 

responses to a given NO2 and NH3 concentration were measured after subjecting the sensors to 

repeated gate voltage sweeps (~25 cycles). The transfer curves (and the changes in IDS (%)) for 

optimized devices for NO2 and NH3 exposure are shown in Figure S13-S15 (SI).37   Figure S15, 

SI also shows the 25 scans that preceded the response observations as an example of dynamic 

bias stress.   The key findings from our previous work were that the effect of the drifts is smaller 

than the NO2 response (except for PF2) and is also smaller than that of the static bias stress 

employed in the present work.   Once an initial trap distribution is established by a few 

excursions to high Vg, further creation of traps by dynamic bias stress from additional sweeps is 

not very prominent.74,75 Please note that in the previous work, we exposed devices stepwise (or in 

a ramped fashion) to concentrations of 0, 0.5,1,2,3,5,10,20 ppm and monitored the responses at -80 

V, -60 V and V’= (Vth-40) V.37 In this study, we directly expose the sensor to 10 ppm of NO2/NH3 and 

monitor all responses at VG=-80 V. It is noteworthy to explore the role of contact resistance in 

vapor sensing. We varied the length of the channel (width constant) for P6 with data reported in 

Figure S16, SI. The effect of varying channel lengths on NO2 (10 ppm) sensing is shown in Figure 

S16 (b), (c), (d), SI (best devices). An average over 3 devices (for each channel length) revealed 

that the response~170±20% (measured at VG=-80 V) is independent of the length of the channel, 

and contact resistance is too negligible to affect the response. 
This main section is organized into three parts.  First, we perform a detailed analysis of 

the bias stress behavior of the polymers themselves.  We then investigate the effect of 

conventional bias stress (maintaining accumulation regime VGS) on responses to vapors.  Finally, 

we consider the effect of reverse bias stress (electrostatic doping) on the responses. 

Polymer bias stress effects.  We subjected the OFETs to bias stress under the condition VG=-80 

V, VD=-80 V for 5 hours or 18000 seconds (Figure 2, Figure 3). In this case the average bias 

voltage in the channel is -40 V.  It is noteworthy that under static bias stress, the changes 
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reflected in the transfer curves during the process of trap creation are not uniform over the 300 

minutes or 5 hours’ time interval. The bias stress in our experiment was applied in the linear 

regime and the IDS and ∆Vth evolution can be fit to a stretched exponential function 

ID(t)=I0(0)exp[-(t/τ)β] or ∆Vth=(Vth,0-VG,bias)[1-exp{-(t/τ)β}].76  The parameters were obtained by 

fitting the logarithmic form of the equation as explained in SI on page 10.  The trapped hole 

carriers quantity q shows an increase with time that causes the rate of charges migrating to the 

drain electrode (IDS), to decrease. The parameters β and τ express the rate at which the 

threshold voltage shifts during bias stress. We have extracted the β and τ values both from the 

continuous ∆Vth versus time decay (Figure 4) and the discrete transfer curves of Figure 2 

(Figure 5, Table 1). The fits from the ∆Vth vs. time graphs are shown in Figure S17, SI and the 

values are collected in Table 2.      

Figure 2. Transfer curves recorded at regular intervals of time for PF1-P6 during bias stress 
application process (VG=VD=-80 V, time=18000 seconds) 
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Figure 3. Plots of IDS versus time (in black) and q versus time where q is calculated as Cox (F)* 

∆Vth (shown in blue). Here, the bias stress condition is VG=VD=-80 V and the application time is 

18000 seconds (5 hours). 

The values summarized in Table 1 and Table 2 are in qualitative agreement with each other. 

While the β values extracted from the transfer curves are slightly larger, the agreement shows 

that a similar electronic transformation occurs during both procedures.  The larger τ values 

indicate longer time for charge trapping for a narrow range of trap energies. As also seen in our 

previous study, PF2 and PF3 showed the largest drifts on being subjected to dynamic bias 

stress, because of their high free volume and aggregation patterns.37    

The stretching parameter β close to 1 indicates a narrow distribution of time constants 

(the limit β = 1 being the exponential function with a single time constant), while a smaller 

stretching parameter (β < 1) implies a broader distribution of time constants.52 From Table 1, it 

is revealed that the bias stress reveals a broader range of activation energies for PF2 and the 

narrowest for P6 based on the above analogy. This observation is consistent with steady-state 
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UV-visible studies  that the bulky and spiro subunits impair effective π-π stacking and inhibit 

the close packing of the polymer chains77,78 while P6 has a high degree of order and π-π 

stacking.79    

 

Table 1.  β and τ values for PF1-P6 (VG=VD=-80 V), with trap energy breadths in parentheses 
(kbT/β) in eV (extracted from Figure 2) 

 

 

 

 

Table 2.  List of β and τ (obtained from Figure S17, SI). (kbT/β) (eV) are indicated in 

parenthesis 
 

Polymers β τ (mins) 
PF1 0.44 (0.06 eV) 435 
PF2 0.27 (0.11 eV) 620 
PF3 0.31 (0.09 eV) 605 
PF4 0.42 (0.07 eV) 634 
P6 0.69 (0.05 eV) 1052 

 

 

Polymers β τ (mins) 
PF1 0.43 (0.07 eV) 335 
PF2 0.35 (0.09 eV) 521 
PF3 0.43 (0.07 eV) 501 
PF4 0.67 (0.04 eV) 510 
P6 0.96 (0.03 eV) 1373 
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Figure 4. ∆Vth versus time (seconds) plot for the bias application process (VG=-80 V, VD=-80 V) 

for 18000 seconds (5 hours) 
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Figure 5. Fits of log[ln (1-∆Vth/V0)] versus log t (using the transfer curves in Figure 2) to 

extract β and τ values. 

The subthreshold slopes (SS) (dlog (IDS)/dVG)-1 at ambient temperature are 18000, 36000, 

17000, 18000, 4000 mV/dec for PF1, PF2, PF3, PF4 and P6. The slope of the subthreshold 

region is determined by the deep traps.80,81 A high degree of order in the OFETs reflects as very 

steep subthreshold region and a high mobility (as seen for P6), whereas in the evaporated 

devices in general, the subthreshold is broad and the mobility is lower. Substituting N(interface) 

as ~CiVth/e, we can obtain the interfacial trap density per unit area per unit energy which is a 

measure of shallow trap densities. Since the sub threshold region is defined by VGS < Vth, the 

intragrain effects are more predominant in this voltage and hence the SS method probes deeper 

band gap states than the Vth.45 Therefore, PF2 has the highest deep band gap states while P6 has 

the lowest as evident from the SS values in our polymer series. The differences in SS arise 

because of different film microstructures characterized by small grains and large grains. The 

largest bulk trap density of PF2 correlates with the smaller grain sizes and porous morphology 

by AFM and poor film coverage as described before in our previous work.39 (AFM data are 

discussed again in Figure S20, SI.) Table 1 reveals the interface trap densities at room 

temperature (294 K). We observe that irrespective of the backbone design, the differences in 

interface trap densities among the polymers are quite modest.   

Figure S18, S19, SI depicts the transfer curves and plots of lnμ versus 1/T (K-1). The trap 

energy (Ea) was extracted from the mobility-temperature (μ–T) relationships. According to the 

Arrhenius equation, μ α exp (-Ea/kbT) where kb represents Boltzmann constant. The trap 

potentials are: 0.09, 0.1, 0.1, 0.1 and 0.07 eV for PF1, PF2, PF3, PF4 and P6 respectively.  The 
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values have been extracted by fitting the points; with error bars; by measuring mobilities 

corresponding to each temperature (for an individual polymer) from at least 3 devices. The 

correlation coefficients R2 are between 0.9 and 0.1.  The standard errors in the slopes are close 

to 25%, except for P6, for which it is closer to 50%, but still giving a comparable trap potential.   

The trap energy magnitudes are higher than the room temperature activation energy (~0.03 

eV), indicating that the concentrations of trapped carriers in these polymers are significant. 

Trap energies of ~0.1 eV or deeper are indicative of traps far below the extended states.  During 

the bias stress, molecular rearrangement can take place in the grain boundaries resulting in 

localization of electronic states with increased density of deep traps. Deep traps can also be 

located within the dielectric layer.49,82  A poor thin film coverage and surface bonding defects (as 

in α-Si 83,84) can also contribute to deep traps.85,86    

The degree of solid-state order manifested itself as free volumes (DSC measurements) 

yielded values 9.10%, 9.12%, 9.33%, 8.50%, and 8.51% respectively (PF1-P6) at the device 

annealing temperature of 120oC used for the sensor OFETs. The free volumes have been earlier 

elucidated and reported in our earlier study (DSC measurements). The percentage free volume 

at a given temperature of the polymers from the DSC measurements using the equation (Vfree:exs, 

SB/V) ≈ (αL − αG)T where α is the coefficient of thermal expansion in the liquid (L) and glassy (G) 

states and Vfree:exs, SB/V. Since (αL − αG) ∼0.113/Tg, the percentage free volumes can be estimated 

as 9.10, 9.12, 9.33, 8.50, 8.75, 8.51, and 10.43% at the device annealing temperature of 120 °C 

used for the sensor OFETs.87,88,37  Although identical side chains have been incorporated in all 

the polymers, the backbone design helps modulate the free volume by controlling the density of 

side chains and chain ends which is a function of the degree of backbone twist or conformation. 

PF1, PF2, and PF3 have higher free volumes than PF4 and P6, correlated with number 

densities of side chains. The side chain bulkiness and density are known to impede efficient π-π 

stacking. The Atomic Force Microscopy (AFM) images are shown in Figure S20, SI. Films of 

polymers PF3, PF4, P6 exhibit more continuous grains and better coverage which reflects in 

their low root mean square roughnesses (r.m.s.) of 0.56 nm, 2.74 nm, 1.72 nm respectively; 

which aids charge transport. PF1 and PF2 exhibit lesser surface coverage and smaller grains 

connecting the grains and possess r.m.s. roughness of 4.25 nm, 6.79 nm, 0.562 nm and 5.88 nm 

respectively. A smoother film surface topology is associated with lesser traps and grain 

boundaries and hence, higher p-channel mobilities.  
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Table 3. Summary of values of N(interface) with respect to temperature (m-2V-1). 

 

The trends in β and τ, both in the discrete and continuous case, show similar trends with respect 

to the electronic structure and solid-state microstructural aspects in accordance with (i) PF2 

has thin film voids and poor packing/aggregation manifesting as large free volumes (ii) P6 has 

the highest degree of microstructural order and larger concentration of mobile holes as seen 

from Vth and μ values and low free volumes and high grain density. Films PF3, PF4 and P6 are 

more continuous than PF1 and PF2 based on lower root mean square roughnesses (r.m.s.) (as 

shown before).  On the other hand, higher roughness (from grain boundaries and voids) is 

associated with a high number density of deep traps.   

Polymers 294 K 323 K 373 K 

PF1 1.30E16 5.05E15 3.70E15 

PF2 6.90E15 8.25E14 1.72E15 

PF3 9.56E15 4.36E15 1.80E15 

PF4 6.30E15 6.25E15 5.67E15 

P6 6.43E15 4.46E15 3.90E15 
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Figure 6. Temperature dependent gate bias measurements (294 K, 323 K, 373 K) for (a)-(e) 
PF1-P6. VG=VD=-80 V. 

 

 
Figure 7. Plots of lnτ versus 1/T (K-1) 

 

The parameter τ has Arrhenius-type temperature dependence. τ = ν−1 exp(Ea/kbT) where ν 

is the frequency prefactor, Ea is the mean activation energy of trapping, kb is the Boltzmann 

constant and T is the absolute temperature. Decay profiles are shown in Figure 6. To further 
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analyse τ, we measured τ at 294 K, 323 K and 373 K; the Arrhenius plots are shown in Figure 7. 

The slope and y-intercepts of the linear fits correspond to Ea and -ln ν, respectively. Extracted 

values are summarized in Table S3, SI. The resulting Ea is dependent on the polymer structure 

and the solid-state thin film microstructure. The frequency prefactor ν is a trap attempt 

frequency that is proportional to the density of trap sites in which charge carriers are prone to 

be trapped under bias stress; ν decreases as conformational and structural order increases.  The 

value of ν for PF1 is the highest which corresponds to a high density of trap sites, while P6 has 

many fewer.  While at first glance, this suggests a certain superiority for P6, it is also possible 

that a deficiency of sites where bias stress trapping could occur could lead to increased drift in 

the environment detrimental for sensing, as an OFET stabilized after bias stress might be less 

prone to trapping by environmental contamination, an observation that was also noted for P6.39 

The reason for lesser drift in PF4 is presumably related to the apparent slower trapping 

processes in these polymers.  PF4 is characterized by relatively low free volume and a 

seemingly optimal oxidizability, less facile than P6 and easier than the others. In contrast, the 

energy barrier to occupying each trap site can be described in terms of Ea. It has been reported 

that the energy structures of trap sites and their creation by bias stress are strongly affected by 

the chemical nature of semiconductors and gate-dielectric,80,89,90,91 The Ea values are in order of 

the oxidation potential as seen from CV studies (Figure S10, SI).   On short time scales, there 

could be an optimum Ea for trap filling that could stabilize a device while a vapor response is 

recorded.  For completeness, we also monitored the change in mobility during these 

experiments (Figure S21, SI).  For most of the experiment time (15,000 seconds), mobility 

changed on the order of 20% or less, and had a relatively minor effect on IDS compared to Vth. 

 

 

Relationship between bias stress-induced traps and response to vapors:  We used the bias 

stress platform to separate the effects and relative weights of the trap-filling, doping, and  

impact of the electronic energy levels and solid-state microstructure on responses to vapors.  

We chose 10 ppm as the gas concentration (for VG=VD=-80 V). In this study, the responses (% 

change in IDS) are with respect to VG=-80 V (from transfer curves) and all exposures are at 10 ppm 

directly, as opposed to cumulative exposures in steps in the previous work. Also, after the bias 

stress and recovery processes, when the retention of sensitivity is checked, the time is fixed to 5 

minutes in accordance with the exposure time (=5 minutes for every gas concentration) in our 

previous work.37 It is also imperative to note that although we had previously monitored the 

sensitivity (%) and ‘D’ values as a function of gate voltage (the most comparable response being 

obtained at (Vth-40) V); in this study we elucidated all responses at a fixed voltage of VG=-80 V. 
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Figure 8 compares the ability of the polymers to create traps during bias stress under 

different environments, (i) air (ii) NO2 (10 ppm) and (iii) NH3 (10 ppm), as assessed by 

evaluations of IDS (A) decay. Fittings are shown (for NO2 and NH3 atmosphere) in Figure S22, 

S23, SI and the parameters are collected in Table S4, SI. Alternatively, β=T/T0 where T0 is the 

characteristic energy of traps 52,71,92 and a measure of trap activation energy distributions. The 

larger values of T0 (lower β values) are indicative of the range of rate constants of the trap 

creation process. The τ values under NO2 atmosphere are 600 mins, 280 mins, 313 mins, 1155 

mins, and 1167 mins for PF1-P6. The τ values under NH3 atmosphere are generally lower at 

240 mins, 282 mins, 125 mins, 560 mins, and 248 mins for PF1-P6, similar to those in air and 

lower than for NO2, except for PF2.  This implies NO2 slows the trap creation process as 

compared to NH3 and air.  It can be seen that under an oxidizing atmosphere, the rate constant 

for trap creation (k=1/τ) follows the 

 
Figure 8. IDS (A) decay versus time (seconds) under (i) air (ii) NO2 (10 ppm) (iii) NH3 (10 ppm) 
(environments). (a) PF1 (b) PF2 (c) PF3 (d) PF4 (e) P6. The duration is 1 hour. The choice of 1 
hour is based on the observation that most polymers achieve a curve flattening in this time 
duration; therefore the number of points obtained from the plot would be enough to obtain the 
initial values of β and τ. 
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order of oxidation potential (CV) or electron donating ability of the polymers (PF1-P6). This 

also provides additional interpretation of our earlier observation of a weak response to NH3 

under conditions of dynamic bias stress; the response only slightly perturbs the trap formation 

process induced by bias stress in air (discussed before).  Figure 8 shows that under NO2 

atmosphere, P6 becomes doped even during bias stress; while other polymers in the series do 

not. This is a unique observation amongst the polymers in this series probably because of the best 

backbone oxidizability which also reflected as a response of 600% to NO2 gas. This observation is 

exceptional in our series of polymers. For the other polymers PF1-PF4, the curves become flat, 

implying that there is equilibrium between creation of traps by bias stress and filling of traps by 

NO2.   It therefore seems that bias stress increases the energy level of holes that are trapped by 

an amount comparable to the range of onset oxidation voltages of PF1-PF4, about 0.4 V, which 

could be viewed as the voltage change across a dipole. (Table S5, SI). This built-in dipole 

requires that a higher electric field be applied to accumulate the same number of charges in a 

complete layer leading to a shift of Vth to more negative values (Table S5, SI).93,94  The reverse 

bias stress process (the focus of the next results section) lowers the absolute Vdipole values and 

the values are shown in Table S5, SI.  For the reverse bias stress (trap erase) process, the Vdipole 

values are very small in magnitude which implies a neutralization of trapped charges (Table S6, 

SI). 

We next considered the effects of analyte vapors during and after device recovery from bias 

stress.  The sequence of experiments was: (i) the polymer active layer is subjected to bias stress 

(ii) immediately after the bias stress application, the recovery from bias stress is allowed to 

happen (thereby restoring the original transfer characteristics) with the help of NO2 gas and the 

time is monitored (iii) further; the device is exposed to NO2 for 5 minutes.  In another, control 

experiment, a fresh device with a sensing layer of the same polymer is subjected to the same 

concentration of the gas for the same time period (5 minutes), the response being recorded and 

compared. 
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Figure 9. Each plot represents the original transfer curve (t=0 mins), the transfer curve after 
bias stress (t=300 mins), the transfer curve after recovery from bias stress (10 ppm NO2 aided); 
transfer curve on exposure to 10 ppm of NO2 for 5 minutes after the recovery is complete. The 
times taken for NO2 aided recovery are 16±5 mins, 25±2 mins, 18±5, 15±4 mins, 10±4 mins for 
PF1-P6 respectively. The responses on 5 minutes of exposure to 10 ppm of NO2 are written in 
the main text. The plots are as follows: (a) PF1 (subjected to gate bias) (b) PF1 (control, no bias 
stress, direct exposure) (c) PF2 (subjected to gate bias) (d) PF2 (control, no bias stress, direct 
exposure) (e) PF3 (control, no bias stress, direct exposure) (f) PF3 (control, no bias stress, 
direct exposure)(g) PF4 (subjected to gate bias) (h) PF4 (control, no bias stress, direct 
exposure)(i) P6 (subjected to gate bias) (j) P6 (control, no bias stress, direct exposure. Bias 
stress condition: VG=VD=-80 V for 5 hours. Please note that the transfer curve for the best device 
has been represented; while the times for recovery (for each material PF1-P6) have been 
calculated from an average of 10 devices from different films. 

Figure 9 indicates this experiment for VG=VD=-80 V. At VG=VD=-100 V, we observed an 

increasing irreversibility; so VD=VG=-80 V is a rational choice in terms of a high voltage to 

conduct stability checks and mechanistic studies.  In (a), (c), (e), (g), (i); initial transfer curve 

(t=0 mins) is indicated by black, the transfer curve immediately after completion of bias stress 

is indicated in red, the recovery (10 ppm of NO2 aided) transfer curve in blue and the response 
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after exposing to 10 ppm of NO2 for 5 minutes is indicated in pink. It is seen that the response of 

a device that is subjected to bias stress and made to recover with the aid of NO2 yields responses 

close to those of the corresponding control devices (b), (d), (f), (h), (j) for PF1, PF2, PF3, PF4 

and P6 respectively. Ten devices were measured for the experiment and ten for the controls 

(Figure S24, SI). The finer details are discussed in the figure caption. A t-test was carried out for 

statistically different means (using the data shown in Figure 9) and the results are listed in 

Table S7, SI. The p-values were not significant (confirming the null hypothesis that the means 

are similar) at p<0.05, except for PF1 and PF2. This implies some breakdown for PF1 and PF2. 

Times taken for trap filling are: 16±5, 25±2, 18±7, and 15±5 and 10±4 minutes respectively for 

PF1-PF4 and P6.     It can be seen that PF2 and P6 require the most and least times for trap 

filling, respectively.  The mean responses to NO2 for the stressed devices are PF1:11.8±1.9%, 

PF1 control: 14.5±2.6%, PF2:6.5±4.4%, PF2 control: 8.6±3.2%, PF3: 52±14%, PF3 control: 

53±18%, PF4: 42±20%, PF4 control: 42±15%, P6:160±10%, P6 control: 162±28%.  

In the second case, Figure S25, SI reveals the results of the experiment where (i) the 

polymer active layer is subjected to bias stress (using the same methodologies as described 

before) (ii) the recovery from bias stress is allowed to proceed in air by keeping in ambient air 

overnight (~12 hours) (iii) the device is exposed to 10 ppm of NO2 for 5 minutes.  In another 

control experiment a fresh (unstressed) device with a sensing layer of the same polymer is 

subjected to the same concentration of the gas for the same time period (5 minutes), with the 

response recorded and compared. Figure S25 and S26, SI indicates this experiment for 

VG=VD=-80 V.  Ten devices were measured for the experiment and 10 for the controls. The 

results of the t-test and the p-values obtained are shown in Table S8, SI. The p-values are 

generally insignificant (>0.05 except for PF2) which means bias stress does not cause 

breakdown of devices and the bias stress is reversible. Figure S27, SI shows the respective 

changes in Vth and μ on application of bias stress and a complete recovery of these quantities in 

NO2 (10 ppm) for all polymers; except in PF2. This indicates a degree of instability of sensors 

based on PF2.37 A degree of instability (drift) for PF2 was also observed during dynamic bias 

stress37 in our previous report that was characterized as the noise.  However, the other 

polymers appear quite stable according to this protocol. 

Figure S28, SI shows the transfer curves in air (control) instead of NO2 (details in the 

caption). Our study shows that air is not sufficient to induce recovery for PF1 and PF2 while for 

the others sufficient recovery is achieved. The recovery being via an oxidation process is in 

accordance with the HOMO levels/oxidation potentials elucidated via CV studies. The HOMO 

levels of PF1 and PF2 were deep, while that of P6 was found to be closer to vacuum (Figure 

S10, SI) rendering high oxidizability. PF3 and PF4 exhibit intermediate recovery.  For our 
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polymer series, the gate-bias stress effect is typically reversible, meaning the trapped charges 

can be released back into the extended states upon removal of the applied bias. The ∆IDS (%) in 

the given time is mentioned in the caption of the figure. In air; μ is not changed as much (for 

PF3, PF4 and P6) (Figure S28, S29, SI). Further NH3 exposure (10 ppm) after bias stress 

(exposure times are mentioned in the Figure S29, SI under the figure caption) is unable to 

create further traps for any the systems (Figure S29, S30, SI) which shows unstressed devices 

exposed to NH3 (10 ppm) directly; or de-dope the polymer backbone on the same time scale in 

which a similar exposure to 10 ppm of NO2 gas was causing complete recovery. Neither the 

change in Vth nor the μ are consistent with further trap creation or de-doping after traps have 

already been created by bias stress (Figure S31, SI).  

To summarize, we observe that, as already shown by CV studies; P6 is most capable of 

stabilizing holes  [OS+ in the SI] which supports our observation that it shows the fastest 

recovery in air in that fixed amount of time (more details in the figure caption of Figure 28, SI). 

Combining the results on static and dynamic bias stress in our current and previous work, we 

find that (i) P6 has the fastest trap equilibrium; but may not be the best option to get stability in 

air (ii) PF4 has a relatively smaller τ value unlike P6 showing slower trap equilibrium; but had 

the highest D value by virtue of lower drifts (iii) The rates of decrease of currents at VG=-80 V 

due to environmental drift (dynamic bias stress)~10-4-10-5 37 while the rates (k=1/τ) for static 

bias stress are comparable, ~10-5 s-1 indicating substantial stability to both.  This also shows 

that only a small proportion of the traps induced during the forward sweeps in dynamic bias 

stress are removed during the immediately following reverse sweeps.37 

 

Trap erasing/electrostatic doping/reverse bias stress effects on vapor responses.  De-

trapping of holes explains the positive shift in Vth towards the initial values during recovery 

from bias stress.  We now induce a further detrapping process, erasing not only the traps 

created during bias stress but also those originally present, and investigate the responses of 

such devices to vapors.  We obtained an enhanced response to NH3 after reverse bias stress. We 

used the following protocol in 4 independent experiments: (i) trap erase followed by (ii) 10 

ppm of NO2 exposure; (ii) exposure to 10 ppm of NH3 or (iii) ambient air, as control (Figure  

S32, SI). Details are explained in the caption. If positive bias stress is applied, electron 

trapping/hole detrapping occurs at the gate-insulator/active-layer interface; resulting in the 

shifting of Vth farther to the positive gate voltage direction.95 We have used the charging method 

to observe steady and large positive Vth shifts when applying VG = +80V and VD=0 V, after the 

prior application of negative bias stress to create traps; which are then erased by the positive 

gate bias.95,49 The bias stress protocol (VG=VD=-80 V, 2.5 hours) was applied first, followed by 

the erase protocol (VG=-80 V, VD=0 V, 2.5 hours). Note that in our earlier experiments, the bias 
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stress was applied for 5 hours. In this case (erase), the bias stress voltages (gate and drain) 

were applied for 2.5 hours and all traps (defects) were erased for 2.5 hours. Changes are all 

similar irrespective of the nature of the polymer backbone electronic structure/microstructure, 

implying that the charges are accumulated in the dielectric.82 Table S9, SI shows no correlation 

of ∆Vth and ∆μ with the backbone oxidation potentials; the drain current increases however 

follow the backbone oxidation potentials.   

The trap-erase experiment is relevant to OFET sensors to verify the mechanism of vapor 

response by unstressed devices. Independent devices had traps erased by the charging process 

and then exposed to (i) NO2 (10 ppm) (ii) NH3 (10 ppm) and (iii) air. The exposure times are 16, 

25, 18, 15, 10 minutes for PF1-PF4 and P6, respectively. NO2 does not significantly dope further 

after traps are filled by the electric field (Figure S32, SI, showing ∆Vth and ∆μ (%)). This is true 

for all the polymers. IDS follows the trend P6>PF4>PF3>PF2>PF1 (Figure S33, SI). Moreover, 

the injected charge qinjected is similar for all samples as q=Cox∆Vth. The response to NH3 after trap 

erase is greater than for direct NH3 exposure without trap erase. The response to NH3 is 

compared to the natural recovery (Figure 10) post trap erase and it is observed that responses 

to NH3 are larger compared to recovery on exposure to air for the same amount of time, post 

trap erase. The response was highest for PF2 and PF3, while PF1, PF4 and P6 show similar 

responses to each other.  P6 shows similar response (∆IDS %) to air and 10 ppm of NH3 which 

implies that additional injected mobile holes in P6 are easily re-trapped in air. PF4 also shows a 

similar trend. But as discussed above, NH3 promotes complete recovery and restoration of more 

negative Vth (Figure S34, SI). The NH3 current response (in unbiased devices), and responses to 

air and NH3 post trap erase are shown in Figure S36, S37, SI. ∆Vth and ∆μ (%) after trap erase, 

the response controls (transfer curves, unbiased devices, with and without NH3 exposure) point 

to the fact that trap-erasing increased the responses of all five polymers to NH3 , which relates 

the responses to a trap-creation process.  Also, the fact that this occurred for polymers with a 

range of onset oxidation voltages of about 0.5 V indicates that the reverse bias stress changed 

the minimum mobile hole energy level by at least that amount. 
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Conclusions 

We have definitively established the major role of traps in the vapor sensing mechanism 

of a series of five air-stabilized p-channel conjugated polymers. All but one of the polymers 

show good recovery from bias stress even at very high operational voltages, such as -80 V, 

meaning that the responses to vapors are reproducible after a bias stress-recovery cycle.  

Furthermore, the sensitivities of three of the polymers to NO2 acting as a dopant are highly 

reproducible after recovery either accelerated by NO2 as a trap filler or in the ambient air; the 

exceptions exhibit conformational and packing defects and high free volume.37  

In our previous work, two of the polymers had shown high signal/drift ratios “D” for 

NO2 exposure; one of them (P6) due to exceptionally high response and good oxidizability while 

the other (PF4) due to lower drift under dynamic bias stress.    We also showed that vapor 

response is independent of the channel length. We analysed the bias stress of the unexposed 

polymers in terms of trap distribution and a stretched exponential approach to shifted Vth.  

While P6 showed the fastest recovery from bias stress and the narrowest trap energy 

distribution, the more moderate recovery rate and trap energy distribution of PF4 may have 

aided its environmental stability.   Finally, we showed that response to NH3 is a trap-creation 

process by applying reverse bias stress; this increased the response to NH3 as traps are refilled, 

while response to NO2 under this condition was negligible as the reverse bias stress set a mobile 

carrier energy level beyond the capability of NO2 for further doping.  This suggests that reverse 

bias stress can prime an OFET sensor for an immediate enhanced response to a trap-creating 

vapor analyte. 
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