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Abstract

In this paper, we analyze several methods for approximating gradients of noisy func-
tions using only function values. These methods include finite differences, linear
interpolation, Gaussian smoothing, and smoothing on a sphere. The methods differ
in the number of functions sampled, the choice of the sample points, and the way in
which the gradient approximations are derived. For each method, we derive bounds
on the number of samples and the sampling radius which guarantee favorable conver-
gence properties for a line search or fixed step size descent method. To this end, we
use the results in Berahas et al. (Global convergence rate analysis of a generic line
search algorithm with noise, arXiv:1910.04055, 2019) and show how each method can
satisfy the sufficient conditions, possibly only with some sufficiently large probability
at each iteration, as happens to be the case with Gaussian smoothing and smoothing
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on a sphere. Finally, we present numerical results evaluating the quality of the gra-
dient approximations as well as their performance in conjunction with a line search
derivative-free optimization algorithm.
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1 Introduction

We consider an unconstrained optimization problem of the form
min ¢ (x),
xeR" ¢( )

where f(x) = ¢(x) + €(x) is computable, while ¢ (x) may not be. In other words,
f :R" — Risapossibly noisy approximation of a smooth function ¢ : R” — R, and
the goal is to minimize ¢. The noise in our analysis can be deterministic, stochastic,
or adversarial; however, we assume that the noise is bounded uniformly, i.e., there
exists a constant € ; > 0 such that |[e(x)| < ey for all x € R". Thus, even then the
noise is stochastic, we replace it with the worst case bound € ¢, instead of treating it
as a random variable. We assume that € s is known, which is a key assumption in our
analysis. While this may seem a strong assumption, it is often satisfied in practice
when f(x) is the result of a computer code aimed at computing ¢ (x), but that has
inaccuracies due to internal discretization [30,31]. Another common setting in which
the assumption is satisfied is when f(x) is a nonsmooth function and ¢ (x) is its
smooth approximation; see e.g., [29,32]. In practice, € s can be obtained with the cost
of several function evaluations [4,31]. It is important to note that while we assume
le(x)| < ey forall x € R", for simplicity, we, in fact, only use the bound on the noise
at the points which are used as sample points to estimate V¢ (x) for a specific x. Thus,
when the sample points are known to lie in a ball of a given radius around a fixed x (as
is the case for several gradient estimate methods we consider here), then our analysis
can be applied if € ; bounds the noise only in that given ball.

In this paper, we do not assume that V¢ (x) is computable or available, but we do
assume that V¢ (x) is Lipschitz continuous and that knowledge of an upper bound
on the Lipschitz constant is available. Such problems arise in many fields such as
Derivative-Free Optimization (DFO) [4,8,18,24,26,27,47], Simulation Optimization
[35,45] and Machine Learning [6,7,13,20,22,25,28,43,44]. There have been a number
of works analyzing the case when €(x) is a random function with zero mean (not
necessarily bounded). The results obtained for stochastic noise, and the corresponding
optimization methods, are different than those for bounded arbitrary noise.

One common approach to optimizing functions without derivatives is to compute an
estimate of the gradient V¢ (x) at the point x, denoted by g(x), using (noisy) function
values and then apply a gradient based method with g(x). The most straightforward
way to estimate V¢ (x) is to use forward finite differences by sampling one point
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near x along each of the n coordinates. Alternatively, one can estimate V¢ (x) via
central finite differences where two points are sampled along each coordinate in both
directions. As a generalization of the finite difference approach, g(x) can be computed
via linear interpolation. This approach also requires n sample points near x; however,
the location of the sample points can be chosen arbitrarily, as long as they form a
set of n linearly independent directions from x. Linear interpolation is very useful
when coupled with an optimization algorithm that (potentially) reuses some of the
sample function values computed at prior iterations, thus avoiding the need to compute
n 4+ 1 new function values at each iteration. The accuracy of the resulting gradient
approximation depends on the conditioning of the matrix Q y, which is the matrix
whose rows are the linearly independent directions formed by the sample points. An
extensive study of optimization methods based on interpolation gradients can be found
in [18].

An alternative approach for estimating gradients using an arbitrary number of func-
tion value samples is based on random sample points. The essence of these methods
is to compute gradient estimates as a sum of estimates of directional derivatives along
random (e.g., Gaussian) directions. Using randomized directional derivative estimates
was pioneered in [32], where these estimates are computed using only two function
evaluations per iteration, as opposed to n + 1 evaluations required by the finite dif-
ference method. While this appears advantageous, the consequence is that the step
size parameter has to be n times smaller and thus the overall iteration complexity n
times larger, than those for methods relying on accurate gradient approximations such
as finite difference. The question then arises —Can using multiple randomized direc-
tional derivative estimates have practical or theoretical advantage over finite difference
schemes? Such methods have become popular in the recent literature for policy opti-
mization in reinforcement learning (RL) [13,14,22,40,41,43] as a particular case of
simulation optimization. For example, in [41] a gradient approximation is constructed
by averaging a relatively large number directional derivative estimates along Gaus-
sian directions [32]. In [22], a large number of directional derivative estimates along
random unit sphere directions are used. In each case, the number of these directions
seems to be chosen to fit the specific method and this choice is somewhat obscure.

Our goal is to derive bounds on the number of directional derivative estimates
along random directions that are needed to establish gradient approximation that are
comparable in accuracy to those obtained by a traditional finite difference schemes.
What we observe is that this number is at least as large as n, and it is thus our conclusion
that these new methods offer no theoretical or practical advantage at least in the setting
of standard optimization algorithms, such as line search. The randomized schemes may
offer some advantage in some noisy optimization setting, since randomization itself
may provide some algorithmic robustness, but such setting is yet to be discovered and
analyzed.

Overall, the methods we consider in this paper compute an estimate of the gradient
V¢ (x) (denoted by g(x)), as follows

(1.1)

N
g =3 Lot oW /@,

5 o
i=1
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or using the central (symmetric or antithetic) version

i fotou) — flx—oui)

o (1.2)

gx) =

i=1

where {u; : i = 1,..., N}1 is a set of directions that depend on the method, i;
depends on u;, and o is the sampling radius. In particular, for the finite difference
methods N = n and u; = u; = e;, where ¢; denotes the i-th column of the identity
matrix. For interpolation, N = n, {u; : i = 1,..., N} is a set of arbitrary linearly
independent vectors with ||u;|| < 17 for all i, and &; are the columns of Q/,—Yl, where
the ith row of Qy € RN*" is u;. A special case of linear interpolation has been
explored in [13,14,40] where the u;’s are random orthogonal directions; this approach
can also be viewed as rotated finite differences. In the case of Gaussian smoothing,
the directions u; are random directions from a standard Gaussian distribution and

U = %ui . Finally, a variant of this method that selects the directions u; from a uniform
distribution on a unit sphere, where u; = %ui, has been explored in [22,23]. As is

clear from (1.2), antithetic gradient approximations require 2/N function evaluations.
Details about these methods are given in Sect. 2.

We are motivated by recent empirical use of these methods in the RL literature.
In [41], the authors showed that the Gaussian smoothing approach is an efficient
way to compute gradient estimates when N ~ n. In follow-up works [13,14,40], it
was shown empirically that better gradient estimates can be obtained for the same
optimization problems by using interpolation with orthogonal directions. While the
numerical results in these works confirmed the feasibility of use of (1.1) and (1.2) for
various RL benchmark sets and different choice of directions, there is no theoretical
analysis, neither comparing the accuracy of resulting gradient estimates, nor analyzing
the connection between such accuracy and downstream optimization gains. To the best
of our best knowledge, there has been no systematic analysis of the accuracy of the
(stochastic) gradient estimates used in the DFO literature (such as Gaussian smoothing
and smoothing on a unit sphere) specifically in conjunction with requirements of
obtaining descent directions.

In this paper, we develop theoretical bounds on the gradient approximation errors
llg(x) — Vg (x)] for all aforementioned gradient estimation methods and show their
dependence on the number of samples. Another key quantity we consider is the radius
of sampling o. In the absence of noise, o can be chosen arbitrarily small, however,
when noise is present, small values of o can lead to large inaccuracies in the gradient
estimates. We derive the values for o which ensure that the gradient estimates are
sufficiently accurate and thus can be used in conjunction with efficient gradient based
methods.

A number of works have used smoothing techniques for gradient approximations
within stochastic gradient descent schemes with a fixed step size parameter or a prede-
termined sequence of step size parameters; see e.g., [3,20-23,32,41]. The complexity

1 Throughout the paper, N denotes the size of the sample set {u; : i =1, ..., N}. Note that for the central
versions of the gradient approximations, the number of sampled functions is equal to 2N.

2 The norms used in this paper are Euclidean norms.
FolCT
i
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results derived in these papers depend on the assumptions made on the underlying func-
tions as well as the algorithm employed. In [32], the objective function is assumed
to be deterministic, and the convergence rate that is obtained for a gradient method
with gradients approximated via Gaussian smoothing is the same (in terms of depen-
dence on the dimension # and the iteration count) as for deterministic gradient descent.
Notably, [20] establishes convergence rates with better dependence on the dimension,
but worse dependence on the iteration count. This perhaps is not surprising since the
objective function is assumed to be stochastic in [20].

In this paper, we address functions with bounded noise (so more general than [32]
but more restrictive than [20]). We provide a rigorous quantitative analysis of the error
between various gradient estimates and the true gradient. The resulting error bounds
presented in this paper can be used to establish convergence results for different variants
of (stochastic) gradient methods. The deterministic bounds (finite differences and
interpolation) can be used to establish convergence of a gradient descent scheme with
fixed or adaptive step sizes. The resulting error bounds for the randomized methods
can be used to establish convergence for simple stochastic gradient-type methods or
adaptive methods such as the line search method studied in [5].

Our results show that in order to obtain gradient accuracy comparable to interpola-

tion (or more generally methods that use orthogonal directions), smoothing methods
with Gaussian or unit sphere directions (scaled or not scaled) can require significantly
more samples. With both theoretical and empirical evidence, we argue that while
smoothing methods (Gaussian or unit sphere) can be applied with N < n, the result-
ing estimates generally have lower accuracy (and thus can result in slow convergence
when employed within an optimization algorithm) than the estimates computed via
linear interpolation.
Organization The paper is organized as follows. In the remainder of this section, we
introduce the assumptions we make for our analysis and then present the main results
of the paper. We define and derive theoretical results for the gradient approximation
methods in Sect. 2. We present a numerical comparison of the gradient approximations
and illustrate the performance of a line search DFO algorithm that employs these
gradient approximations in Sect. 3. Finally, in Sect. 4, we make some concluding
remarks and discuss avenues for future research.

1.1 Assumptions

Throughout the paper, we assume that the noise in the function evaluations €(x) is
bounded for all x € R”, and that ¢ is Lipschitz smooth.

Assumption 1.1 (Boundedness of Noise in the Function) There is a constante s > 0
such that | f(x) — ¢ (x)| = |e(x)| < €y forall x € R".

Assumption 1.2 (Lipschitz continuity of the gradients of ¢) The function ¢ is con-
tinuously differentiable, and the gradient of ¢ is L-Lipschitz continuous for all x € R".

In some cases, to establish better approximations of the gradient, we will assume
that ¢ has Lipschitz continuous Hessians.

FolCT
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Assumption 1.3 (Lipschitz continuity of the Hessian of ¢) The function ¢ is twice
continuously differentiable, and the Hessian of ¢ is M-Lipschitz continuous for all
x € R".

1.2 Summary of Results

We begin by stating a condition that is often used in the analysis of first order methods
with inexact gradient computations:

lg(x) = Vo)l = 0Vo(x)I, (1.3)

for some 6 € [0, 1). This condition, referred to as the norm condition, was introduced
and studied in [11,37]. In [5], the authors establish expected complexity bounds for
a generic line search algorithm that uses gradient approximations in lieu of the true
gradient, under the condition that the gradient estimate g(x) satisfies (1.3) for suffi-
ciently small 6 and with sufficiently high probability 1 —§. Note, this condition implies
that g(x) is a descent direction for the function ¢. Clearly, unless we know ||V (x) ||,
condition (1.3) may be hard or impossible to verify or guarantee. There is significant
amount of work that attempts to circumvent this difficulty; see e.g., [10,12,34]. In
[10], a practical approach to estimate || V¢ (xx)| is proposed and used to ensure some
approximation of (1.3) holds. In [12,34], the condition (1.3) is replaced by

g(x) = Vo ()| < karligx)ll,

for some ¥ > 0, and convergence rate analyses are derived for a line search method
that has access to deterministic function values in [12] and stochastic function values
(with additional assumptions) in [34]. However, for the methods studied in this paper,
condition (1.3) turns out to be achievable. We establish conditions under which (1.3)
holds either deterministically or with sufficiently high probability.

Given a point x, all methods compute g(x) via either (1.1) or (1.2). The methods
vary in their selection of the size of the sample set N, the set {u; : i = 1,..., N}
and the corresponding set {zz; : i = 1,..., N}, and the sampling radius o. Here,
upfront, we present a simplified summary of the conditions on N, o and V¢ (x) for
each method that we consider in this paper to guarantee condition (1.3); see Table 1.
For more detailed results see Sect. 2.6, Table 2. Note that for the smoothing methods
(1.3) holds with probability 1 — § and the number of samples depends on §. Moreover,
the bounds on N for the smoothing methods are a simplification of the more detailed
bounds derived in the paper and apply when n > 4, while for smaller n some of the
constants are larger. We should note that the constants in the bound on N are smaller
for larger n.

The bounds N for all methods in Table 1 are the upper bounds, in the sense that they
give the value of N that guarantees the desired gradient estimate accuracy (with high
probability). Clearly for deterministic methods these bounds are also the lower bounds,
that is, no gradient accuracy can be guaranteed (in general) with a smaller value of
N. For the smoothing methods, deriving accurate lower bound on N is nontrivial. We

Elol:;ﬂ
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Table 1 Simplified conditions under assumption that n > 4

Gradient approximation N o Ve )l
. . rp ; 2 L .
Forward finite differences n 2 eff v '; </
30372 M2
. . 6€ £ 2n €
Central finite differences n 3 % ff
—1
2 /nL
Linear interpolation n 2 %f 19 L ner
6./n%Le
Gaussian smoothed 2%’21 + 3’;‘&24 %f 5 f
gradients*
123072 M3
Centered Gaussian smoothed g%’; + ”1;;}35 3 \/GﬁfM \/i
gradients*
4, /n2Le
Sphere smoothed gradients* [Zgﬁ + 8—5 + %" + 4 + %} log ”gl "ETf - S
4372 M2
€
Centered sphere smoothed [294—” + g—" + 95+ 4 + 5—7} log 2+1 3 "Wf ff

gradients*

Bounds on N, o and V¢ (x) that ensure ||g(x) — Vg (x)|| < 0]V (x)| (* denotes result is with probability
1-9)

show, however, that this lower bound is linear in 7 and via numerical simulation confirm
that the constants in the bound are significantly larger than those for deterministic
methods, such as finite differences. This suggests that deterministic methods may be
more efficient, at least in the setting considered in this paper, when accurate gradient
estimates are desired. The bounds on the sampling radius are comparable for the
smoothing and deterministic methods, as we will discuss in detail later in the paper.
Finally, our numerical results support our theoretical observations.

2 Gradient Approximations and Sampling

In this section, we analyze several existing methods for constructing gradient approx-
imations using only noisy function information. We establish conditions under which
the gradient approximations constructed via these methods satisfy the bound (1.3) for
any given 6 € [0, 1).

The common feature amongst these methods is that they construct approximations
g(x) of the gradient V¢ (x) using (possibly noisy) function values f(y) for y € &,
where X is a sample set centered around x. These methods differ in the way they
select X and the manner in which the function values f(y), on all sample points
y € X, are used to construct g(x). The methods have different costs in terms of
number of evaluations of f, as well as other associated computations. Our goal is to
compare these costs when computing gradient estimates that satisfy (1.3) for some
6 € [0, 1). For each method, we derive bounds on the number of samples and the
sampling radius which guarantee (1.3), the sufficient condition for convergence of the
line search method in [5].

EOE';W
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2.1 Gradient Estimation via Standard Finite Differences

The first method we analyze is the standard finite difference method. The forward
finite difference (FFD) approximation to the gradient of ¢ at x € R" is computed
using the sample set X = {x + o¢;}7_; U {x}, where o > 0 is the finite difference
interval and e; € R” is the i-th column of the identity matrix, as follows

, fori=1,...,n.

[g()]i =

fx+oe)— fx)
o

Alternatively, gradient approximations can be computed using central finite differences
(CFD) based on the sample set X' = {x +oe;}7_, U{x —oe;}i_, ,as

fx+oe)— f(x—oe)

, fori=1,...,n.
20

[e()]i =

FFD and CFD approximations require n and 2n functions evaluations, respectively.
CFD approximations tend to be more accurate and stable, as we show below.

We begin by stating two standard gradient approximation bounds, i.e., the error
between the finite difference approximation to the gradient and the gradient of ¢.

Theorem 2.1 Under Assumptions 1.1 and 1.2, let g(x) denote the forward finite dif-
ference (FFD) approximation to the gradient V¢ (x). Then, for all x € R”,

J/nLo n 2/ney
—  t—

o

lg(x) = Vo) =<

Theorem 2.2 Under Assumptions 1.1 and 1.3, let g(x) denote the central finite differ-
ence (CFD) approximation to the gradient V¢ (x). Then, for all x € R",

JnMao?  ney
6 + .

(e

llg(x) = Vo) =<

It is apparent from Theorems 2.1 and 2.2 that the finite difference interval o > 0
should be chosen not to be too small or too large in order to control the bound on
llg(x) — Ve (x)|l. The precise range of acceptable values of o depends on the Lipschitz
constant L of V¢ (x) and the level of noise € s. We derive expressions for o based
on Theorems 2.1 and 2.2 and then discuss the implications of not knowing L and €
precisely.

First we consider the FFD case and thus Theorem 2.1. In order for the estimate of
V¢ (x) computed by FFD to satisfy (1.3) for some given x € R"” we chose o such that
the following holds

@ﬁ%’” <0IVél. @.1)

2
FoC'T
e,
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which can be written as a quadratic inequality

L
‘%oz —OIVp ()l +2/ne s < 0.

The case when L = 0, and known, is not interesting in our context, because then
the function is linear and gradient approximation should be performed outside of
any optimization scheme. Hence, we assume that (the upper bound of) the Lipschitz
constant of V¢ (x), L, is strictly positive. Then, the interval of o values that satisfy
the quadratic inequality is

OlIVe )l — \/6’2I|V<Z>()C)II2 —d4nLey O1IVe ()l + \/92||V<i>()€)ll2 —4nLey

<0<
JnL JnL
(2.2)

This interval is nonempty when 02|V (x)])* = 4nLe ¢, which constitutes to a condi-
tionon || Ve (x)||, withrespect to L and € ¢, for which FFD, with the appropriate choice
of o, can satisfy (1.3). When 62| V¢ (x)|*> > 4nLe ¢, any choice of o satisfying (2.2)
works, however, since we do not know [|[V¢ (x)||, we set o to the known value,

€f
o=2/—=, 2.3
L 2.3)

which minimizes the left hand side of (2.1) and thus satisfies (2.2).

When || V¢ (x)]| falls below 2y ;Lef , finite difference approximations to the gradi-
ent can no longer ensure sufficiently accurate approximations, and any optimization
process reliant on these approximations may fail to progress. Thus, the implication of
not knowing € s and L precisely, but replacing them with overestimates when defining
o, results in earlier stalling of an optimization algorithm based on FFD (and all other
gradient estimates schemes that we will discuss in this manuscript). This observation
agrees with related results in [5], where it is shown that a line search algorithm for
noisy objective functions, based on gradient approximations that satisfy (1.3), enjoys
fast convergence rates until it reaches a neighborhood of optimality dictated by the
estimate € s.

Applying the same logic as above to Theorem 2.2, in order to ensure that (1.3)
holds, we require

2 .
V/nMa +*/Z€f <01Vl 2.4

6

which can be written as a cubic inequality,
nM
foﬁ —0IIVe(x)llo + V/ney < 0.
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The cubic left-hand side has three roots. The first root is a negative number, while the
second and third roots are positive real numbers if

JnIoOM 6%
v > —
Vo)l = T
which constitutes to a condition on || V¢ (x)|| for which CFD can deliver a gradient

estimate satisfying (1.3) if o is chosen as a value inside the interval between the second
and third roots. Choosing o to satisfy

33€f

M

minimizes the left-hand side of (2.4) in the interval between the second and the third
roots.

2.2 Gradient Estimation via Linear Interpolation

We now consider a more general method for approximating gradients using polynomial
interpolation that has become a popular choice for model based trust region methods in
the DFO setting [15,16,18,29,38,39,51]. These methods construct surrogate models of
the objective function using interpolation (or regression). While typically, in the DFO
setting, interpolation is used to construct quadratic models of the objective function
around x € R" of the form

1
m(y) = f(x) +gx)T(y —x) + E(y —0)THX)(y —x), (2.5)

where f € Rand g € R”, or H € R"*", in this paper we focus on the simplest case
of linear models,

m(y) = f(x) +g()T(y —x), (2.6)

as the focus of this paper is on line search methods, whereas the use of (2.5) requires
a trust region approach due to the general nonconvexity of m(y) [18].

Let us consider the following sample set X = {x + ou,x +ouz, ..., x +ouy}
for some ¢ > 0. In other words, we have n directions denoted by u; € R" and we
sample f along those directions, around x, using a sampling radius of size 0. We
assume f(x) is known (function value at x). Let Fy € R” be a vector whose entries
are f(x +ou;) — f(x),fori = 1...n,and let Qy € R"*" define a matrix whose
rows are given by u; fori = 1...n. The model in (2.6) is constructed to satisfy the
interpolation conditions,

f(x+ou;j))=mkx+ou;), Vi=1,...,n,
Elol:;ﬂ
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which can be written as

oQxg=Fx. (2.7)

If the matrix Q y is nonsingular, then m(y) = f(x) + g(x)T(y — x), with g(x) =
% Q;(l Fy,is alinear interpolation model of f(y) on the sample set X'. When Q y is the
identity matrix, then we recover standard forward finite difference gradient estimation.
In the specific case when Q y is orthonormal, then Q;(l = Q}(; thus, g(x) is written
as

zif(X+0ui)—f(X)ui'

o

g(x)

i=1

Next we derive a bound on || g(x) — V¢ (x)||. This result is an extension of the
results presented in [17,18] that accounts for the noise in the function evaluations.

Theorem 2.3 Suppose that Assumptions 1.1 and 1.2 hold. Let X = {x +ouy,...,x+
ouy,} be a set of interpolation points such that maxi<j<y ||u;|l < 1 and Q x be non-
singular. Then, for all x € R",

107 2v/nLo N 21103 lav/ney
: .

o

lg(x) = Vo)l =

Proof From the interpolation conditions and the mean value theorem, Vi = 1,...,n
we have

0g()Tui = f(x +ou)) — f(x) =¢(x +ou)) —p(x) + e(x +ou;) —€(x)

1
= / auiTVq)(x + tou;)dt + e€(x +ou;) — e€(x).
0

From the L-smoothness of ¢ () and the bound on €(-), we have

Lo?||u;||* ,
ol(g(x) = Vo) Tu;| < — ‘2 Vi=l....n

which in turn implies

J/nLo N 2/ney

1Qx(g(x) = Vo)l = —
o

and the theorem statement follows. O

This result has the implication that large || Q;(l || can cause large deviation of g(x)
from V¢ (x). Thus, it is desirable to select X in such a way that the condition number of
Q;(] is small, which is clearly optimized when Q y is orthonormal. Thus, we trivially
recover the theorem for FFD, and moreover, extend this result to any orthonormal set

EOE';W
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of directions {uy,u; ..., u,}, such as those used in [14]. Aside from the condition
number, the important difference between general interpolation sets and orthonormal
ones is in the computational cost of evaluating g(x). In particular, g(x) is obtained
by solving a system of linear equations given by (2.7), which in general requires
On?) computations, but that reduces to O(n?) in the case of general orthornormal
matrices Qy, and further reduces to O(n) for Qx = I, as in the case of FFD. In
[14], it is proposed to use scaled randomized Hadamard matrices as Q . This is only
possible if the problem dimension is a power of 2, but it reduces linear algebra cost of
matrix-vector products from O(n?) to O(n logn).

On the other hand, using general sample sets allows for greater flexibility (within
an optimization algorithm), in particular enabling the re-use of sample points from
prior iterations. When using FFD to compute g(x), n function evaluations are always
required, while when using interpolation it is possible to update the interpolation set
by replacing only one (or a few) sample point(s) in the set X. It is important to note that
while X can be fairly general, the condition number of the matrix Q y has to remain
bounded for Theorem 2.3 to be useful. The sets with bounded condition number of
Q x are called well-poised; see [ 18] for details about the construction and maintenance
of interpolation sets in model based trust region DFO methods.

The bounds of Theorem 2.3 are similar to those of Theorem 2.1; hence, if the
sampling radius o and the the gradient norm satisfy
20105 ll/nLes

0 )

€s
o=2/7 and [[Vex)|=

respectively, then (1.3) holds.

Itis possible to derive an analogue of Theorem 2.2 by including » additional sample
points {x — ouy,...,x — ou,} in the gradient estimation procedure. Namely, two
sample sets are used, X+ = {x + ouj,x +ouz,...x +ou,} and X~ = {x —
ouy, X —oua,...x —0ouy}, with corresponding matrices Q y+ and Q y-. The linear
modelm(y) = f(x)+gT(y—x) is then computed as an average of the two interpolation
models, that is

_ & t+8&

| _
2 ZE[Q;VLFX*"}‘QX]—FX—L

The gradient estimates are computed in this way in [13], for the case of orthonormal
sets and symmetric finite difference computations. Similarly to the CFD, this results
in better accuracy bounds in terms of o'; however, this requires additional n function
evaluations at each iteration, which contradicts the original idea of using interpolation
as a means for reducing the per-iteration function evaluation cost.

2.3 Gradient Estimation via Gaussian Smoothing

Gaussian smoothing has recently become a popular tool for building gradient approxi-
mations using only function values. This approach has been exploited in several recent
papers; see e.g., [3,29,32,41,50].
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Gaussian smoothing of a given function f is obtained as follows:

FO) =Byl = [ 700Gl oDy

=Eu-no.nlf(x +ouw)] = /Rn Jf x4+ ou)m w0, Idu, 2.8)

where AV (x, o2 1) denotes the multivariate normal distribution with mean x and covari-
ance matrix 021, N (0, I) denotes the standard multivariate normal distribution, and
the functions 7 (y|x, 0>I) and 7 (1|0, I) denote the probability density functions (pdf)
of N'(x, o21) evaluated at y and A/(0, I) evaluated at u, respectively. Using properties
of derivatives of expected value functions [1], the gradient of F can be expressed as

1
VE() = ~Epnonlf G +owul. 2.9)

Assume f is an approximation of ¢ with the approximation error bounded by €
uniformly, i.e., Assumption 1.1 holds. If Assumption 1.1 holds, then the following
bounds hold for the error between V F'(x) and V¢ (x). If ¢ has L-Lipschitz continuous
gradients, that is, if Assumption 1.2 holds, then

IVF(x) = Vo )|l < v/nLo + fef

(2.10)

see Appendix A.1 for the proof.? If the function ¢ has M-Lipschitz continuous Hes-
sians, that is, if Assumption 1.3 holds, then

IVF(x) — Vo (x)|| < nMo> +f s

(2.11)
see Appendix A.2 for proof.

In order to approximate V¢ (x) one can approximate V F'(x), with sufficient accu-
racy, by sample average approximation applied to (2.9), i.e.,

N
g(x) = %Zf(xﬂui)ui, (2.12)

where u; ~ N(0, 1) fori = 1,2, ..., N. It can be easily verified that g(x) computed
via (2.12) has large variance (the variance explodes as o goes to 0). The following
simple modification,

ui, (2.13)

1 Flx +ou) — f(x)
g(X)ZNZ

(o
i=1

3 The bound (2.10) was presented in [29] without proof; we would like to thank the first author of [29] for
providing us with guidance of this proof.
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eliminates this problem and is indeed used in practice instead of (2.12); see [13,14,41].
Note that the expectation of (2.13) is also V F (x), since E,,. ~ar,r)[f (x)u] is an all-
zero vector for all i. In what follows, we will refer to g(x) computed via (2.13) as
the Gaussian smoothed gradient (GSG). As pointed out in [32], wu ; can
be interpreted as a forward finite difference version of the directional derivative of
f at x along u;. Moreover, one can also consider the central difference variant of
(2.13)—central Gaussian smoothed gradient (¢cGSG)—which is computed as follows,

IS [t ou) = f(x = ou)
() = ; - uj. (2.14)

The properties of (2.8) and (2.13), with N = 1, were analyzed in [32]. However,
this analysis does not explore the effect of N > 1 on the variance of g(x). On the
other hand, in [41] the authors propose an algorithm that uses GSG estimates, (2.13)
and (2.14), with large samples sizes N in a fixed step size gradient descent algorithm,
but without any analysis or discussion of the choices of N, o or o (where « is the
step size). Thus, the purpose of this section is to derive bounds on the approximation
error ||g(x) — V¢ (x)]| for GSG and cGSG, and to derive conditions on ¢ and N under
which condition (1.3) holds (and as a result the convergence results for a line search
DFO algorithm [5] based on these approximations also hold).

We first note that there are two sources of error: (i) approximation of the true
function ¢ by the Gaussian smoothed function F of the noisy function f and (ii)
approximation of V F(x) via sample average approximations. Hence, we have that

lg(x) = Vo) = I(VF(x) = Vo (x)) + (g(x) = VF(x))|l
SIVFx) = Vel + llg(x) = VF (). (2.15)

The bound on the first term is given by (2.10) or (2.11). What remains is to bound the
second term ||g(x) — VF (x)]|, the error due to the sample average approximation.

Since (2.13) (and (2.14)) is a (mini-)batch stochastic gradient estimate of V F(x),
the probabilistic bound on ||g(x) — VF(x)] is derived by bounding the expectation,
which is equivalent to bounding the variance of the (mini-)batch stochastic gradient.
Existing bounds in the literature, see e.g., [48], are derived under the assumption
that ||g(x) — V¢ (x)| is uniformly bounded above almost surely, which does not
hold for GSG because when u follows a Gaussian distribution, wu can be
arbitrarily large with positive probability. Here, we bound || g (x) — V F (x)|| only under
Assumptions 1.2 or 1.3. It is shown in [32] that Assumption 1.2 implies that V F'(x)
is L-Lipschitz continuous; by applying similar logic it can be shown that Assumption
1.3 implies that V> F (x) is M-Lipschitz continuous.

The variance for (2.13) can be expressed as

fx+ou)— fx)

o

1 2 1
Var {g(x)} = —E,~n0,1) [( ) uuT] — —VFX)VF(x)T,
N N
(2.16)
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and the variance of (2.14) can be expressed as

fx+ou)— f(x —ou)
20

2
) uuT:| — %VF(x)VF(x)T.
2.17)

1
Var {g(x)}= NEMNN(O,I) [(

The following properties of a normally distributed multivariate random variable
u € R" will be used in our analysis and are derived in Appendix A.3. Leta € R" be
any constant vector, then

Eu~NO,D [(aTu)zuuT] =aTal +2aa’

Eun.0) [aTu NMILE uuT] = Oy fork =0,1,2, ...

I =m+2)(n+4)---(n+k)I fork =0,2,4,...

Ey~n.1) [Ilull uu ] ~05
<m+1Dn+3)---(n+k)-n I fork=1,3,5,...
(2.18)

It is interesting to note that only the last property is specific to the normal distribu-
tion, while the first two expressions hold for any random vector u, for which u; are
symmetric iid random variables with unit variance. Thus, techniques presented in this
paper can be extended to other distributions, such as the one used in [46].

We now derive bounds for the variances of GSG and cGSG.

Lemma 2.4 Under Assumption 1.2, if g(x) is calculated by (2.13), then, forall x € R",
Var {g(x)} < «(x)I where

Lo

3 ,  L%0? 4e}
K(X)ZN 3IVo) |~ + 2 (n+2)(n+4)+? .

Alternatively, under Assumption 1.3, if g(x) is calculated by (2.14), then, for all
x € R", Var{g(x)} < k(x)I where

3 5 M?g* 6}
/c(x)zﬁ 3|V (x)|I© + 36 (n+2)(n+4)(n+6)+; .

Proof Since VF(x)VF (x)T > 0, we derive from (2.16)

fx+ou) - f(x)>2 T]
uu

o

1
Var {g(x)} ﬁﬁEuw\f(O,I) |:<

1 [(f(erGM)—f(x) )(f(x+014)—f(X) )T]
=NEu~N(o,1) u ul |-
o o
EOE';W
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The term in the parentheses can be written as

f(x+cru)—f(x)u

o
_ PG tow)telrtou) — o) —ex)
o
_¢Gtou)—¢(x) —VoW)Tou n €xtou) —ex) + V() Tuu.

(e

Considering for any three vectors {vy, vy, v3} C R”, it must be (v{ + v2 + v3) (v +
vy +v3)T < 3v1v1T + 3v2v2T + 3v3v3T, we have

Var (g(x))
3 [<¢(x+ou>—¢<x>—V¢<x>Tou>2 r
v BN ©.1) uu

(o2

2
+ [(6(’“ tow - “’”) uuT:| + (V¢(x)Tu)2uuTi|

o

IA

IA

3 Lo 2 2¢r\? 5
NE,,NN(OJ) TuTu unT + | — ) uuT + (Vo(x)Tu) uuT
o

@l18) 3

L%6? 46]2r 2
—m+2)(n+4)1 + —21 F+ IV T + 2V (x)Vp(x)T
N 4 o

3 (1262 4€?
< —( 7 (nJrZ)(nJr4)+—£-Ir3||V¢>(JC)||2 1,
N 4 o

where the second inequality comes from the Lipschitz continuity of the gradients
(Assumption 1.2) and the bound on the noise, and the last inequality comes from the
fact that vvT < ||v||?1 for any v € R".

For ¢cGSG, we follow the same logic as above. By (2.17) we get

20

_ _ 2
Var {g(x)} 5%Eu~./\f(0,1) |:(f(x +ou) — fx au)) uuTi|

1 f(x4+ou) — f(x —ou) f(x4+ou)— flx —ou) \7T
R =t

The term in the parentheses can be written as

f(x+0u)—f(x—au)u

20
_ ¢(x+ou)+e(x+ou)—¢p(x —ou) —e(x — au)u
o 20
_ ¢(x+ou)—¢p(x —ou) — 20V¢(x)7uu . e(x +ou) — e(x)u V) Tun
20 20
Elol:;ﬂ
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(#x + 0w = $(x) = V@) Tu = FuTV?¢ (x)u)

= u
20
(¢(x —ou) — (x) + oV (x)Tu — %uTvzqs(x)u)
— u
20

. e(x +ou) —ex)
20

u+ Vo (x)Tuu.

Then, for cGSG we have

Var {g(x)}

3 +ou)—d(x —ou) —20V(x)Tu\>
fﬁEpr(o,I) |:(q’>(x ou) — p(x 200»!) oV (x u) T

n (e(x +ou) —e(x)
20

2
3 Mo? 2ep\2
=< NEL{"’N(O,I) |:< 6 ||u||3> uuT + (T;) uuT + (V¢(X)Tu)2uuT:|

218) 3 [ M%c* 6?‘ 2
= — (n+2)(n+4)(n+6)1+f21—|—||V¢(x)|| I+2V¢(X)V¢(X)T
N 36 o

2
) uul + (V¢>(x)Tu)2uuTj|

3 M 20 4 612‘ 2
=< N 6 (n+2)n +4)(n+6)+;+3llv¢>(x)\| 1,

where the second inequality comes from the Lipschitz continuity of the Hessians
(Assumption 1.3) and the bound on noise, and the last inequality comes from the fact
that voT < |v||?1 for any v € R". O

Using the results of Lemma 2.4, we can now bound the quantity ||g(x) — VF (x)||
in (2.15), in probability, using Chebyshev’s inequality.

Lemma 2.5 Let F be a Gaussian smoothed approximation of f (2.8). Under Assump-
tion 1.2, if g(x) is calculated via (2.13) with sample size

3n L%c2 46; )

N>— <3||V¢<x)||2 +

~ &1

2 (n—|—2)(n~|—4)+?
then, for all x € R", ||g(x) — VF(x)|| < r holds with probability at least 1 — §, for
anyr >0and0 <6 < 1.

Alternatively, under Assumption 1.3, if g(x) is calculated via (2.14) with sample
size 2N where

3n ,  M%* €
Nz —=3IVex)l~ + (n+2)(n+4)(n+6)+ 5|,
or 36 o
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then, for all x € R", ||g(x) — VF(x)|| < r holds with probability at least 1 — §, for
anyr >0and0 <6 < 1.

Proof By Chebyshev’s inequality, for any r > 0, we have

n

{/(g(x) VF(o)TVar {0}~ (g(x) — VF<x)>>r} >

Since by Lemma 2.4 Var {g(x)} < «(x)I, with the appropriate x (x) as shown in the
statement of the Lemma, we have Var {g(x)}_1 > k(x)~ 11 and

V@00 = VF)TVar {g(0) ! () — VF() = 6(0) " Hlg() — VF@)I.
Therefore, we have,

K(x)n
72

Pleen g = VFWI > r} = 5 = Plig) = VF)I > r} <

To ensure P {||g(x) — VF(x)| <r} > 1 —§, we choose k such that K(r+)" < 4, by
choosing large enough N. The exact bounds on N (and thus the result of Lemma 2.5)
follow immediately from the two respective expressions for x(x) in Lemma 2.4. O

Now with bounds for both terms in (2.15), we can bound || g(x) — Vo (x)], in
probability.

Theorem 2.6 Suppose that Assumption 1.2 holds and g(x) is calculated via (2.13). If

3n L3%0? 4€%
N > —2<3||V¢(x>||2+ 4+ 2 +4)+ — |
or 4 o
then, for all x € R" andr > 0,

lg(x) — Vo (x)|| < v/nLo + @ +r. (2.19)

with probability at least 1 — 6.
Alternatively, suppose that Assumption 1.3 holds and g(x) is calculated via (2.14).

If

254

3n 5 Ejzc
N=—3IVe(x)ll” + n+2)n+4Hmn+6)+ =5 |.
or o

then, forall x € R" and r > 0,

lg(x) — Vo)l < nMo?® + Y=L f yEES

(2.20)
with probability at least 1 — 6.
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Proof The proof of the first part (2.19) is a straightforward combination of the bound
in (2.10) and the result of the first part of Lemma 2.5. The proof for the second part
(2.20) is a straightforward combination of the bound in (2.11) and the result of the
second part of Lemma 2.5. O

With the results of Theorem 2.6, we can now derive bounds on o and N that ensure
that (1.3) holds with probability 1 — 8. To ensure (1.3), with probability 1 — §, using
Theorem 2.6 we want the following to hold

JnLo + ey
o

= AM0[Ve()ll. (2.21)
r= (I =10[Vel, (2.22)

for some A € (0, 1).

Let us first consider g(x) calculated via (2.13). To ensure that (2.21) holds, we
impose conditions derived following the same logic as was done for the case of Forward
Finite Differences. Namely,

2./nL
az,/%f and V)| = YL

A0

Now using these bounds and substituting » = (1 —A)8|| V¢ (x)|| into the first bound
on N in Theorem 2.6, we have

: | Lo 4
S 3Ive@I? + =m0+ + —
r 4 o

2
9n 1 (3(n +2)(n+4) > A (2.23)

<
~ 862 (1 — )2 166 (1 - A)z

We are interested in making the lower bound on N as small as possible, and hence,

we are concerned with its dependence on n, when n is relatively large. Henceforth, we
assume that n > 1 and choose A such that 0 )\)2 < Jlrz so as to reduce the scaling of
the second term with n and to simplify the expression. This is always possible, because
is monotonically increasing with A and equals O for A = 0. Specifically, we can
> (- A)mel—zfrl;
foralln > 1. In fact, for large values of n we can choose A to be closer in value to
\/LE’ but for simplicity we will consider the choice that fits all n. Using the fact that

)»2
(1-2)2
choose A = 3 , because it is easy to show that for this value of A

A< JLE’ and thus, ﬁ < Wﬁ+1)2’ and also that nlﬁ < %, the right hand side of

(2.23) is bounded from above by

In n 3(n+4)
802 (Jn —1)2 168 né’

(2.24)
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This implies that by choosing N at least as large as the value of (2.24) we ensure that
(2.22) holds.

We now summarize the result for the gradient approximation computed via (2.13),
for A = ﬁ

Corollary 2.7 Suppose that Assumption 1.2 holds, n > 1 and g(x) is computed via
(2.13) with N and o satisfying,

9n n 3(n+4) 3
+ _—

N> _ ¢
s -1 T ies T @ L

IfIIVe ()| > 6”V9L5f , then (1.3) holds with probability 1 — 8.

The bound for the number of samples for GSG is larger than those required by
FFD and interpolation, since the latter are fixed at n, although both scale linearly in
n. Moreover, the dependence of N on § is high. However, this bound is derived as an
upper bound, and hence in order to verify that GSG indeed requires a large number of
samples to satisfy (1.3) we need to establish the lower bound on N. In what follows,
we show that linear scaling of N with respect to n is necessary to guarantee that (1.3)
is satisfied. The dependence on § is likely to be too pessimistic and is an artifact of
using Chebychev’s inequality. In the next section, we analyze a method that estimates
gradients using samples uniformly distributed on a sphere, and for which we obtain
better dependence on § but still linear scaling with n. Note, also, that the dependence
of the lower bound for || V¢ (x)| on n in the GSG case is larger by a factor of \/n as
compared to the FFD case

We now derive the analogous bounds on N and o for the case when g (x) is calculated
via (2.14). To ensure (1.3), with probability 1 — §, using Theorem 2.6 we want the
following to hold

ﬁEf
o

r=({1=101Vo)ll. (2.26)

nMo? + < A0V )|, (2.25)

for some A € (0, 1). In order to ensure that (2.25) holds, we use the same logic as was
done for Central Finite Differences in Sect. 2.1. Namely, we require the following:

2072
€f 3 3nMef
=3 d |V > — .
o=z ™ IVeWI = 5y —

Now using these bounds and setting » = (1 — 1)0|| V¢ (x)]| into the second bound on
N in Theorem 2.6 we have

3n 2 M264 ) 4 6]25
52 MVeWIN"+ —c—+2)(n + )(n+6)+;
FoC'T
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o 1 (<n+z>(n+4>(n+6) 3) 22
= 862 (1 — )2 48n8 (1 =22

As before, we are interested in making the lower bound on N to scale at most linearly

with n. Thus, to achieve this and to simplify the expression we choose A such that
)LZ

an? = (n+2)(n+4) =

to n and simplifies the expression. It is easy to show that A = < satisfies this

1 v f
n
-7 = Jnone and TG =

-» which reduces the scaling of the second term with respect

condition. Then, using again the fact that % the

above expression is bounded by

9 n n+6 3

8602 (Jn — 1)2 T a8s T ane

We now summarize the result for the gradient approximation computed via (2.14),

N
for)\_6ﬁ.

Corollary 2.8 Suppose that Assumption 1.3 holds, n > 1 and g(x) is computed via
(2.14) with N and o satisfying,

On n n+6 3 €r
N > I d = 3]
S (yn—12 a8 Tans ™ 7T\ 2gum

72 12
1IVe (o)l = 8L then (13) holds with probability 1 — .

2.3.1 Lower Bound on &

We have demonstrated that if N > ‘Q(ela) then P(||g(x) — Vo (x)|| <0|Vo(x)]) >
1 — §; that is, having a large enough number of samples is sufficient to ensure accu-
rate gradient approximations with a desired probability. A question that remains is
how many samples are necessary to ensure that accurate gradient approximations are
obtained with high probability. Here we derive a lower bound on the probability of
failure for (2.13) to satisfy condition (1.3); i.e.,

Plgx) = Vo)l > 01V ) - (2.27)

We derive the lower bound for (2.27) theoretically, and then illustrate the lower
bounds via numerical simulations for the specific case of a simple linear function
of the form f(x) = ¢(x) = aTx, where a is an arbitrary nonzero vector in R”. For
simplicity, through this subsection we assume that € (x) = Oforallx € R”. Inthis case,
forany o, VF(x) = a.Note also thatinthiscase V f (x) = V¢ (x) = VF(x) = a. We
show that while theory gives us a weak lower bound, numerical simulations indicate
that the true lower bound is much closer to the upper bound, in terms of dependence
onn.
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We use the following lower bound on the tail of a random variable X, derived in
[36]. For any b that satisfies 0 < b < E[|X]|] < o0,

2
. EO0X[T-5)

FIXT= 0= e

We apply this bound to the random variable ||g(x) — VF(x)||, and b = @|a]|. We
have

P(g(x) = Vo)l > 01IVex)|) = P(llg(x) — VF ()| > b)
=P(lg(x) — VF@)|I* > b%)
_ Ellse) - VF@I?] - 5’
E[llgx) — VF)[*]

for any b such that 0 < b < \/E [llg(x) — VF(x)|1?]. The reason we consider the

squared version of the condition is we are unable to calculate E [llg(x) — VF(x) ||k]
when k is odd.

For brevity, we omit the derivations of E [ g(x) — VF (x)||*] and E [ || g (x) — VF (x)|]
from the main paper, and refer the reader to Appendices A.4 and A.5, respectively.
The required expressions are:

|
E[Ig() = VF0I?| = S 1+ DaTa, (228)
E [||g(x) - VF(x)||4] - % ((N — )2 +4n+T7)(@Ta)* + Gn® +20n + 37)(aTa)2) .

(2.29)

Thus, for ¢ (x) = aTx,

2
N <%(n + DaTa — QzaTa)
D2 +4n+T)(aTa)? + N(3n2 4+ 20n + 37)(aTa)?

P(lgx) —all > Ollall) = NV =

N ((n + DaTa — N92aTa)2
(N = )(n? +4n +7)(@Ta)? + (3n? +20n + 37)(aTa)?
N ((n +1)— 92N)2
(N = D2 +4n+7) + 3n2 4 20n +37)

for any 6 and N such that 0 < 0%aTa < %(n + DaTa.

Consider n large enough such that 4(n 4+ 1)> > n® + 4n + 7 which is satisfied
forn > @ ~ 0.54; and 4(n + 1)2 > 3n2 + 20n + 37 which is satisfied for
n > 6+ 469 =~ 14.31 (henceforth we assume that n > 15). Then wehave,
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N((n+1) —0>N)? - N((n+1) —0>N)?
(N=1D@n24+4n+7)+ Bn2+20n+37) — (N — D4+ 1)2 +4(n +1)2
_ (n+1)—6°N)?

4(n +1)2
Thus, from
((n41) —6%N)?
P — 0 > >3,
(lg(x) —all > Ollall) = 2 F1)2 >
we get

- (n+ 1)(1 —28)

N 7

= P(lgx) = V@)l > 0IVe (X)) = 6.

It follows that for any 0 < § < ;ll,n > 15and N < 9%(1 —2/8)(n+1)

P(lg(x) = Vo) > 0IVo(x)[) = 8.

In other words, to have P(||g(x) — Vo (x)|| < 0||Vo(x)|)) > 1 — 4, it is necessary to

have N > (1_92#(71 + 1), which is a linear function in n.

We now show through numerical simulation of the specific case of ¢(x) = aTx
that in fact for much larger values of §, N > n is required to achieve (1.3) for any
6 < 1. Specifically, Fig. 1 shows the distribution of

g 186) Vo]
Vel -

approximately computed via running 10000 experiments, where ¢ (x) = eTx (e is
a vector of all ones) and n = 32, for different choices of N € {1, 2,4,8, 16, 32,
64, 128, 256, 512}. As is clear, 6 is never smaller than 1 when N = 1. Moreover, 6 is
smaller than %, which is required by the theory in [5], only about half the time when

N = 128 = 4n. Figure 1k shows the percent of successful trials (6 < %) versus the
size of the sample set (N), and Table 11 shows statistics of the empirical experiments
for different sizes of the sample set (N). As expected, as N grows, the value of 6
decreases, something that is not surprising, but at the same time not captured by the
derived lower bound. Thus, we conclude that the theoretical lower bound we derive
here is weak and to satisfy (1.3) with6 < % and probability of at least % the size of the
sample set needs to be larger than n. A stronger theoretical lower bound supporting
this claim remains an open question.

In Sect. 3, we present numerical evidence that shows that for a variety of functions
£ 8=Vl

choosing N to be a small constant almost always results in large values o N0l

with probability close to 1.
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(k) Percent of successful trials vs. N
Percent of
N Mean () Median (f) Variance () Successful
Trials
1 (n/32) 4.62 3.69 11.44 0
2 (n/16) 3.62 3.23 3.67 0
4 (n/8) 2.70 2.53 1.07 0
8 (n/4) 1.96 1.87 0.31 0
16 (n/2) 141 1.36 0.093 0
32 (n) 1.00 0.98 0.032 0
64 (2n) 0.71 0.70 0.012 1.04
128 (4n) 0.50 0.50 0.0051 49.53
256 (8n) 0.36 0.35 0.0023 99.56
512 (16n) 0.25 0.25 0.0011 100

(l) Summary of Results

Fig. 1 Distribution of 6 for ¢ (x) = eTx, at x = e, where e is a vector of all ones, and n = 32

2.4 Gradient Estimation via Smoothing on a Sphere

Similar to the Gaussian smoothing technique, one can also smooth the function f with
a uniform distribution on a ball, i.e.,

FO) = Ey Beonlf 0)] = /
B(x,

1
= Euuso.)lf ¥ +ou)] = f( o AN

Fo C ""I
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where U (B(x, o)) denotes the multivariate uniform distribution on a ball of radius o
centered at x and U (B(0, 1)) denotes the multivariate uniform distribution on a ball
of radius 1 centered at 0. The function V), (o) represents the volume of a ball in R” of
radius o. It was shown in [23] that the gradient of F can be expressed as

n
VF(x) = ;EM~U(S(O,1))[f(X + ou)ul,

where S(0, 1) represents a unit sphere of radius 1 centered at 0. This leads to three ways
of approximating the gradient with only function evaluations using sample average
approximations

gx) = L fx +oui)u;, (2.31)
No P
N
n fx+ou)— f(x)
g =+ ;‘ - Ui, (2.32)

n o f(x+oup) — fx —oup)
g =+ ; > u;, (2.33)

with N independently and identically distributed random vectors {u; }1N= | following a
uniform distribution on the unit sphere. Similar to the case with Gaussian smoothing,
the variance of (2.31) explodes when o goes to zero, and thus, we do not consider this
formula. We analyze (2.32), which we refer to as ball smoothed gradient (BSG) and
(2.33) which we refer to as central BSG (cBSG).

Again, as in the Gaussian smoothed case, there are two sources of error in the
gradient approximations, and namely,

[g(x) = Vo)l = IVF(x) = V)l + [[g(x) = VF(x)|. (2.34)

Let Assumption 1.1 hold. One can bound the first term as follows: if the function ¢
has L-Lipschitz continuous gradients, that is if Assumption 1.2 holds, then

IVF(x) — V()| < Lo + ”Gﬁ (2.35)

and if the function ¢ has M-Lipschitz continuous Hessians, that is if Assumption 1.3
holds, then

2, ey
[VF(x) = Vo (x)|l < Mo~ + — (2.36)
The proofs are given in Appendices A.6 and A.7, respectively.
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For the second error term in (2.34), similar to the case of Gaussian smoothing, we
begin with the variance of g(x). The variance of (2.32) can be expressed as

2 _
Var {g(x)} = %EMNM(S(OJ)) [(f(x + az) fx)

2
) uuT:| — %VF(X)VF(X)T»
(2.37)

and the variance of (2.33) can be expressed as

g — —
Var {g(x)} = %EMNU(S(OJ)) |:<f(x + au)zaf(x ou)

2
) uuT:| - %VF(x)VF(x)T.
(2.38)

For a random variable u € R” that is uniformly distributed on the unit sphere
S(0, 1) c R", we have

aTal +2aaT
nn+2)
Eu~u1(S0.1) [aTulluIIkuuT] = 0pxp fork=0,1,2, ... (2.39)

Ey~u4(5(0,1)) [(GTM)2WT] =

1
Euvtiiso [l uuT] = ~1 fork =0, 1,2, ...
n

where a € R”" is any constant vector; see Appendix A.8 for derivations. We now
provide bounds for the variances of BSG and cBSG under the assumption of Lipschitz
continuous gradients and Hessians, respectively.

Lemma 2.9 Under Assumption 1.2, if g(x) is calculated by (2.32), then, forall x € R",
Var {g(x)} < k(x)I where

+U2

@ =2 (2 ivpwmp 1 HEE |
KO=N a2 ew A :

Alternatively, under Assumption 1.3, if g(x) is calculated by (2.33), then, for all
x € R", Var {g(x)} < k(x)I where

N 36 o2

3 3n ,  nM?*c* ne}
K@) == | —5 Ve ” +
n+2

Proof Analoguous to the proof of Lemma 2.4, we derive from (2.37) to get

Var {g(x)}
2 _ _ 2
=< %EMJ/I(S(O,I)) |:<¢()C o = 900 GV‘P(x)Tu) uuT
o
FolCTl
I_I o
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n (e(x +ou) —e(x)

o

2
) uu’ + (V¢(x)Tu)2uuT:|

3n? Lo 2 2er\?
< WEMNM(S(OJ)) |:<TMTM) uu’l + (Tf) uul + (V¢(x)Tu)2 uuT

2 2
239) 3n? [ L*0? 4ey Vo)l 2
N ( P n(n+2) +n(n+2) PIVHE)
3 (nlL?c? 4”€§f 3n 2
< = \% 1.
=¥ ( ) ) +n+2|| d )|l

For ¢cBSG, by (2.38) we have

Var {g(x)}
3n? (x +ou) —p(x —ou) — 20V (x)Tu\*
5%EMNU(S(O,1))|:<¢X - ¢x2:u ALl ”) uuT
2
" (E(’“ ke “’”) ™ + (V¢(X)Tu)2uuTi|

3n? Mo? 2 2¢\?
= —EuuS0,1)) |:< ||M||3> uuT + (2—;> uuT + (Vo (x)Tu)?uuT

N 6
2 2 4 2 2
239) 3n° [ M-o € Vo () 2
=" — | —1 4+ —1 1 \% \% T
N (36n +02n n(n+2) n(n+2) PV
L3 (met g 3o
- N 36 o2  n+42 o '

m}

Using the results of Lemma 2.9, we can bound the quantity ||g(x) — VF(x)]| in
(2.34), with probability 1 — §, using Chebyshev’s inequality, just as we did in the
case of GSG. However, ball smoothed gradient approach has a significant advantage
over Gaussian smoothing in that it allows the use of Bernstein’s inequality [49, The-
orem 6.1.1] instead of Chebychev’s and the resulting bound on N has a significantly
improved dependence on the probability §.

Bernstein’s inequality applies here because, unlike GSG (and ¢cGSG), BSG (and
cBSG) enjoys a deterministic bound on the error term nwu — F(x); see
proof of Lemma 2.10.

Lemma 2.10 Let F be a ball smoothed approximation of f (2.30). Under Assumption
1.2, if g(x) is calculated via (2.32) with sample size

2 1y 2 252 4€2\ 4 4 !
Nz|:6n<” PN | L7o” f)+"<2||v¢>(x)ll+La+ 6f> logn;L s

r2 n 4 o2 3r o
EOE';W
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then, for all x € R", ||g(x) — VF(x)|| < r holds with probability at least 1 — §, for
anyr >0and0 <6 < 1.

Alternatively, under Assumption 1.3 if g(x) is calculated via (2.33) with sample
size 2N where

on? (Vo2 M20* €5\ 2 Mo? 2 n4 1
N> Lz Ve @)l + o " 712 i 2n Vel + 22 4 €f log 7
r n 36 o 3r 3 o )

then, for all x € R", ||g(x) — VF(x)|| < r holds with probability at least 1 — §, for
anyr >0and0 <6 < 1.

Proof We first note that

(x+ou)— fx) 1
Eu~14(50,1)) [%f & U: a u— NVF(X)} =
and
nfaton - f@) lvm)H
N o N
_|nfatom—fe np fatov) -~ fo)
~ N pu u N v~U(S(0,1)) .

IA

% |f G+ ou) — £ lull + %Ewu(sm,n) [/ +0v) — £ o]
= o +ou) + e(x + ou) — px) — e(x))|
No

+ iEv~u<s<o,1>) [¢(x + 0v) +e(x +ov) — p(x) — €(x)]]

Liou|?
N—(|V¢()T ul+ = +2ef)

T Llovl|?
Ty Ev~u<8(0,1>) Vo) Tov] + ———— +2¢;

1 20V ()| + Lo + —)

2

for any u ~ U(S(0, 1)). The matrix variance statistic of g(x) — VF (x) is

v(g(x) — VF(x))
= max {|E [(g(x) = VF(x))(g(x) = VF)T]ILE[(g(x) = VF(x)T(g(x) — VF(x)]}

2 2
3 ( 3n 5 nL2e?  4ner\ 302 (V|2 L2002 4}

< — | —|IV T\ T

_max[N<n+2|| PO+ ——+ — N T T2

2
_ 32 (IVewI? | 1202  4€f
N n 4 o2 )’
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where the two terms in the maximization are || Var {g(x)} || and trace(Var {g(x)}). The

upper bound on these two terms are from Lemma 2.9. Then by Bernstein’s inequality,
we have

P(lg(x) = VFX)| = r)

_2
S(n+l)exp< r’/2 i )
v(g(x) = VF(x)) + 5 2IVo ()| + Lo + =)

—r?/2
<(+1)exp

2 2 2,2 4€2 4
- (—'W’;X” + 57+ _,) + 37 CIVe@)| + Lo + 25

In order to ensure that P(||g(x) — VF(x)|| > r) <4, for some § € (0, 1), we require
that

—r2/2
(n+1)exp

<$

= Uy

2 2 2 2 4el 4
- (—“V"’ff“ +55+ —f) + 47 @IVe@)| + Lo + )

from which we conclude that

o2 (19 2 1252 42 2 4e 1
N2|:nz<” Pl " 4‘7 +7; +l<2||V¢(x)||+La+ f) logn+-

r n o 3r o

For the ¢cBSG case, note that

n f(x+ou)— f(x —ou) 1
EuNU(S(O,l)) |:N 20 u— NVF(X)] =0,

and

if(x +ou)— f(x —au)u _ lVF(x)H
N 20 N
< ZNLG |f(x +ou) — f(x — ou)] [[ul]
+ o Byusion (16 +0v) = £ = ow)l ol
= lp(x +ou) +e(x +ou) —p(x —ou) —e(x —ou)|
2No

n
+ ZIV_O_EU’\'U(S(O,I)) [lp(x +ov) +e(x +ov) —d(x) —e(x)]
M 3
< MLO’ <|2V¢>(x)7cm| + M + 2€f>
EOE;”
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~|——n E 2V (x)T v|+—||ov||3 + 2¢
~ x)To
2Ng "’ USO.D) 3 !

< " (219p0on + M 1 2
=N * 3 o )
for any u ~ U(S(0, 1)). The matrix variance statistic of g(x) — VF(x) is

v(g(x) — VF(x))
max {|E [(g(x) = VF(x))(g(x) = VF)T]IILE[(g(x) = VF(x)T(g(x) — VF(x))]}

2 2
3 ( 3n ,  nM%o*  ner\ 3p2 (Vo) MZe* €
max{ < Vo)~ + +072 N + 36 +2

IA

n+2 36 n

_ 3 (IVew)? | Mot +€2f
N n 36 o2 ]

By Bernstein’s inequality, we have

P(llg(x) = VF@)Il = 7)

< (n+1)exp —r*/2
B v(g() = V) + 8 (20Vg @)l + 92 4 %1

—r2)2

2 v 2 254 € 2 02
e (7” eI 4 Mo”4 U—Q) + 5 (21ve + 422 4 2L

<+ 1exp

In order to ensure that P(||g(x) — VF(x)|| > r) < §, for some 6 € (0, 1), we require
that

—r?/2
(n+1)exp ) <4,

2 2 254 52 2 2
42 (L6 4 2t 4 ) 4 g5 (20l + 5% 4 2

from which we conclude that

2
6n2 |V 2 M2% € 2 Mo?  2e +1
Ne |2 (IYEWIE | M ) 2 (vl + L 4 2L g 2EL

r n 36 o 3r 3 o B

O

Now, with bounds for both terms in (2.34), we can bound ||g(x) — V¢ (x)||, in
probability.

FoC'T
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Theorem 2.11 Suppose that Assumption 1.2 holds and g(x) is calculated via (2.32).
If

3r o )

2 2 2 2 42
N> 6n° ||V (x)| + Lo L
r2 n 4 o2

4
) + 21 <2||V¢(x)|| + Lo + éf>} log nt 1,

then, forall x € R" and r > 0,
ne
lg(x) — Vo (x)| < Lo + ?f +r. (2.40)

with probability at least 1 — 6.
Alternatively, suppose that Assumption 1.3 holds and g(x) is calculated via (2.33).

If

612 {1V 2 264 €2 2 Mo?  2e +1
Nz |2 IV~ | Mo + L)+ 2 (2aven+ T+ =L [og
r n 36 o 3r 3 o

then, for all x € R" andr > 0,

lg(x) — Vo)l < Mo + 2L 4 1. (2.41)

o
with probability at least 1 — §.

Proof The proof for the first part (2.40) is a straightforward combination of the bound
in (2.35) and the result of the first part of Lemma 2.10. The proof for the second part
(2.41) is a straightforward combination of the bound in (2.36) and the result of the
second part of Lemma 2.10. O

In Theorem 2.11 one should notice the improved dependence of the size of the
sample set N on the probability § as compared to Theorem 2.6. While Bernstein’s
inequality does not apply in the case of the Gaussian smoothed gradient, there may be
other ways to establish a better dependence on . However, the dependence on 7 in all
cases is linear, which as we have shown for the GSG case is a necessary dependence.
A similar lower bound result for BSG can be derived analogously.

Using the results of Theorem 2.11, as before, we derive bounds on o and N that
ensure that (1.3) holds with probability 1 — §. To ensure (1.3), with probability 1 — 4§,
using Theorem 2.11 we want the following to hold

Lo + ”Gﬂ < A0|Vop()Il, (2.42)
r<({1=201Vex)ll, (2.43)
for some A € (0, 1).
FolCTM
u o
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Let us first consider g(x) calculated via (2.32). As before, to ensure that (2.42)
holds, we impose the following conditions:

- 2./nLe
arz‘/ﬁ%i and V()| > 2y/nLe;

A0

Now using these bounds and substituting » = (1 — A)0||V¢ (x)|| into the first bound
on N in Theorem 2.11 we have

on2 (Vo2 1262 42\ o, 4e 1
b (IVOOI7 | L7077 + 2 (296001 + Lo+ =L ) [10g
2 n 4 02 3r 8

_|on 1 N 3n2+6 22 +4n 1 N n+4 A | n+1
—- — — —+-])]——|lo .
=z a—n2 8 Q-2 "301-2 " \373)1=5 %

Asbefore, we are interested in making the lower bound on N to scale at most linearly
with n. Thus, to achieve this and to simplify the expression we choose A = 2\1/5 S0

that .;» for all n. Then, using that (ﬁLTﬁ the above expression is

(- A)z = (- A)Z =

bounded by
6n n 3n 6 4n Jn Jn 4 n+1
R T i Yo |log——. (244
[92(ﬁ—1)2+8+n+39f—1+3+3f] €7 249

This implies that by choosing N at least as large as the value of (2.44) we ensure
that (2.43) holds.

We now summarize the result for the gradient approximation computed via (2.32),
for A = ﬁ;

Corollary 2.12 Suppose that Assumption 1.2 holds, n > 1 and g(x) is computed via
(2.32) with N and o satisfying,

6 3 6 4 4 + 1
Nz _Z%Jr—nﬂL LA log -
0% (Vn—1) 8 SQ(ﬁ—l) 3 3[ 8
ney
and o = |—.

L

If IVo(x)| > i ‘QLEf, then (1.3) holds with probability 1 — 6.

We now derive the analogous bounds on N and o for the case when g (x) is calculated
via (2.33). To ensure (1.3), with probability 1 — &, using Theorem 2.11 we want the
following to hold

M2+ 2L <501V (x) 2.45
> = X))l (2.45)

r=>0=mn01Vex)l. (2.46)

Fo C 'ﬂ
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for some A € (0, 1). In order to ensure that (2.45) holds, we use the same logic as was
done for Central Finite Differences in Sect. 2.1. Namely, we require the following:

n2Me?

s/ nef 3 €r
=3—L and |V > = .
o T V)| = 0 2

Now using these bounds and setting » = (1 — 1)0|| V¢ (x)|| into the second bound on
N in Theorem 2.11 we have

6n? Vo(x)|I? M?*c* € 2n Mo?  2e n—+1
on” (VeI + L)+ 2 (20Ve @)l + —— + =L ) | 1og
r o2 3 o )

n 36 3r

6n 1 n n2+3 22 +4n 1 . n+2 A +1
02(1 A2 2)(1—=22 301—x 9 "3)1-x '

As before, we are interested in making the lower bound on N to scale at most linearly

with n. Thus to achieve this and to simplify the expression we choose A such that
C 1%\)2 <1 -» wWhich, implies that A < T Then, using again the fact that
C ﬁ—l)Z and 1 - =< 1 the above expression is bounded by

(1— )»)2 S

|:6n n 3 4n Un Jn 2 :|logn+1.

N TR TR iy ey R S 7] Lol

We now summarize the result for the gradient approximation computed via (2.33),
using the fact that A = 3 f

Corollary 2.13 Suppose that Assumption 1.3 holds, n > 1 and g(x) is computed via
(2.33) with N and o satisfying,

6n n 3 4n n 2 n—+1
N=z|—= 2+—+—+ v +£+— log
02 (Jn—1) 30 /n—1 3J/n )
and o = ﬂ
2M

63 n12Me; . .
IFIVe ()|l = 3 17— then (1.3) holds with probability 1 — 6.

2.5 Smoothing Versus Interpolation gradients

We now want to give some quick intuition explaining why GSG and BSG method do
not provide as high accuracy as linear interpolation. Let us consider the two method of
estimating gradients based on the same sample set. In particular, to compare GSG with

linear interpolation, we choose the sample set X = {x+ou, x+oua, ..., x+ou,}for
some o > (0 with u obeying the standard Gaussian distribution. Recall the definition
FoE'ﬂ
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of the matrix Qy and the vector Fy (see Sect. 2.2), and the fact that the gradient
estimate computed by linear interpolation satisfies

OxgLr = Fx/o.

The GSG estimate, on the other hand is written as,

1 7 1 7
8GSG = ;QXFX/U = ;QxQXgLL

Hence, we obtain

1
lgLr — gesGll = ” (1 - ;QQQX) 8LI

We know that, when € (x) = 0 for all x € R”, the difference ||gr; — V¢ (x)| goes to
zero as 0 — 0. However, || (1 — %Q/T\, Ox)grr|l does not, as it does not depend on o.
While we have ]E[% Q/T\, Qx] = I, nevertheless, with non-negligible probability, the
matrix ||(I — %Q/T\, Ox)grrll = vligrr|l for some fixed non-negligible value of A, for
example, v > 1/2.

The intuition for the BSG can be derived in the same manner.

2.6 Summary of Results

In this section, we summarize the results for all methods. Specifically, Table 2 sum-
marizes the conditions on N, o and V¢ (x) for each method that we consider in this
paper to guarantee condition (1.3). Note that for the smoothing methods the bounds
hold with probability 1 — § and the number of samples depends on §. From the table,
it is clear that for large n ((n+1)2 goes to 1 as n — 00), all methods have the same
dependence (order of magnitude) on the dimension n; however, for the smoothing
methods the constants in the bound can be significantly larger than those for deter-
ministic methods, such as finite differences. This suggests that deterministic methods
may be more efficient, at least in the setting considered in this paper, when accurate
gradient estimates are desired. The bounds on the sampling radius are comparable for
the smoothing and deterministic methods

3 Numerical Results

In this section, we test our theoretical conclusions via numerical experiments. First, we
present numerical results evaluating the quality of gradient approximations constructed
via finite differences, linear interpolation, Gaussian smoothing, and smoothing on a
unit sphere (Sect. 3.1). We then illustrate the performance of a line search derivative-
free optimization algorithm that employs the aforementioned gradient approximations
on standard DFO benchmarking problems as well as on Reinforcement Learning tasks
(Sect. 3.2).

Elo [y
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3.1 Gradient Approximation Accuracy

We compare the numerical accuracy of the gradient approximations obtained by the
methods discussed in Sect. 2. We compare the resulting 6, which is the relative error,

lgx) = Vo)l

) 3.1
Vol G-b

and report the average log of the relative error, i.e., logn60. Theory dictates that
an optimization algorithm will converge if log;, 6 < log;y1/2 ~ —0.301, namely
0 < 1/2, with sufficiently high probability; see [5].

Gradient estimation on a synthetic function We first conduct tests on a synthetic
function,

n/2 L
¢(x) = | D Msin(xzi—1) + cos(xz) | +

i=1

-M
xT1yxnx, (3.2)
2n

where n is an even number denoting the input dimension, 1, ., denotes an n by
n matrix of all ones, and L > M > 0. We approximate the gradient of ¢ at the

origin, for which ||V¢ (0)|| = \/g M. The Lipschitz constants for the first and second

derivatives are L and max{M, 1}, respectively. The function given in (3.2) allows us to
vary all the moving components in the gradient approximations, namely, the dimension
n, the Lipschitz constants L and M of the gradients and Hessians, respectively, the
sampling radius o and the size of the sample set N, in order to evaluate different
gradient approximation methods. We show results for two regimes: (1) the noise-free
regime where f(x) = ¢(x) (Fig. 2, left column); and, (2) the noisy regime where
f(x) = ¢(x) + e(x) and e(x) ~ U([—€y, €r]) with e = 0.0001 (Fig. 2, right
column).

We illustrate the relative approximation errors of different methods using two sets
(noise-free and noisy) of 5 box plots (Fig. 2). The default values of the parameters
are:n =20, M =1, L = 2,0 = 0.01, and N = 4n (for the smoothing methods).
For each box plot, we vary one of the parameters. Since the actual sampling radius for
Gaussian smoothing methods is not o but 6I€,~Ar(0, 1), the o used for these methods
was o divided by E,~ar0,1).- Note, when comparing the relative errors for different
values of M, the constant L is was set to M + 1. For all randomized methods, including
linear interpolation, V¢ (0) is estimated 100 times, i.e., we compute 100 realizations
of g(0). For linear interpolation, the directions {u;}_, are chosen as u; ~ N, )
foralli = 1,2,...,n, and then normalized so that they lie in a unit ball u; <«
....n} lluj|l. Moreover, all experiments in the noisy regime were conducted
100 times. Finally, in each of the plots in Fig. 2 one parameter was varied and all the
rest were set to their default values.

In accordance with our theory, we see in Fig. 2a that the relative approximation
errors of most methods are not affected by the dimension n as long as the sampling
radius and the number of sample points is chosen appropriately. The only method
that is affected is interpolation; this is because as the dimension increases the matrix

Elol:;ﬂ
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for each point and €y = 0.0001)

QO x formed by the sampling directions (chosen randomly) may become more ill-
conditioned. The effect of the dimension n becomes more apparent in the noisy regime;
see Fig. 2b. In Fig. 2c, we observe that the size of o, the sampling radius, has a
significant effect on the deterministic methods (FFD and CFD) and LI. As predicted
by the theory, in the noise-free setting, the gradient approximations improve as the
sampling radius is reduced. For the randomized methods, GSG, cGSG, BSG and
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c¢BSG, in the noise-free setting, it appears that the sampling radius has no effect on
the approximation quality. This is not surprising as our theory indicates that one of
the terms in the error bound does not diminish with o; see Fig. 2c. We should note
that the randomized approximations are significantly worse than the approximations
constructed by the deterministic methods in the noise-free regime. In the noisy regime,
diminishing the sampling radius does not necessarily improve the approximations; see
Fig. 2d. This is predicted by the theory, as the error bounds have two terms, one that is
diminishing with o and one that is increasing with o. In Fig. 2e, f, we see that having
more samples improves the accuracy achieved by GSG, cGSG, BSG and ¢cBSG, in both
the noise-free and noisy regimes. Finally, in Fig. 2g—j, we see how the approximations
are affected by changes in the Lipschitz constants. For example, the FFD, GSG and
BSG approximations are affected by changes in L, whereas the CFD cGSG and cBSG
approximations are immune to these changes, but are affected by changes in M. All
these effects are predicted by the theory. Note, in our experiments the FFD, GSG and
BSG approximations are sensitive to changes in M, this is due to the fact that the
constant L is linked to M (L = M + 1).

In order to further illustrate the effects of noise €, and sampling radius o, we

ran experiments on the function given in (3.2) and varied these two parameters; see
Fig. 3. Each row illustrates results for a different noise level €y € {0, 1074, 1072} for
different sampling radii o € {10°, 10!, 1072, 1073, 10~#}. In the absence of noise
(Fig. 3a), as the sampling radius is reduced the approximations get better. As predicted
by the theory, this is not the case in the presence of noise (Fig. 3b, c).
Gradient estimation on Schittkowski functions [42] Next, we test different gradient
approximations on the 69 functions from the Schittkowski test set [42]. The methods
we compare are the same as in the case of the synthetic function. We computed the
gradient approximations for a variety of points with diverse values for V¢ (x;) and
local Lipschitz constants L. For each problem we generated points by running gradient
descent with a fixed step size for either 100 iterations or until the norm of the true
gradient reached a value of 10~2. Since for several problems the algorithm terminated
in less than 100 iterations, the actual number of points we obtained was 5330.

Tables 3 and 4 summarize the results of these experiments for the noise-free and
noisy (e = 10~*) regimes, respectively. We show the average of the log of the relative
error (3.1) for the 5330 points and the percentage of gradient estimates achieving
0 < 1/2 for different choices of o, and, where appropriate, different choices of N.
The values in bold indicate cases where the average of log;, 6 < log;,1/2 or the
percentage of gradient estimates achieving 8 < 1/2 is greater than 50%, respectively.

Table 3 illustrates the results in the noise-free regime. For these experiments, the
sampling radius was chosenas o € {1072, 107>, 10~%}. As predicted by the theory, in
the noise-free case as the sampling radius decreases the quality of the approximations
increases. This is true for all methods. We observe that for the smoothing methods
more than 4n samples are needed to reliably obtain log;y 6 < log;y1/2 ~ —0.301
(or 8 < 1/2). Moreover, this experiment indicates that the relative errors 6 for FFD,
CFD and LI methods are significantly smaller than those obtained by the smoothing
methods.

Table 4 illustrates the performance of the gradient approximation in the pres-
ence of noise (e = 10™%). Here the sampling radius was chosen as o €
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Fig. 3 Log of relative error (3.1) of gradient approximations (FFD, CFD, LI, GSG, cGSG, BSG, cBSG)
with different o'. Top row: € = 0; Middle row: €f = 10*4; Bottom row: € = 1072

{10_1, 102,103, 10_4}. As in the noise-free regime, it appears that overall the
gradient approximations computed via FFD, CFD and LI have smaller relative errors
than those obtained by the smoothing methods. Moreover, as predicted by the theory in
the noisy regime one needs to carefully select the sampling radius in order to achieve
the smallest relative error.

3.2 Performance of Line Search DFO Algorithm with Different Gradient
Approximations

The ability to approximate the gradient sufficiently accurately is a crucial ingredient
of model based, and in particular line search, DFO algorithms. The numerical results
presented in Sect. 3.1 illustrated the merits and limitations of different gradient approx-
imations. In this section, we investigate how these methods perform in conjunction
with a line search DFO algorithm [5, Algorithm 1].
Moré & Wild Problems [30] Several algorithms could be considered in this section. We
focus on line search DFO algorithms that either compute steepest descent search direc-
EOE';W
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Table3 Average (Log) relative error of gradient approximations for 5330 problems (¢ ¢ = 0)

Method N o =102 6 =103 =108
FFD n —0.1651/42.68% —3.0124/95.10% —5.7176/98.57%
CFD n —4.0112/93.41% — 8.4448/98.76% —17.3651/98.57%
LI n 0.3808/27.64% —2.4616/91.44% —5.0777/98.22%
GSG n 0.4067/4.05% —0.0060/6.19% —0.0425/7.11%
2n 0.3108/8.01% —0.1252/14.50% —0.1754/15.91%
4n 0.1790/24.39% —0.2669/49.74% —0.3188/51.73%
8n 0.0477/45.82% —0.4117/84.00% —0.4625/86.85%
¢GSG n 0.0215/6.19% —0.0435/6.90% —0.0430/6.42%
2n —0.0983/14.80% —0.1822/17.58% —0.1723/15.89%
4n —0.2307/48.05% —0.3195/52.12% —0.3163/51.16%
8n —0.3568/81.84% —0.4665/87.28% —0.4634/86.40%
BSG n 0.3478/6.21% —0.0823/12.38% —0.1192/12.23%
2n 0.2033/15.59% —0.2202/28.29% —0.2609/29.55%
4n 0.0544/38.46% —0.3649/67.37% —0.4097/70.58%
8n —0.0956/60.11% —0.5163/93.62% —0.5593/96.81%
¢BSG n —0.0503/10.38% —0.1242/11.95% —0.1258/12.36%
2n —0.1861/26.70% —0.2677/30.19% —0.2639/29.64%
4n —0.3247/66.40% —0.4109/70.00% —0.4125/71.52%
8n —0.4625/91.52% —0.5593/97.13% —0.5677/96.94%

tions (dy = —g(xx)) or L-BFGS [33] search directions (dy = — Hyg(xx)). Moreover,
we considered both adaptive line search variants as well as variants that used a constant,
tuned step size parameter. Overall, we investigated the performance of 17 different
algorithms . We considered algorithms that approximate the gradient using FFD, CFD
and the four smoothing methods with steepest descent or L-BFGS search directions
and an adaptive line search strategy. We also considered methods that approximate the
gradient using the smoothing methods with steepest descent search directions and a
constant step size parameter. Finally, as a benchmark, we compared the performance
of the aforementioned methods against the popular DFOTR algorithm [2].

We tested the algorithms on the problems described in [30] (53 problems), and
illustrate the performance of the methods using performance and data profiles [19,30].
Each curve in the profile displayed in Fig. 4 corresponds to one algorithm’s overall
performance on the entire problem set. Roughly speaking, larger area under the curve
indicates better overall performance. We compare the performance of the best variant
of each algorithm for different accuracy levels. For a given accuracy level T > 0 and
problem, a method was deemed successful if for some iterate xy, M >1-—
was satisfied, where f7 is the best (lowest) function value achieved by any method see
[30] for more details. We selected only the best performers amongst different possible
variants by first comparing the variants among themselves. For example, for FFD and
CFD the LBFGS variant outperformed the steepest descent variant. With regards to
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Fig.4 Performance and data profiles for best variant of each method. Top row: Performance profiles, where
the x-axis represents performance ratio; Bottom row: Data profiles, where the x-axis represents the number
of function evaluations divided by (n 4 1). See [19,30] for more details about performance and data profiles
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Fig. 5 Performance profiles for Finite Difference variants with steepest descent (SD) and LBFGS search
directions; SD with and without a line search (LS)

the smoothing methods, GSG with N = n samples per iteration and steepest descent
search directions was the best performer out of all GSG methods, and BSG with
N = 4n and LBFGS performed best among all BSG variants. For all the types of
gradient approximations, the variants that performed the best used an adaptive step
length procedure. We omit illustrations of these comparison for brevity. Finally, in
Figs. 5 and 6 we compare the adaptive step size methods versus the constant step size
variants.
Reinforcement Learning Tasks [9] In this section, we investigate the performance of the
methods on noisy optimization problems. Specifically, we present numerical results
for reinforcement learning tasks from OpenAl Gym library [9]. We compare gradient
based methods, where the gradients are approximated as follows:

EIOET
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Fig. 6 Performance profiles for best smoothed variants with steepest descent (SD) and LBFGS search
directions; SD with and without a line search (LS)
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Fig.7 Performance of methods on reinforcement learning tasks

1. Forward Finite Differences (FFD (SD)),
2. Linear Interpolation (Interpolation (SD))and(Interpolation (SD,
LS)),

3. Gaussian Smoothed Gradients (GSG (SD)).

For the methods that use interpolation, we implemented two different step length
strategies: (1) fixed step length o = o, and (2) step length chosen via a line search.

In Fig. 7, we show the average (solid lines) and max/min (dashed lines) over a
number of runs. We can see that in some experiments FD did not perform well com-
pared to other methods. This happens because FD being deterministic method may get
stuck in local minima, while adding some randomness helps to escape those. While
our theory is the same for FD and Interpolation, our experiments show that for these
tasks, choosing u; to be orthonormal but random helps the algorithm to avoid getting
stuck in local maxima. We observe that the Interpolation method is superior to the
GSG and that line-search provides some improvements over a manually tuned choice
of «;. More details are given in Appendix B.

4 Final Remarks

We have shown that several derivative-free techniques for approximating gradients
provide comparable estimates under reasonable assumptions. More specifically, we
analyzed the gradient approximations constructed via finite differences, linear inter-
polation, Gaussian smoothing, and smoothing on a unit sphere using functions values
EOE';W
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with bounded noise. For each method, we derived bounds on the number of samples
and the sampling radius which guarantee favorable convergence properties for a line
search or fixed step size descent method. These approximations can be used effectively
in conjunction with a line search algorithm, possibly with L-BFGS search directions,
provided they are sufficiently accurate. Our theoretical results, and related numerical
experiments, show that finite difference and interpolation methods are much more
efficient than smoothing methods in providing good gradient approximations. The
techniques presented in this paper can be extended to other distributions of the ran-
dom vector u, as long as individual components of « are symmetric and independent
and identically distributed random variables, e.g., the distribution used for constructing
gradient approximations in [46].

A Derivations

A.1 Derivation of (2.10)
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A.3 Derivation of (2.18)
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k=i I=i ki =i

+ Z ZE {akukamluiuj} + Z ZE {akukaluluiuj}

k=i I#i ki i

E{a Uz u]}—i—ZE[aka,uku u]] —i—ZE{a,alulu u]}
1#£i
+E {u; }ZZE akukaluzuj}

k#i 1
=0+ ZE [akaiukuizuj} + ZE [aialulu%uj] +0
ki i
FoE'ﬂ
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_E{a,aju u’ }+E{a,al 2 2}

= 2a;a;.
Foranyi € {1,2,...,n},

Aii =E [(aTu)2u,2]

= Z ZE {akukaluluiz} + Z ZE {akukaluluiz}

k=i =i k#£i =i
+ Z ZE [akukagulu%} + Z ZE {akukaluguiz}
k=i l#i k#i i

{ } ZE{aka,uku } ZE{alaluzu }
E {u?} > ZE {acurayur}

ki 1#i
= 3al~2 +0+0+1x Z E{aruraiu;} = 3al~2 + ZE [a,%u,%}
k=li ki
—Sa —i—Zak —2a +Zak
k#i

Then by writing the result in matrix format, we get E, a0, 1) [(aTu)*uuT] = aTal +
2aaT. This result is valid for any distribution for u such that u;, i € {1,2,...,n} are
i.id. and has Eu; = 0 and Eu? = 1 foralli € {1,2,...,n}.

For the second equality, since the possibility density function of A/(0, I) is even
whileaTu-||u||*-uuT is an odd function, the expectation E,~ar (0, 1y [aTu ]|k - uuT]
is zero.

Because B, nro, 1) [lull*uTu] = Eynro,1) [Ilull* 2] is the (k +2)nd moment of
a Chi distributed variable for all k € N, we have

QK2 (4 k +2)/2)
I'(n/2)

Eunro.n Nl uTu] =

This value is also the trace of the matrix E,~r(o, ) [llu/|*uu]. Considering all n
elements on the diagonal of this matrix are the same, we have

220 ((n 4k +2)/2)

Ifork=0,1,2,....
nl"(n/2)

Eunro.n |l un” | =

For even k, this quantity is equal to ]_[k/ ’ (n + 2i). For odd k, this quan-

tity is equal to [«/EF (%) /T (%)] ]_[(k+])/2( + 2i — 1). Use the inequality
FoE'ﬂ
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\/EF(%)/F(%) < ./nforalln € N, we have
Eun.1) [||u||"uuT] 2+ D@ +3)(ntk)-n I fork =1,3,5,....

A.4 Derivation of (2.28)

2
N
1 +oup) —
E[Ig) - VFI?] = B ;f(x IO s V)
1 +ou) — 2 1
= N]EMNN(O,I) [(W) uTui| — NVF(X)TVF(X)

1 1
— N]EMNN(O,I) [(aTu)zuTu] - NaTa

1
= ﬁ(n + DaTa.
A.5 Derivation of (2.29)

The expression for E [[|g(x) — VF(x)||*] is a sum of N* terms with each term being
the product of four vectors:

E [ng(x) - VFWI]

N N N N
ZZZZ 1—[ (f(x-l-tfu:)—f(x)uw_VF(x)) ’
k=1 efi,j.k,l}

i=1 j=1 I=1w

where [] denotes the operation which is a product of the inner products of the two
pairs of vectors. Specifically, given four vectors ay, az, az, as € R", ]_[l- c(1.2.3.4)0i =
(afa) - (aj as) and [licni20a = (ajar) - (a) a2).

We first observe that [ ], c(; 4.1y [toun) =0y v F(x)) = 0whenever one
of the indices (i, j, k, [) is different from all of the other ones. This is because all u,,,
for w € {i, j, k, [} are independent of each other if their indices are different and

o

E[f(x+ouw) — I, —VF(x)] _

Thus, we need only to consider the terms having one of the following conditions:

lLi=j=k=1
2.i=jAk=1
i=k#j=1

FoE'ﬂ
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First we consider the case: i = j % k = [, which occurs when N > 1.

N N
E Z Z 1—[ (f(x—i_au:])_f(x)uw—VF(x))

i=1 k=1k#i weli,i,k,k}
2j|

— VF(x)

i — VF(Xx)
o

_ iE H fltou) = f@)

i=1

. U fGtow) = [
k= 1/<;éz

(e

|

= NN =) [ + DaTa]’.

We now consider two other cases: i = k # j =landi =1 # j = k that are
essentially the same. We have

N N
S R e]
N N
— Z Z E:{':(Mui _VF(X)>T

i=1 k=1,k#i
2
(f(x +ow) = fx) wmﬂ }
N
IE( aTu Yu; — a [(aTuk)uk —a]} )
i=1 k=1,k#i
N 2
-y E( [@ @ w0 @l un) = @) = @) +aTa] )
i=1 k=1,k#i
N N (aTup)?(@Tui)® @] up)? + (@Tup)* + @ u)* + (aTa)?
=> > E|+ Z(aTa)(aTu )(aTuk)(u up) — 2(aTa)(aTu Y2 — 2(aTa)(aTug)?
i=1 k=1k#i — 2(aTu;)? (aTuk)(u up) — 2@aTu;) (@ ug)? (u up) + 2(aTui)(aTuy)?
N N n+8)@Ta)? + 3@ a)? + 3 a)* + (aTa)?
= Z Z + 2(aTa)? = 2(aTa)? — 2(aTa)?
i=1 k=1k#i | — 6(aTa)?® — 6(aTa)® + 2(aTa)?

N N
- Z Z n+3)@Ta)?> =N\ — D +3)@"a)?
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Finally, we have the i = j = k = case:

N
IE|:Z l_[ <f(x+UM;u)_f(x)uw_VF(X)):|

i=1 weli,ii,i}

4
= NEu~n0.1) U w” —VF®) }
2
— NEyxcon {[(M)

. (f(x +ou) = f(x)

2
- )uTVF(x)+VF(x)TVF(x)i| }

(f(x+ng)—f(x)>4 WTu)? +4 (f(x+az)—f(x>)2 UTVF(x))>
+ (VF()TVF(x))? — 4 (wf W) WTVF(x))

= NE4no. _ _
R <7f<*+"j;)‘f<”) UTVF()(VF(x)TVF(x))

) (M)z WTu)(VF(x)TVF(x))

= NE,~n0.1)

@) UTw)? + 4@ uw)? uTa)> + @ a)> —4 (@ ) wTu) uTa)
| — 4@ u) uTa)(aTa) +2 (a"'u)2 (uTu)(aTa)

N 34+ Hm+6)(aTa)? +12(aTa)? + (aTa)? — 12(n + 4)(aTa)?
- — 4@aTa)? +2(n +2)(aTa)?

= N3n? +20n + 37)(aTa)?

In summary, we have

NE[llgt0) - VF@)I*]

=NN — D@+ D*@Ta)? + 2NN — D(n + 3)(@Ta)? + N3n? +20n + 37)(aTa)?
= NN = D% +4n + ) (@Ta)> + NGn? +20n + 37)(aTa)?.

A.6 Derivation of (2.35)

IVF@) = Vo = |

= |Butsso1 [2 @0+ 0w + ex + oupn] - Vo)

= | EsriB0.1)) [VOGx + 0u) — Vo (x)]

ne(x +ou) ] H
—
o

Ey~14(S00,1)) [n fx+ Gu)u] - Vcb(X)H

o

+E,~14(S(0,1)) [

< | EumrtB0.1)) [V (x + ou) — Vo (0]
ne(x +ou) u] H

+| .

Ey~14(5(0,1)) [
EOEE
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< EuuBo,1) Ve x +ou) — Ve (x|l
ne(x +ou) y H]

o

+E,~14(S00,1)) [

ne
= LBy, mpllel] + —LEymgiso. 1yl
€ €
= Lo " —I—n—fSLo—Fn—f.
n+1 o o

A.7 Derivation of (2.36)

IVF() = Vo)l
= [Evtuisio.n [55 @0 + 0w +etx+ 1) = g +0w) — ex + oupu] = Vo )|

2
1
= ‘EMNU(B(O 1) [ Vo(x +ou)+ - V¢’(x —ou) — VdJ(X)]

+Eu~Z/I(8(O,1)) [%(e(x +ou) —e(x + cru))ui| H

= ; u~U(BO,1)) N (VP (x +ou) =V (x)) — (Vo(x) —¢d(x —ou))ll
+ Eu~4(S0,1)) [H 25 €@ tou) —ex + au))bt”]

= %Eu~u(8(0,1)) (I (Vox +ou) —Vo(x)) — (Vo(x) —p(x —ou))ll

+E,~14(S0,1)) [?IIMII]

1 2 2 nes
= B,y [I (Vo0 + 610 = V2o — ) oull| + Eumaisio.1) [ Ll

for some 0 < &) <o and 0 < & < o by the intermediate value theorem. Then

A

1
SEuB 0. [ IV 0 + 1) = Vi (x — swlllloull]

IVEQ) = Vo)l = 3

"nef
+ Ey450,1)) —|| ||

IA

1
“Eu~uBo,1) [MIIE1u + &ull - o|ull]

2
ne .
+ Eu~us0,1)) 7f||u||

1
= SEuwoy |16 + &l - lul*Mo]

ner
+ Ey450,1)) 7||M||

IA

Maz—}-ﬂ.
o
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A.8 Derivation of (2.39)

The first and third equalities of (A.8) comes from the first and third equalities of (2.18).
Considering any vector of iid Gaussian v, dividing by its own norm, can be expressed as
v = ||v|lu. Moreover, ||v|| and u are independent. Thus, any homogeneous polynomial
p in the entries of u of degree k has the property that

Ev~no,nlp(v)]

Ei~usoimylp@] = .
LSO Ey-no.nllvlk
Then

Eu~t4(50.1) [(aTM)zuuT] _ Evyouy [@w?uu"] _a"al + 2aa"
U~ s - -

By~ 0,0l n(n+2)
Eino. 1y [lulfuu”] 1
Eu~zacso.y | luelFuu” | = : L
e By, 1y lulk+2 n

The second equality of (2.39) being 0 follows the same argument as that for the
second equality of (2.18).

B Additional Details: RL Experiments

In all RL experiments the blackbox function f takes as input the parameters of the
policy mp : & — A which maps states to proposed actions. The output of f is
the total reward obtained by an agent applying that particular policy 7y in the given
environment.

To encode policies g, we used fully-connected feedforward neural networks with
two hidden layers, each of # = 41 neurons and with tanh nonlinearities. The matrices
of connections were encoded by low-displacement rank neural networks (see [14]),
as in several recent papers on applying orthogonal directions in gradient estimation
for ES methods in reinforcement learning. We did not apply any additional techniques
such as state/reward renormalization, ranking or filtering, in order to solely focus on
the evaluation of the presented proposals.

All experiments were run with hyperparameter 0 = 0.1. Experiments that did not
apply line search were run with the use of Adam optimizer and « = 0.01. For line
search experiments, we were using adaptive « that was updated via Armijo condition
with Armijo parameter ¢; = 0.2 and backtracking factor r = 0.3.

Finally, in order to construct orthogonal samples, at each iteration we were conduct-
ing orthogonalization of random Gaussian matrices with entries taken independently at
random from N (0, 1) via Gram—Schmidt procedure (see [14]). Instead of the orthog-
onalization of Gaussian matrices, we could take advantage of constructions, where
orthogonality is embedded into the structure (such as random Hadamard matrices
from [14]), introducing extra bias but proved to work well in practice. However, in all
conducted experiments that was not necessary.

EOE';W
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For each environment and each method we run k = 3 experiments corresponding

to different random seeds.
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