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Abstract—Smart meters (SMs) are being widely deployed
by distribution utilities across the U.S. Despite their benefits
in real-time monitoring. SMs suffer from certain data quality
issues; specifically, unlike phasor measurement units (PMUs)
that use GPS for data synchronization, SMs are not perfectly
synchronized. The asynchrony error can degrade the monitoring
accuracy in distribution networks. To address this challenge,
we propose a principal component pursuit (PCP)-based data
recovery strategy. Since asynchrony results in a loss of temporal
correlation among SMs, the key idea in our solution is to leverage
a PCP-based low rank matrix recovery technique to maximize
the temporal correlation between multiple data streams obtained
from SMs. Further, our approach has a novel multi-objective
structure, which allows utilities to precisely refine and recover all
SM-measured variables, including voltage and power measure-
ments, while incorporating their inherent dependencies through
power flow equations. We have performed numerical experiments
using real SM data to demonstrate the effectiveness of the
proposed strategy in mitigating the impact of SM asynchrony
on distribution grid monitoring.

Index Terms—Smart meters; sensor asynchrony; low rank
matrix recovery; multi-objective optimization

NOMENCLATURE

BCSE Branch current state estimation

DSSE Distribution system state estimation

MPE Mean percentage error

PCP Principle component pursuit

PCA Principle component analysis

SM Smart meter

WLS Weighted least squares

G Gain matrix

H Jacobian matrix

h; Measurement function that maps state values
to the measurement variable ¢

I, I; Current real and imaginary values for all the
branches

J Sum of squared residuals

L Weight parameter for penalizing deviations
from SM measurements

My Voltage observation matrix

M Refined post-mitigation voltage matrix

Mp Nodal active power injection matrix
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My Refined post-mitigation active power matrix

Mg Nodal reactive power injection matrix

Mg Refined post-mitigation reactive power matrix

My Synchronized sensor measurements

M, Measurement vector

Mpg Pseudo measurements

P;(t;) Measured active power at node ¢ at time ?;

Qi(t)) Measured reactive power at node ¢ at time ¢,

R Branch resistance matrix of the system

Uy Squared voltage magnitude of substation

Ui(t;) Measured voltage magnitude squared at node ¢
at time ¢;

w Weight matrix

X Branch reactance matrix of the system

Tg System state vector

Yu,Ys Interim matrices using the latest solution up-
dates

YAV Interim matrices using the full history of the
solution trajectory

a, B Auxiliary matrices

ASy Asynchrony voltage error matrix

AFEy Voltage measurement error matrix

ASp Asynchrony active power error matrix

AEp Active power measurement error matrix

ASg Asynchrony reactive power error matrix

AEq Reactive power measurement error matrix

du,0p,0¢ Standard deviations of voltage, active power,
and reactive power measurement errors

e, Differentiable function for low rank matrices

I'r Total approximate sparsity norm for all the SM
datasets

[ ]« Nuclear norm operation

[l 11 1-norm operation

|- |lF Frobenius norm operation

<y > Frobenius inner product

Au,Ap, Aq Balanced parameters for voltage, active power,
and reactive power measurements

WU, VU Smoothness parameter

w1, ws,ws Non-negative weights

U(-,-) Differentiable function for sparse error matri-
ces

o? Error variance of sensor ¢

(") Aggregate gradient factor

(4)

ol

j’th singular value of an arbitrary matrix A

I. INTRODUCTION

The wide-scale deployment of smart meters (SMs) provides
a unique opportunity for utilities to enhance their situational



awareness capabilities in distribution grids. By 2018, more
than 150 million customers across the U.S. were equipped
with SMs [1]. On the other hand, SMs are commonly
counted among low-quality sensors. Specifically, SMs are
asynchronous due to mismatching in sampling time among
sensors in the grid, which can limit their applicability in real-
time system monitoring [2].

Most previous works on distribution grid state estimation
have assumed that SMs are perfectly time-aligned [3], [4].
Only few works have studied the impact of time misalignment
and asynchrony of various sensors on grid monitoring and
situational awareness: In [5], [6], the statistical characteristics
of time misalignment in distribution grid sensors have been
estimated using Markov-modulated models. In [2], exponential
load variation trends are exploited for developing confidence
intervals for SM data samples in distribution system state
estimation (DSSE) to compensate for time delays and asyn-
chrony. In [7], a dynamic DSSE formulation is proposed for
multitude of asynchronous sensors, which has proven bounded
estimation errors. In [8], [9], meter clock synchronization
errors are captured through Gaussian probability distributions
and represented in DSSE. This idea was also applied in [10] to
model measurement errors in grid monitoring. Most solutions
proposed for mitigating SM data quality issues rely on a pri-
ori knowledge of error distribution structure and parameters,
which can be difficult to acquire due to information scarcity.

In this paper, we propose a SM data recovery technique
that is capable of mitigating the impact of asynchrony error
in grid monitoring. Our method has three novel features: (1)
We have noted that a rise in SM asynchrony results in a
loss of mutual temporal correlation in their time-series data
streams. This loss of temporal correlation can be translated
into an increase in the rank of observation matrices, which
store the measurement data from multiple SMs. Thus, we
propose to cast the asynchrony error mitigation problem as
a low rank matrix recovery process. For this purpose, we have
leveraged principle component pursuit (PCP) techniques [11],
[12]. PCP employs data-centric optimization for decomposing
SM datasets to identify and separate asynchrony error term
from raw data. The main idea is that by manipulating the SM
data and reducing the rank of the observation matrices, we
will enhance the temporal correlation among the SMs which
rolls back the adverse impact of asynchrony. (2) In addition
to asynchronous errors, SM data has measurement errors that
result from the imprecision (i.e., noise) of the measuring
devices. Typically, SMs have a relative measurement error
of about 1%. Further, unlike image datasets, synchronous
SM measurements and asynchronous errors cannot be exactly
low rank and exactly sparse. These data properties hinder
the applications of state-of-the-art low rank data recovery
methods to deal with SM asynchrony errors, such as robust
principal component analysis (PCA) [13]. To deal with these
problems, we utilize a relaxation to PCP that introduces an
entry-wise noise term to represent SM measurement errors
in the objective function and eliminate rank-1 constraints. (3)
SMs are multi-modal, meaning that they can measure several
different variables, including nodal voltage magnitude and
nodal average active power (plus nodal reactive power, in

some cases.) To mitigate the impact of sensor asynchrony,
data recovery needs to be conducted over all measurement
datasets simultaneously. However, since these multi-modal
datasets are inherently interdependent due to the grid physics,
a coordination scheme is required to revise all the datasets
while capturing their dependencies. To achieve this, we pro-
pose a new multi-objective data recovery formulation that
refines voltage magnitude, active/reactive power measurements
(and pseudo-measurements), concurrently. The dependencies
among these datasets are captured via approximate DistFlow-
based constraints [14], [15]. We have developed a Nesterov-
based technique to solve the PCP-based multi-objective opti-
mization for recovering multiple SM datasets [16].

The main contributions of this paper are summarized as
follows:

e An important observation from real data is presented:
asynchrony results in loss of temporal correlation among
neighboring SMs. This observation can be quantified
using the rank of the nodal voltage observation matrix.

e A novel low rank-based data recovery method is de-
veloped to fully mitigate asynchronization error in grid
monitoring based on our observation.

o The proposed method considers various specific proper-
ties of SM data for enhancing the quality of the recovered
data and ensure consistency with grid physics: 1) SMs
can measure several different asynchronous variables;
2) SM measurements are statistically interdependent; 3)
small entry-wise measurement errors exist within SM
measurements.

¢ Our method handles SM asynchrony issue without need-
ing high-resolution reference sensors, such as micro-
PMUs, which are unavailable in most practical distribu-
tion systems.

o The proposed solution has been tested using real SM data
and feeder models to verify its performance.

The rest of the paper is constructed as follows: Section II
presents the proposed multi-objective data recovery method
and our approximate first-order solution; Section III demon-
strates the application of data recovery in grid monitoring;
Section IV analyzes numerical results and verification of
the proposed models; finally, Section V presents the paper
conclusions.

II. MULTI-OBJECTIVE SM DATA RECOVERY STRATEGY

In this section, we lay out our data recovery solution for
mitigating the errors caused by the asynchronous nature of
SMs in distribution grids. This includes key ideas in develop-
ing a multi-objective optimization formulation, along with an
approximate first-order algorithm to solve the model.

A. Rationale

The available data from SMs can be organized into ob-
servation matrices. These matrices capture the time-series
measurements of several sensors within a given time window
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Fig. 1. Rank increase in My due to SM asynchrony.

[t1,tm]. For example, the voltage observation matrix is as
follows:

Ul(tl) UN(tl)
My = : .. : (1)

Ur(tm,) Un(tm)

where, U,(t;) is the measured voltage magnitude squared at
node ¢ and at time ¢;. Note that each column of My corre-
sponds to an SM. The observation matrices can be constructed
at feeder-, lateral-, or service transformer-levels.

Our PCP-based data recovery model is based on a key
observation from real data: asynchrony among SMs leads to
an increase in the rank of My . The increase in rank is caused
by loss of temporal correlation among SMs, which translates
into a decrease in statistical correlations in columns of Mj;
(i.e., the columns lose linear dependency.) This observation
can be backed-up by numerical experiments, as shown in Fig.
1. This figure shows the average rank of M, at various time
windows (measured for a grid lateral) as a function of strength
of SM asynchrony (measured in terms of variance of time
misalignment distribution.) As is observed, the rank of the
observation matrix increases as the SM asynchrony intensifies.
Note that this observation can be found on the data from SMs
with diverse resolutions, including 15 minutes, 30 minutes,
and 60 minutes.

To fully capture and mitigate the impact of SM asynchrony,
similar observation matrices can be defined for nodal active
and reactive power injection measurements, denoted as Mp
and Mg, respectively:

Py (tq) Py (t1)

Mp = : : (2)
Py (ty,) Py (tym)
Q1(t1) Qn(t1)

Mq = : : 3)
Q1(tm) Qn(tm)

where, P;(t;) and Q;(t;) are active and reactive power mea-
surements at node ¢ and time ¢;, respectively. Note that in
general SMs are capable of measuring both average active
and reactive powers. However, in many cases, this function

is not activated for residential sensors. Thus, in case the
reactive power data is unavailable, pseudo-measurements can
be applied instead to construct an approximate M. Note that
our method is robust to gross sparse errors, thus, it can handle
the uncertainty of pseudo-measurements and low quality data.

B. Data Recovery Model

The main component of asynchrony error mitigation is to
compensate for the loss of temporal correlation among SMs.
Since this loss can be detected via the changes in the ranks of
the observation matrices, asynchrony error mitigation can be
written as a low rank matrix recovery model. To consider both
asynchrony errors and small entry-wise measurement errors in
SM data, our data recovery approach models an observation
matrix (i.e., asynchrony voltage magnitude matrix) as the
summation of three components: a low rank voltage magnitude
matrix, an asynchrony error matrix, and a measurement error
matrix. The goal is to identify unknown voltage magnitude
matrix and asynchrony error matrix within the datasets in the
presence of entry-wise noise. The model is shown below:

My = M§ + ASy + AEy “4)

where, My; represents the refined post-mitigation voltage mag-
nitude matrix which has a low rank, ASy is the asynchrony
error matrix, and AFEy represents entry-wise measurement
errors. It should be noted that measurement error is different
from asynchrony error, as mentioned in previous work [9].
The same representation applies to both active and reactive
measurements and pseudo-measurements, as follows:

Mp = Mp + ASp + AEp )
Mg = M + ASq + AEq ©)

where, the sub-components are defined similar to (4). The
objective of the data recovery process is to revise the SM data
in a way that the ranks of observation matrices are minimized
(i.e., temporal correlations among SMs are maximized), while
the extent of changes made in the original data is kept at
a minimum level. This goal can be represented using three
objective functions, corresponding to the available datasets,
My, Mp, and Mg, as follows:

fo = [IMgl« + AullASulh

fp =IIMp|l+ + Ap||ASpl 9
fa =IMgll+ + XollASqlh
where, || - ||« and || - ||; are the nuclear norm and 1-norm

(i.e., sparsity norm) operations, respectively. These norms are
calculated as follows [17]:

1Al =Y ¢(A) ®)
J

141l = max 3" 4G, ) ©)

J
where, (;(A) denotes the j’th singular value of an arbitrary
matrix A. Further, Ay, Ap, and A\ are tunable parameters
that are leveraged to balance out the two competing com-
ponents of the objective functions: minimizing the rank of



the recovered data versus the amount of changes made in the
data during the recovery process. Mathematically, this means
that by minimizing fy;, fp, and fg, the data recovery process
effectively minimizes the ranks of My, Mp, and Mé At
the same time, the changes made in the data are kept small
by penalizing the sparsity norm of matrices ASy, ASp, and
ASg. The three objectives fr;, fp, and fg are evaluated
over the datasets that are generated by the same system (e.g.,
same feeder, lateral, or service transformer). However, these
three datasets are not independent from each other due to the
power flow constraints. Thus, the re-calibration of these three
datasets cannot be performed separately using conventional
low rank data recovery methods, such as robust PCA and
PCP. To address this problem, we propose a multi-objective
PCP-based model that can jointly refine three the SM datasets.
The objective function minimizes the ranks of recovered data
to realize the best achievable SM re-alignment. Moreover,
to incorporate the inherent interdependencies of the three
objectives, power flow equations are added as the constraints
of the model. The proposed multi-objective optimization is as
follows:

s e {fU,fP,fQ} (10)
||MU—M5—ASU||F§5U (11)

|Mp — Mp — ASp||p < ép 12)
IMq — Mg — ASqllr < dq (13)

M =Mp-RT + My - X7 + LuwxnUo  (14)

- || denotes the Frobenius norm of matrix, defined

as follows:
WAl = D) A, 4)
i g

In addition, parameters 0y, ép, and d¢g are the standard
deviations of the measurement/pseudo-measurement errors
(obtained using knowledge of sensor tolerance or pseudo-
measurement confidence intervals), matrices R and X repre-
sent the branch resistance and branch reactance of the network,
respectively [18]. Uy is the primary voltage magnitude squared
for the transformer to which the SMs are connected. The
rationale behind constraints (11), (12), and (13) is that the
refined components (i.e., Mg, Mp, MZQ) are not exactly low
rank and the asynchrony error components (i.e., ASy, ASp,
ASq) are not exactly sparse. Such soft constraints allow for
slight deviations in the recovered data to compensate for SM
measurement errors, which are consistent with our knowledge
of measurement device confidence levels. Also, these allow
utilities to minimize asynchrony error with noisy practical
SM data, which particularly pertains to reactive power data
that may be unavailable for residential customers. Constraint
(14) is obtained from the linear DistFlow in matrix form [15],
which can enforce network physics and capture the inherent
dependencies among datasets. The goal of this constraint is
to ensure that the recovered SM data is feasible in power
engineering context.

15)

Our method follows the line of low rank data recovery
techniques that have been commonly used in many areas [19].
Unlike the black box methods that lack interpretability, the
proposed model has a solid mathematical foundation to recover
a low rank SM data matrix in the presence of gross asynchrony
errors. Also, the dependencies among the datasets are basically
encoded into the solution through a set of linear equality
constraints. Such power flow models can be applied for ar-
bitrary distribution systems. Note that the model is extendable
to unbalanced systems in a straightforward way (i.e., full
three-phase DistFlow is leveraged). Further, the proposed data
recovery model makes no assumptions on system topology or
load distribution, which ensures the performance of this model
in other distribution systems.

C. Solution Strategy

A major challenge in solving the proposed data recov-
ery model is the existence of power flow constraints (14)
that hinders the application of the existing closed-form dual
solvers [13]. Another complication is that (10) has three
non-smooth objective functions, which makes the problem
non-differentiable. To efficiently tackle these challenges, we
present a first-order Nesterov-like algorithm to solve the
proposed multi-objective data recovery framework [20]. The
basic idea of our solution is to approximate the non-smooth
objectives with differentiable surrogates. By applying this idea,
the following surrogate components can be written for fy; [16]:

* * U
I & TG ) = s < M > Y ol
(16)
[|ASy||1 = ¥(ASy,vy) = Hrﬂaxq < ASy,p > _7Hﬂ||F
(17)

where, o and [ are auxiliary matrices, puy and vy are
smoothness parameters, and < -,- > is the Frobenius inner
product [17], calculated as follows:

<A,B>= ZZA(z‘,j) - B(i, j)

Note that the non-differentiable norms are replaced with
differentiable functions I'(-,-) and W¥(-,-) in (16) and (17).
The Lipschitz constants for the gradients of I'(-,-) and ¥(-, )
equal #% and i, respectively. Similar smooth surrogates
are defined and calculated for the objectives fp and fg. By
adopting this approximate alternative, the objectives in opti-
mization (10) can be rewritten as a single-objective weighted
averaging process by using a scalarization method [21]. Since
the relaxed problem is convex, the single-objective formulation
is guaranteed to track all the Pareto-optimal solutions, given
valid weight assignment to the objectives [22]. The single-
objective formulation can be rearranged as follows:

(18)

T(M;}, M;, Mé) -+ \I/T(ASU, ASP, ASQ)
(19)
(20)

My, M* Mg

st (11) — (14)
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Fig. 2. Overall structure of the solution for grid monitoring.

here, the new objective function consists of two component:
(D 't quantifies the total approximate nuclear norm for all
the SM datasets:

(Mg, Mp, Mg) =
Wil (M5, pu) + wol'(Mp, pp) + wsT'(M§), pq)

where, wi, wy, and ws are the non-negative user-defined
weights assigned to fy, fp, and fg, respectively. Assigning
a larger weight to the objective function indicates that the
function has a higher priority compared to a function with
a smaller weight. Further, w; 4+ wy + w3 = 1 needs to hold
to ensure Pareto-optimality. (II) 'z is the total approximate
sparsity norm for all the SM datasets, as follows:

U(ASy,ASp,ASq) =

wiAuY(ASy, vy) + weApU(ASp,vp) + W3)\Q\I/(ASQ, VQ)
(22)

This new data recovery formulation (19) is both convex and
differentiable. Given the new model, the Nesterov algorithm
entails the following steps to solve SM data recovery problem:
Step I - Initialization: k < 0 (counter initialization);
M (0) < My, Mp(0) < Mp, M§(0) + Mg, ASy +
Omxn, ASp <+ Opmxn, and ASg <+ Opxn (solution
initialization).

Step II - Component-wise gradient calculation: Obtain the
gradients of components (16) and (17) for all the objective
functions in the data recovery problem. As shown in [20],
these gradients can be computed as follows:

VT(M (), pu) = o (uo)
VU (ASy (k). vy) = B*(vu)

21

(23)
(24)

where, o* and 8* are the optimal solutions of (16) and (17),
respectively, obtained for the latest values of M}, and ASy
at iteration k. Similar gradient values can be obtained for
surrogate components of active/reactive power data.

Step III - Aggregate gradient computation: Insert the obtained
gradients in Step II, to form the overall gradient values for the
weighted averaging problem (19):

VT (M, Mp, Mp) = wia® () + waa” (up) + wsa™ (1)

(25
VU (ASy,ASp, ASQ) = w1 8% (vy)+wa2 8" (vp)+ws B8* (I/Q)

(26)
Step IV - Interim variable updates: This step in the algo-
rithm defines and updates several interim variables. These
variables will be leveraged in the data refinement step. The
idea is to apply gradient descent using the aggregate gradient
components, obtained in Step III, while at the same time
penalize deviations from the original measurements. Four
interim matrices are defined: Yy, Ys, Zys, and Zg. While
Y and Yy are computed using the latest solution updates, on
the other hand, Z); and Zs are obtained using the full history
of the solution trajectory. Accordingly, the update process for
[Yar,Ys] is a convex and tractable optimization process, as
follows:

[Yar, Ys] = arg min{< VFT(M(*}(k),M;(k),Mg)(k)),M >
M,S

L
+ < VUr(ASy, ASp, ASQ), § > +5 ([[AM|[7 + [|AS|[7)}
@7

st. (11) —(14) (28)

where, L is a weight parameter used for penalizing deviations
from SM measurements. Here, the deviation from the original
data are denoted as AM and AS (e.g., AM = M —
[(M{(0), Mp(0), Mg5(0))). Similarly, a convex optimization
process is defined for updating [Zjs, Zs], considering full
solver trajectory:

. L
(Zm, Zs) = arg;gm{T(M, S) + g(HAMH% +]1AS||3)}
’ (29)



st (11) — (14) (30)

where, 7(M, S) is an average aggregate gradient factor with
respect to solver history, defined as follows:

k
T(M,8) =Y < VI (Mg (k), Mp(k), My (k), M > +
1=0
< V\I/T(ASU,ASP,ASQ),S >
(31)

Step V - Data refinement: Apply a weighted averaging process
using the updated interim variables, from Step IV, to refine the
SM data. Based on the suggestion in [16], this weighted update
process is written as follows:

[ My (k+1)

k+1 2
| Mp(k+1) + +
[ ASy(k+1) k1 9
ASp(k+1) | « (ﬁ)yw ()Zs (3
| ASo(k+1) + T

Step V-Iterate and terminate: k < k + 1 and go to Step II
until the maximum number of iterations is reached. Output
the refined SM datasets, My;, Mp, and Mé, after algorithm
convergence.

III. ENHANCING GRID MONITORING ROBUSTNESS TO SM
ASYNCHRONY ERROR

Fig. 2 shows how our proposed data recovery technique
can be integrated into grid monitoring systems as a pre-
processor. The refined data is continuously fed to a branch
current state estimation (BCSE) module to monitor the grid
states in real-time, including the real and imaginary parts of
currents of all branches [23]. The BCSE method leverages a
weighted least squares (WLS)-based solver to minimize the
sum of squared residuals (J). This problem can be formulated
as an optimization task over the distribution network given
the recovered data samples M, M;, M(f2 from our multi-
objective PCP-based model, as follows:

IgiHJ = Z Wi i (M. (i) — hi(zs))?

My
M (2)
st M, = | M3()
i
PS (34)
Wyyv 0 0 0 0
0 Wy 0 0 0
W = 0 0O Wp O 0
0o 0 0 W, 0
0 0 0 0 Wps
I‘re
= g

where, x5 is the grid state vector that contains current
real/imaginary values for all the branches of the distribution

system (Ipe/Iim), and M, is the measurement vector. The
measurement data includes the MV network synchronized
sensor measurements (M sy ), including SCADA and yPMU s,
if available, the refined SM data, My, Mp, Mé, and the
pseudo measurements M pg that can generated by our previous
work [24]. h; is the measurement function that maps state
values to the ¢’th measurement variable, which is obtained
based on the power flow equation. Furthermore, W is a weight
matrix that represents the solver’s confidence level in each
element of M,. The matrix W includes the measurement
confidence weights, consisting of sub-matrces Wy, Wy,
Wp, Wg, and Wpg corresponding to My, My, Mp, Mc*g»
and Mpg, respectively. These weight values are determined
by the nominal accuracy levels of the senors as W; ; = ﬁ,
where o7 is the i’th sensor error variance [25]. The purpoée
of the weights is to devalue the importance of unreliable data
sources in grid monitoring.

The WLS-based solution employs a gradient-based algo-
rithm to find the optimal solutions for (34) (i.e., Vg, j=0)
[26]. The algorithm involves the following steps to estimate
the states of the grid:

Step I - Receive input data: Receive the recovered SM data,
My, My, and M, 5 (see Section II), and the latest measurement
data from the primary network, M. Concatenate the input
data to form the measurement vector, M.

Step 11 - State initialization: k < 0; initialize the values of the
states through randomization, 25(k) (to speed up the BCSE
solver the values of states can be initialized using the solutions
from the last time step.)

Step 111 - Jacobian computation: Update the Jacobian matrix,
H, using the gradients of the measurement function. The
Jacobian captures the sensitivity of the measurements to the
state variables:

_ Ohi(zs(F))

H; ;= 35
J Dz, (35)

The Jacobian matrix can be conveniently calculated for the
BCSE method for feeders with known topology (e.g., see [23]
for details on how Jacobian can be obtained for various types
of measurement functions.)

Step IV - Gain matrix computation: Leverage the Jacobian
matrix from Step III to obtain the gain matrix, G, as follows:

Gl@s(k)) = H (zs(k))W H (zs(k)) (36)

Step V - State update: Update the values of the states using
the gain matrix within the first order Newton-Gauss method,
as follows:

zo(k+1) «— x5(k) + GTYHTW (M, — h(zs(k))) (37)

Step VI - [lterate and terminate: k < k + 1; go back to
Step III until convergence, i.e., k > kyqz, With k4, being
a user-defined maximum number of iteration for the BCSE
algorithm.

Step VII - Roll the time window: At the new time point, the
data recovery is performed using the latest measurement data,
according to II. Go back to Step L.
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Fig. 3. 164-node feeder topology.

IV. NUMERICAL RESULTS

The proposed data recovery and grid monitoring framework
has been tested and validated using a fully observable feeder
model shown in Fig. 3. This feeder represents an unbalanced
utility network in U.S. MidWest and consists of 164 nodes,
which is publicly available online [27]. The details of the
system model include network topology, line parameters, and
standard electric components. The system has an average of
30% solar-power-to-peak-load penetration level. The solar data
is adopted from [28]. The nodal time-series load demand is
aggregated using a real-world 1-second-resolution household
dataset and utilized as the input of the power flow analy-
sis [28]. The computed voltages are treated as the voltage
measurements. The resolution of the SM measurements is 15-
minute. To simulate realistic asynchronous SM measurements,
we randomly sample the 1-second resolution data at 15-min
rate at each node to represent SM measurements. Thus, in
this work, the SM asynchrony strength of each customer can
be anywhere between O to 900 s. Fig. 4 and 5 show the
original solar and load time-series data in a day at different
nodes of the system. User-defined parameters within the
proposed data recovery model, including coefficients of the
optimization solver, have been tuned through try-outs over
historical/simulation datasets. Basically, the values of these
parameters are chosen when the residual of branch current
state estimation is minimized. It should be noted that the high
computational budget of this strategy does not impact the real-
time performance of the proposed method since this parameter
calibration is an offline process.

The case study is conducted on a standard PC with an
Intel(R) Xeon(R) CPU running at 3.70 GHz and with 32.0
GB of RAM. Based on 500 Monte Carlo simulations, the
average computational time is around 23 s, which is feasible
in real-time applications. Fig. 6, 7, and 8 show the average
error histograms of the proposed data recovery method for
voltage, active power, and reactive power, respectively. The
error is calculated by comparing the actual values of various
variables with the solutions of the recovery model. As can
be observed, the recovery error values are maintained within
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low levels, which confirms the acceptable performance of the
data recovery framework. Specifically, the mean average errors
are 0.11%, 2.03%, and 1.27% for voltage, active power, and
reactive power, respectively. This also demonstrates that the
proposed data refinement framework has the best performance
over the SM voltage dataset, among the three datasets. This
outcome is consistent with the correlation-driven nature of
the data recovery model (i.e., nodal voltage measurements are
highly correlated, which facilitates better refinement.)
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Fig. 9 compares the average value of recovered voltage data
from the data refinement framework with the actual nodal volt-
age average (assuming synchronized sensors) within a sample
time-window. As is observed in this figure, the developed
algorithm closely follows the underlying signal. Fig. 10 shows
a similar concept for active and reactive power datasets. As
observed in this figure, the data recovery framework is basi-
cally an approximate identity mapping between the recovered
data and the underlying (ideal) data. This corroborates the
satisfactory performance of the model over real data in time
domain.

Fig. 11 shows the histogram of power flow error with and
without leveraging the DisFlow equations within the proposed
data recovery framework. As can be observed, having the
DistFlow equations as constraints within the multi-objective
data refinement model has resulted in a significant reduction in
power flow errors. This demonstrates that the proposed method
is able to output data that is consistent with network physics,
while capturing the dependencies among all SM datasets.

Finally, Fig. 12 depicts the histogram of system monitoring
error after applying the data recovery framework. The mean
percentage error (MPE) criterion is utilized to evaluate the
performance of BCSE with our data recovery method, which
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is calculated by comparing the real state values (x,), obtained
from power flow simulations on the feeder model, with the
estimated state values (Zs), coming from the BCSE, as follows:

EleOXZM (38)

s(1)

As is observed in Fig. 12, the DSSE error value is main-
tained at low levels, which demonstrates the successful in-
tegration of the data recovery solution into grid monitoring,
which allows us to track the behavior of the feeder accurately.
The mean estimation error value is 0.87%.

To further demonstrate the performance of the proposed
SM data recovery method, We have conducted numerical
comparisons with two previous methods, including a previous
smart meter asynchrony mitigation method [9] and a state-of-
the-art low rank data recovery method [11]. The three methods
are simulated with the same real-world datasets to calculate
the accuracy of the methods. The comparison result is shown
in 13. As demonstrated in the figure, in terms of voltage, the
average recovery errors are 0.11%, 0.877%, and 1.34% for
the proposed solution, [9] and [11], respectively. In terms of
active power, the average recovery errors are 2.03%, 5.84%,
and 6.48%, respectively. Hence, based on this dataset, the
proposed method can achieve a better performance compared
to the previous works.
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V. CONCLUSIONS

In this paper, we have presented a multi-objective data
recovery method to mitigate the impacts of SM asynchrony is-
sues in distribution system real-time monitoring. The proposed
method is able to refine voltage, active power, and reactive
power datasets simultaneously within the same framework
via a multi-objective formulation. The inherent dependencies
among these measurements are captured by using DistFlow
equations. Our solution considers both asynchrony errors and
measurement errors, thus making the model more widely
applicable to practical distribution systems. A first-order algo-
rithm is presented to solve the proposed multi-objective data
recovery model. This algorithm is based on Nesterov method
for approximating non-differentiable optimization problems
with smooth surrogates. To evaluate the proposed method,
a real 164-node utility feeder with real data is utilized. The
results show that SM asynchrony error mitigation is possible
using the proposed method with good accuracy. In this work,
the mean average data recovery error are about 0.11%, 2.03%,
and 1.27% for voltage magnitude, active power, and reactive
power, respectively. Also, it can be observed that the DistFlow
constraints can significantly reduce the inconsistency of recov-
ered data with power flow equations. Based on the proposed
data recovery method, the system state estimation error is less
than 1%.
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