Weakening of Solvation-Induced Ordering by Composition Fluctuation in Salt-Doped Block Polymers
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ABSTRACT: The spontaneous ordering of block polymers doped with ions is affected by both selective solvation and long-range Coulombic interaction. The mean-field treatment was recently shown to overestimate the solvation-induced ordering, requiring a large solvation radius to fit experimental phase diagrams, which may be relieved by including composition fluctuations. Treating the composition fluctuations in such systems is challenging because of the need of resolving heterogeneous dielectric profile that couples with the ordering itself. Starting from a minimal model, we develop a Landau-Brazovskii expansion for the free energy of salt-doped block polymer near the ordering transition. It is found that the wavelength for typical composition fluctuations first decreases with salt doping, due to Coulombic interaction, then increases due to ionic solvation. Two mechanisms that weaken the solvation-enhanced ordering are identified: the Brazovskii-type composition fluctuation that stabilizes disordered phase, and the coupling between mismatch in dispersion interaction and the dielectric permittivity through monomeric polarizability.

Salt-doped block polymer have been heavily investigated over the past decades, owing to its promise for safer energy storage and conversion.1–3 Among various changes in morphological and transport behaviors, the susceptibility to a tiny amount of salt addition is particularly striking.4–6 While this provides a facile tool to tune the assembled structure, it also calls for deeper theoretical understanding that is incomplete.

Recent theoretical efforts5–7 have transcribed the mean-field model of neat block polymers8 to ion-doped systems. Selective ion-solvation and ionic correlation have been identified as important features of dielectrically heterogeneous copolymers. An unusual “chimney” channel for ordered phase has been predicted for fully compatible blocks,5 which is grossly consistent with existing experimental observations.6,11 Recent attempts6 further revealed a hidden, albeit narrow, entropic regime that competes with solvation effects and showed12 that selective ion solvation alone captures morphological behaviors. Our work is motivated by two considerations. First, ion-induced stabilization is expected to compete with the destabilizing composition fluctuation near the ordering transition.13 Indeed, recent attempts to map phase diagrams from mean-field model with solvation treated at the Born level to experiments require solvation radii about an order of magnitude larger than physical ion size.12 As solvation energy is inversely proportional to ion radius,7,14 a large solvation radius essentially reduces the Born solvation effect. Several factors may compromise solvation effects, such as ion pair (or cluster) formation7,15 and composition fluctuations beyond the mean-field level. We focus here on the more universal fluctuation effects while leaving the ion-specific pairing or clustering correction to future studies.

Second, many current models treated the dispersion interaction described by the Flory–Huggins parameter and dielectric permittivity, two properties that both correlate to monomeric polarizabilities, independently, which is conceptually inconsistent. Motivated by recent work on polarizable field theory,16 we shall reparameterize the dispersion interaction and the dielectric permittivity consistently using the monomeric polarizability, reassess the competition between solvation and composition fluctuation, and show that the “chimney” behavior is absent.

We use the “free” ion model developed recently for salt-doped polymers.5,12 The mean-field critical points have been identified, and a mode-expansion in the weak-segregation regime is possible. The system contains n_c neutral AB diblock copolymer doped with monovalent salts. All polymer chains have N segments, among which N_f segments are of type A, and N(1−f) are of type B. The molar ratios between cations and type A segments are r. Measured in k_BT, the system Hamiltonian is \( \mathcal{H} = \mathcal{H}_d + \mathcal{H}_\text{FH} + \mathcal{H}_\text{f} + \mathcal{H}_\text{c} \), where the ideal chain term \( \mathcal{H}_d \) and the Flory–Huggins term \( \mathcal{H}_\text{FH} \) are
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standard. The additional terms are the Born solvation $\mathcal{H}_b$ and the two-body Coulombic energy $\mathcal{H}_C$.

$$\mathcal{H}_b = \frac{1}{v_0} \int d\mathbf{r} \frac{l_0}{2e_i(\mathbf{r})} \left( \frac{\delta \phi_i(\mathbf{r})}{\delta e_i} e_i \right)$$

$$\mathcal{H}_C = \frac{1}{2 \rho_0} \int d\mathbf{r} d\mathbf{r}' \frac{\rho_i(\mathbf{r}) \rho_j(\mathbf{r}')}{\delta \phi_i(\mathbf{r})}$$

The microscopic volume fractions $\delta \phi_i (\alpha = A,B,+,-)$ contain four components. Here $l_0 \equiv e^2/(4\pi\epsilon_0 k_B T)$ is the Bjerrum length for vacuum, with $e$ being the elementary charge and $\epsilon_0$ the vacuum dielectric permittivity. The relative dielectric permittivity $\epsilon_r(\mathbf{r})$ is derived from polymer compositions. The relative volume in reference to a common factor $v_0$ and bead radii are denoted $\tilde{v}_a$ and $a_\alpha$ respectively. Without loss of generality, we assume $\epsilon_{A} > \epsilon_{B}$ and $a_{+} < a_{-}$. Although the physics is generic, we use parameters corresponding to PS–PEO doped with LiTFSI because of the relevance to experiments. We use $v_0 = 1 \text{nm}^3$ and calculate the statistical segment length $b$ from the packing length $p = 0.4 \text{nm}$ as $b = (v_0/p)^{1/2} = 1.58 \text{nm}$. This gives an invariant degree of polymerization $N \equiv N^{B}/v_0^3 = 622$ for the largest value $N = 40$ we use, which overlaps with the range of $N$ values used in experiments.

The charge density fields are given by

$$\rho \equiv \frac{\tilde{v}_A}{v_A} \rho_A - \frac{\tilde{v}_B}{v_B} \rho_B.$$ The kernel for coulombic interaction $g(\mathbf{r}, \mathbf{r}')$ is obtained by inverting Poisson’s equation with heterogeneous dielectric profile. More details of the Hamiltonian are available in the SI.

The role of electrostatics in microphase separation has been known in polyelectrolyte systems, where electrostatic interaction drives microphase separation. In our system, however, electrostatic interaction only plays an auxiliary, modulating role for the self-assembly of block polymers.

The free energy is derived from the Hamiltonian by

$$\mathcal{H}_0 = -\frac{1}{2} \sum_{\alpha} \int d\mathbf{r} \frac{l_0}{2e_i(\mathbf{r})} \left( \frac{\delta \phi_i(\mathbf{r})}{\delta e_i} e_i \right)$$

$$\mathcal{H}_C = \frac{1}{2 \rho_0} \int d\mathbf{r} d\mathbf{r}' \frac{\rho_i(\mathbf{r}) \rho_j(\mathbf{r}')}{\delta \phi_i(\mathbf{r})}$$

The density waves $\delta \phi_i$ have four components: A-block, B-block, cation, and anion; the summation over these components are implicit in eq 2. In the incompressible melts of interest, the set of density fluctuations vanish, i.e., $\sum_i \delta \phi_i(\mathbf{q}) = 0$. The relevant composition fluctuation $\delta \phi = (\delta \phi_A, \delta \phi_B, \delta \phi_+, \delta \phi_-)$ is orthogonal to the compression mode $\epsilon = (1,1,1,1)/2$ and can be expanded by any complete basis set that spans the subspace orthogonal to $\epsilon$. We choose the set of the solvation mode $\epsilon^{(1)} = (1,-1,1,1)/2$, antisolvent mode $\epsilon^{(2)} = (1,1,-1,1)/2$, and salting-out mode $\epsilon^{(3)} = (1,1,1,1)/2$. The solvation mode drives smaller cations in-phase with more polar component $A$, while the antisolvent mode resists such trend. The salting-out mode drives salt out of polymers. An arbitrary composition fluctuation can be expanded as $\delta \phi = \delta \phi_A \epsilon^{(1)} + \delta \phi_B \epsilon^{(2)} + \delta \phi_+ \epsilon^{(3)} + \delta \phi_- \epsilon^{(4)}$.

Within the incompressible subspace, the vertex functions are reduced by contraction with $\epsilon$. For instance, the contraction of $\Gamma^{(2)}$ with $\epsilon^{(1)}$ gives a $3 \times 3$ array, $\Gamma^{(2)}(\mathbf{q}) = \Gamma^{(1)}(\mathbf{q}) \epsilon^{(1)}$. The spectra of $\tilde{D}^{(2)}(\mathbf{q})$ only depends on the magnitude of wavevector, $q = \text{ld}$.

The behavior of critical mode $\mathbf{q}$ is similar in solvation (Figure 2a) and entropy regimes. The difference between
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solvation and entropic regimes amounts to the degree of changes in \( \nu \) upon doping, where \( \nu \) varies more slowly in entropic regime. The contribution from solvation mode decreases with elevated doping degree as the absolute value of \( \nu \) decreases. This is because, usually \( \nu_{\text{solv}} \), upon equal molar doping of both ions, volume increases due to lithium ion addition is smaller. The contributions from both antisolvation \( (\nu_{\text{as}}) \) and salting-out \( (\nu_{\text{so}}) \) modes increase as the doping amount increases.

The second-, third-, and fourth-order vertex functions for composition fluctuations along mode \( \nu \) are obtained by contraction, i.e.,

\[
\gamma^{(2)} = f_{ij}^{(2)} \nu \nu, \quad \gamma^{(3)} = f_{ijkl}^{(3)} \nu \nu \nu, \quad \text{and} \quad \gamma^{(4)} = f_{ijklm}^{(4)} \nu \nu \nu \nu.
\]

The critical point is identified by \( \gamma^{(2)} = \gamma^{(3)} = 0 \). In particular, the quadratic coefficient \( \gamma^{(2)} \) reads

\[
\gamma^{(2)}(q) = \frac{F(qR_s^0)}{N} = -2 \chi + (A_0 + A_1) r + \frac{A_4}{q^2} \tag{3}
\]

The first term is from polymer configurational and mixing entropy. The second term is Flory–Huggins interaction. The third term is derived from the translational entropy \( A_0 \) and Born solvation free energy \( A_1 \) of ions; they both scale linearly with \( r \). The fourth term is from two-body Coulombic interaction (Supporting Information (SI)).

In the dilute limit, we expect the critical mode \( \nu \) to deviate from \((1,1,0)\) by a correction proportional to \( r \) and have verified (SI,Figure S1) that \( \nu \approx (1 + \eta_{12} r, 1 - \eta_{12} r, -\eta_{12} r) \), with \( \eta_{12} = \frac{r}{2} \left( \frac{a_{\text{solv}}}{a_{\text{ion}}} - \frac{a_{\text{ion}}}{a_{\text{solv}}} \right) \) and \( \eta_3 = \eta_0 \left( \frac{a_{\text{ion}}}{a_{\text{solv}}} + \frac{a_{\text{solv}}}{a_{\text{ion}}} \right) \), in which

\[
\eta_0 \equiv \frac{\nu (\alpha_n - \alpha_\text{solv})}{4v_0^4}. \tag{3}
\]

The expressions to \( A_0 \), \( A_1 \), and \( A_4 \) are obtained by contraction and given explicitly by

\[
A_0 = 2\nu A_0^0 \left( \frac{1}{v_0^2} + \frac{1}{v_1^2} + \frac{1}{v_2^2} \right), \quad \text{and} \quad A_4 = 4\nu A_4^0 \left( \frac{1}{v_0^2} + \frac{1}{v_1^2} + \frac{1}{v_2^2} \right).\tag{4}
\]

The contraction with the solvation mode \( \nu_{\text{solv}} \) and the antisolvation mode \( \nu_{\text{as}} \) is equivalent to that for neat diblock polymers apart from an shift of order \( r \) and independent of \( q_0 \); these are related to ion translational entropy. In contrast, the contraction with \( \nu_{\text{as}} \) increases with \( q_0 \), which suggests that the decrease in \( q^* \) is favored by the salting-out mode.

The increase of \( q^* \) with \( r \) in the dilute regime has been found in previous theoretical studies. At higher doping level, while most experiments found \( q^* \) decreases with \( r \), there are a few situations where \( q^* \) increases or changes nonmonotonically with \( r \). It should be noted that our analysis about critical wavevector is...
still based on mean-field treatment. The method we used here to include fluctuations does not consider its effect on shift in a critical wavevector. The trend found here may be masked by composition fluctuations,29,45,46 which we will investigate in the future.

Near the critical point, the transition is weakly discontinuous. The ordered phases are described by composition fluctuation which is proportional to mode vector V and that can be expanded using a superposition of plane waves \( \hat{\phi}(r) = a_n \sum_{i=1}^{n} \left[ \exp(iQ_i \cdot r) + \exp(-iQ_i \cdot r) \right] \), where \( Q_i \) are wavevectors with the magnitude \( q^* \), and with orientations specified by the symmetry of the phase.27 We only consider three classical phases (lamellar, hexagonal, and BCC) that can be described by the first harmonics. For other phases, such as lamellar- catenoid, contributions from higher harmonics must be included.27,48 The free energy is obtained by substituting the density wave into eq 2, followed by minimization with respect to the amplitude of density wave \( a_n \).27 The phase diagram generated by this analysis compares quantitatively to the iPSCF calculations,6 as demonstrated in SI, Figure S2. For regions far from the critical point, the discontinuity in phase transition becomes more severe, and the contributions from higher harmonics are important.28,49,68 For this reason, we do not expect our theory to be accurate far from the critical point, although the agreement between our analytical treatment and numerical iPSCF is still satisfactory.

To examine the fluctuation effects, we map the free energy onto the Brazovskii form by expanding \( \chi^{(2)} \) around \( q^* \) as \( \chi^{(2)}(q) = 2\chi A_0 (\chi - \chi_N) + c^2 (q - q^*)^2 \), where \( c^2 = 1/2 \) \( \partial^2 \chi^{(2)}(q^*)/\partial q^2 \) is related to the curvature of \( \chi^{(2)} \) at \( q^* \), and \( \chi_N \) is the spinodal \( \chi \)-value. The fluctuation-corrected phase diagrams obtained by an approach similar to ref 13 are compared to the mean-field predictions in Figure 3 for \( N = 20 \) and in SI, Figures S3 and S4, for \( N = 10 \) and 40, respectively. In both entropy and solvation regimes, the fluctuation correction destabilizes the ordered phase and shifts the phase diagram upward. In the entropy regime, the extra shift is several times stronger than the effect due to entropy alone. In the experimentally more relevant solvation regime, the effect competes with solvation. In particular, the upper-shift in the ordering transition into the lamellar phase is quite pronounced. The other known effects in the Fredrickson–Helfand theory,13 such as the direct ordering transition into the hexagonal phase, are maintained.

The above theory treated \( \chi \) and \( \epsilon_r \) independently which, although commonly adopted, is conceptually inconsistent. The dielectric permittivity can be approximately related to the monomeric polarizability through the Clausius–Mossotti relation by \( c_r = \alpha_{r+1} \). The average dielectric permittivity of monomeric mixtures can be estimated using the Maxwell–Garnett mixing rule, \( \epsilon_{\text{eff}} = \sum \epsilon_0 \phi \alpha_r \), where \( 1/n \) is the average density. Meanwhile, it is found that the Flory–Huggins parameter can be related to monomeric polarizability through the cohesive energy density, \( \epsilon_{\text{H}} = c_r (\alpha_A - \alpha_B)^2 \), where \( c_r \) is a parameter that is related to the volume and charge distribution of the monomers.

The new and consistent parametrization with polarizabilities brings remarkable changes in the phase behavior. Figure 4a shows that, as \( r \) increases, the spinodal line in the \( \chi - \alpha_r \) plane shifts downward. Unlike the case in previous parametrization, we found no chimney behavior. Instead, the spinodal converges to a limiting one above \( \chi = 0 \) as \( r \) increases. This is because, as the incompatibility between two polymer blocks diminishes (\( \chi \to 0 \)), \( \alpha_A \) and \( \alpha_B \) becomes similar and the dielectric constant between two blocks diminishes.

By fixing \( \alpha_A \) and \( \alpha_B \) from polymer permittivity, we generate both mean-field and fluctuation-corrected phase diagrams, shown in Figure 4b. It is found that the wide lamellar window is replaced by the hexagonal phase when the fluctuation correction is turned on, and the amount of salt needed to induce ordering is nearly doubled.

In summary, we showed the weakening of solvation-enhanced ordering due to the composition fluctuation and the coupling between dispersion interaction and dielectric screening. Several relevant physics have been neglected. For instance, ion pairing or clustering and liquid-state correlation
may be particularly relevant at high doping-level; the fluctuation correction to the scattering function itself may lead to further reduction in $q^*$ as was evident in the neutral diblock polymers. Nevertheless, our work is a minimum treatment of composition fluctuation in ion-doped polymers, which provides the basis for future generalization and comparison to polarizable field theoretical calculations.
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