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Algorithmic timeline curation is now an integral part of Twitter’s platform, affecting information exposure for
more than 150 million daily active users. Despite its large-scale and high-stakes impact, especially during a
public health emergency such as the COVID-19 pandemic, the exact effects of Twitter’s curation algorithm
generally remain unknown. In this work, we present a sock-puppet audit that aims to characterize the effects
of algorithmic curation on source diversity and topic diversity in Twitter timelines. We created eight sock
puppet accounts to emulate representative real-world users, selected through a large-scale network analysis.
Then, for one month during early 2020, we collected the puppets’ timelines twice per day. Broadly, our results
show that algorithmic curation increases source diversity in terms of both Twitter accounts and external
domains, even though it drastically decreases the number of external links in the timeline. In terms of topic
diversity, algorithmic curation had a mixed effect, slightly amplifying a cluster of politically-focused tweets
while squelching clusters of tweets focused on COVID-19 fatalities and health information. Finally, we present
some evidence that the timeline algorithm may exacerbate partisan differences in exposure to different sources
and topics. The paper concludes by discussing broader implications in the context of algorithmic gatekeeping.
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1 INTRODUCTION

As an algorithmic intermediary, Twitter’s timeline curation system sorts, filters, and supplements
personalized content for more than 150 million daily active users [32]. Yet despite its influential role
in the flow of information across society, Twitter’s curation algorithm generally remains a black
box outside of Twitter’s own explanations [51]: “our ranking algorithm is powered by deep neural
networks... [that] predict whether a particular Tweet would be engaging to you.” This opacity can
be problematic for the public, especially since the system operates as an “algorithmic gatekeeper”
[69] which can help set the agenda of public discourse analogously to traditional gatekeepers
[6, 28, 80]. For example, amplifying particular tweets may push topics from the fringe of public
discourse into the mainstream agenda [56].

The implications of algorithmic gatekeeping are further heightened during a public health
emergency such as the COVID-19 pandemic. Health communication research has shown that
different news information can change how people adopt protective measures [3, 34, 78] (such
as wearing a mask or social distancing). A recent Pew survey underscored this point, finding

Authors’ address: Jack Bandy, jackbandy@u.northwestern.edu; Nicholas Diakopoulos, nad@northwestern.edu, Northwest-
ern University, Evanston, Illinois, USA.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the
full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored.
Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee. Request permissions from permissions@acm.org.

© 2021 Copyright held by the owner/author(s). Publication rights licensed to ACM.

2573-0142/2021/4-ART78 $15.00

https://doi.org/10.1145/3449152

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW1, Article 78. Publication date: April 2021.



https://doi.org/10.1145/3449152
https://doi.org/10.1145/3449152

78:2 Jack Bandy and Nicholas Diakopoulos

that different media consumption patterns corresponded to different perceptions of COVID-19
risks, as well as differences in partisan affiliation [65]. Partisan differences may be exacerbated by
social media feeds and their driving algorithms, which have often been embroiled with ideas of
“echo chambers” and “filter bubbles” that may serve to reinforce existing viewpoints [7, 16, 73, 85].
Researchers have often called for countermeasures that deliberately increase the diversity of
exposure to different sources and topics [13, 41, 76].

To address the opacity of Twitter’s curation system and its potential echo chamber effects, this
work aims to glimpse how algorithmic timeline curation affects media exposure on Twitter. We
analyze how algorithmic curation compares to chronological curation in terms of its impact on
source diversity, "the extent to which the media system is populated by a diverse array of content
providers" [68], and topic diversity, the extent to which the timelines contain a diverse array of
topics. More specifically, we ask the following research questions: (RQ1) How does Twitter’s
timeline curation algorithm affect (a) source diversity, with respect to Twitter accounts and external
sources, and (b) topic diversity, with respect to different topic clusters? (RQ2) How does Twitter’s
timeline curation algorithm affect partisan differences in (a) source diversity and (b) topic diversity?

We address these questions through a sock-puppet algorithm audit [55, 79], creating eight
"archetype puppets” (identified via network analysis) which follow the same accounts as real-world
users, then collecting Twitter’s algorithmic and chronological timelines for each of these puppets
over the course of one month in early 2020. Using a number of different metrics, we present evidence
from all eight accounts that Twitter’s timeline curation algorithm substantially increases source
diversity compared to the chronological baseline. On average, the algorithmic timeline featured
more than twice as many unique accounts as the chronological timeline. It also reined in more
dominant accounts, with the top ten accounts in the algorithmic timeline claiming fewer than half
as many tweets (21% on average) as they did in the chronological timeline (45% on average). In terms
of partisan differences, we found evidence that algorithmic curation may slightly exacerbate echo
chambers, especially in terms of exposure rates to partisan Twitter accounts. Partisan differences
in topic exposure did not exhibit these effects, even after algorithmic curation. Finally, we found
that algorithmic curation dramatically decreased exposure to tweets with external links, from an
average of 51% in chronological timelines to less than 20% in algorithmic timelines.

The paper makes two main contributions: (1) it introduces a network-based method for identifying
"archetype puppets,’ strategically selecting real-world users to emulate in sock puppet audits; and
(2) it applies this method to audit Twitter’s timeline curation algorithm in terms of sources and
content. While limited in sample size, we present experimental evidence from all eight accounts
that, in comparison to a chronological baseline, Twitter’s algorithmically curated timeline increases
the diversity of sources, slightly exacerbates partisan echo chambers, shifts exposure to different
news topics, and limits access to content outside the platform. These effects highlight the growing
implications of algorithms acting as information gatekeepers in society. Traditionally, gatekeeping
power has been held by journalists, who make decisions with the goal of "providing citizens
the information they need to make the best decisions” [2]. But as DeVito [24] observed with the
Facebook News Feed, a shift to algorithmic decision-making could represent a divergence from
traditional editorial values. The paper concludes by discussing the implications of this divergence,
as well as suggesting areas for future research to help address its potential negative impact.

2 BACKGROUND AND RELATED WORK

This study intersects with two main bodies of work: (1) audit studies that examine how algorithms
affect the public, especially audits that focus on information curation algorithms, and (2) studies
that explore how Twitter affects the production and distribution of news information.
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2.1 Auditing News Curation Algorithms

News distribution has undergone rapid changes in recent decades, spurring research that revisits
foundational theories of journalism such as gatekeeping, agenda-setting, and framing [70]. As
Nechushtai and Lewis [71] put it, "prioritizing of news historically has been associated with human
deliberations, not machine determinations." But today, machines play a definitive role in news
curation. Whether audiences are visiting the website of their favorite newspaper, encountering
news content on social media timelines, or searching for news on Google, their information diet
is now mediated by algorithmic systems [26]. This has motivated audit studies aiming to better
understand how algorithms influence the media ecosystem.

2.1.1 Audits of Partisan Differences. Some audit studies aim to determine whether gatekeeping
algorithms — such as search algorithms and recommendation algorithms — personalize content to
the point of creating "echo chambers" that silo users and limit news exposure diversity. These echo
chambers form when a group is "isolated from the introduction of outside views," while "the views
of its members are able to circulate widely," according to one synthesized definition by Bruns [16].
The phenomenon stems from well-documented patterns in media consumption related to social
homophilies and selective exposure [13, 68], however, it may be exacerbated by curation algorithms.
For example, a left-leaning user is likely to have many left-leaning friends on social media, and
these friends are likely to share mostly left-leaning news articles [8]. A curation algorithm for the
social media feed might cater to the user’s ideology and increase exposure to left-leaning news
articles, recognizing the user is less likely to engage with right-leaning news articles.

However, this algorithmic exacerbation of the echo chamber phenomenon often fails to material-
ize [16]. Focusing on Google search, an early study by Hannak et al. [39] found that on average
only 11.7% of results were personalized, although personalization occurred more often in some
query categories ("gadgets," "places,’ and "politics"). A study of 350 Dutch users found no substantial
differences due to personalization [20] across 27 socio-political queries. Moving beyond the "blue
links," an audit by Robertson et al. [77] measured personalization on all different components of a
search engine, such as the "people also ask for" box, "tweet cards," and "knowledge components."
This full-page audit "found negligible or non-significant differences between the SERPs" of per-
sonalized (logged in to Google) and non-personalized (incognito) windows. A recent audit found
that even with partisan differences in query terms, Google search exhibited a mainstreaming effect,
showing largely similar results for queries associated with left-leaning and right-leaning users [88].
Studies also find limited evidence for partisan echo chambers in recommender systems like Google
News [38, 71] and the Facebook News Feed [8, 10], though Bakshy et al. [8] found that Facebook’s
algorithm slightly decreased exposure to ideologically cross-cutting content.

2.1.2  Audits of Curation Systems. Other studies focus less on personalization and explore more
general trends in algorithmic news curation, such as source concentration, ideological bias, and
churn rate. Trielli and Diakopoulos [87] conducted a targeted audit of the "Top Stories” carousel on
Google’s results page, finding a high concentration of sources (the top three sources — CNN, The
New York Times, and The Washington Post — accounted for 23% of impressions). The substantial
dependence on mainstream media outlets is evidenced in several studies of Google News [38,
71], Google search [20, 52, 77, 92], and Apple News [9], suggesting that algorithmic curation
may exacerbate existing disparities in the media industry and exclude content from local and
regional publications [30]. Some of these studies have also found small but statistically significant
amplification of left-leaning news sources [77, 87], although the evidence is open to different
interpretations. Finally, in terms of churn rate, Trielli and Diakopoulos [87] found that Google’s
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"Top Stories" carousel tends to "concentrate on articles that are more recent in age," though other
studies found that "blue links" exhibit more stability over time [52, 64].

One audit study with particular relevance to our work is the "FeedVis" system developed by
Eslami et al. [29], which presents users with a side-by-side comparison of their "unadulterated"
Facebook News Feed with the algorithmically curated News Feed. Although the study focuses on
algorithm awareness and user experience, it presents some methods for evaluating algorithmically
curated timelines. For example, we adopt a similar framework in our methods for comparing the
"unadulterated" chronological Twitter timeline with the algorithmically curated timeline.

2.1.3  Sock Puppet Audits. Audit studies in the social sciences have long faced experimental chal-
lenges related to resource constraints [33], often forcing experiments to utilize some kind of
sampling. For example, an influential audit of employment discrimination in the United States only
collected samples in Boston and Chicago [11]. In technical audits, sock-puppet auditing is one way
of handling resource constraints and sampling challenges, allowing researchers to "use computer
programs to impersonate users" [79]. As social media platforms further restrict access to APIs [15],
expansive scraping audits become more challenging and sometimes impossible, and sock puppets
provide a critical method for auditing platforms under these conditions.

Sock puppets have already proven to be an effective method for several technical audit studies
of algorithmic curation. In one study conducted by Haim et al. [38], the authors created four sock
puppets based on different life standards: (1) an elderly female conservative widow, (2) a bourgeois
father in his fifties, (3) a 40-year-old job-oriented male single, and (4) a wealthy 30-year-old female
marketing manager and early adopter. These agents were based on a media-user typology (MUT),
which "aims to classify diverse user behaviours into meaningful categories of user types" [14]. The
corresponding sock-puppet users experienced different personalized recommendations in their
Google News accounts, though the effects were small.

Another exemplary sock puppet audit was conducted by Le et al. [55]. Based on Twitter accounts
with opposing political views, the authors trained browser profiles to represent pro-immigration,
anti-immigration, and control users, then collected search results for those users over the course of
one week. Notably, this study created sock puppets to represent ideological views, specifically on
the topic of immigration, rather than the demographic attributes (ex. gender and age) often used in
related work [38, 39].

Our work builds on these previous algorithm audits in a number of ways. Specifically, we audit
Twitter’s timeline curation algorithm along many dimensions used in related work, anticipating the
algorithm’s effects on source diversity and partisan echo chambers, while adding a dimension of
topic diversity. We also employ similar methods to related work, creating sock puppets to represent
users with different ideological views, while also introducing a network-based approach to identify
and simulate these archetypal users. In many ways, prior research on other platforms (e.g. Facebook
[8] and Google [87]) suggest that algorithmic curation would have a negative impact, for example
by introducing echo chamber effects and exacerbating existing inequalities in source concentration.
Some work has already hinted at these effects on Twitter.

2.2 Twitter and News Information

The second body of related work generally relates to news information on Twitter. This research
area is vast, and was even the subject of a recent special issue edition of Journalism, which addressed
a broad range of topics including credibility perception, user experience, as well as celebrity news
and gossip [99]. Studies that explore news content on Twitter have particular relevance for our
work because they tend to account for concepts such as gatekeeping and source diversity, which
we explore in our study.
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2.2.1  News on Twitter. A number of surveys, interviews, and other studies demonstrate that
"Twitter has become an important tool for journalists around the world" [91] since its founding in
2006. In fact, some have suggested that Twitter has fundamentally changed how the institution
works, shifting the media ecosystem toward "ambient journalism" [42] characterized by an always-
on news cycle. As of 2016, Weaver and Willnat [94] found that 54.8% of journalists reported
regularly using microblog sites, predominantly Twitter. This usage impacts how journalists carry
out their work. Based on a recent interview study in the United States by Peterson-Salahuddin
and Diakopoulos [75], the algorithms that drive social media platforms "have become a new
element influencing gatekeeping practices, especially with regards to content framing and resource
allocation to stories," even though they do not dominate the editorial decision-making process.

While Twitter is in some ways impacting the practice of journalism, more importantly, journalism
has a significant impact on Twitter. A 2010 study [53] found that over 85% of trending topics were
related to news media, with mainstream news accounts most often benefiting from retweets
compared to other types of accounts. The preponderance of news content on Twitter has been
corroborated in a number of other studies (see Orellana-Rodriguez and Keane [72] for a survey of
the literature). For example, Wu et al. [98] showed that even though celebrity accounts had more
followers than news media accounts, news media accounts produced the most information. Also,
according to a 2018 survey by Pew Research Center, "around seven-in-ten adult Twitter users in the
U.S. get news on the site" [62], a higher rate than other social media platforms. Some studies have
used these high-level findings to motivate more fine-grained analyses of news content on Twitter.

One of the most consistent findings from studies of news content on Twitter is a high degree of
source concentration. An analysis of 1.8 billion tweets from 2014 found that "the top 10 handles
alone account for 19 percent of news media-related activity,’ while the bottom "5603 of the 6103
handles account for only 5 percent of the volume of news media-related tweets" [61]. As reviewed
by Orellana-Rodriguez and Keane [72], a number of studies have reproduced this pattern, with "a
few tweets receiving a lot of attention and most tweets receiving no attention in a long tail" One
reason for this may be Twitter’s algorithmic timeline curation, which explicitly prioritizes "top
tweets" based on engagement metrics such as likes, retweets, and replies [82].

2.2.2  Algorithmic Timeline Curation. Even when Twitter’s algorithmic timeline was just a rumor
in 2016, it attracted concerns from a variety of stakeholders. Some users espoused resistance
to the changes, tweeting under the hashtag #RIPTwitter: "algorithms ruin everything," "we like
chronological tweets," and more, as discussed in the content analysis by DeVito et al. [25]. The
concerns about algorithmic curation persisted. As one journalist summarized, the algorithmic
timeline "has been loathed and derided by users since it started" [19]. In spite of this, Twitter’s
timeline curation algorithm has become a cornerstone of the platform, and has allegedly attracted
millions of additional users [50].

In addition to curating timelines algorithmically, Twitter has also supplemented users’ timelines
with tweets from users they do not follow, beginning as early as October 2014 [27]. This began
experimentally, but is now a key feature of the platform. Twitter says it utilizes deep learning to
make these recommendations [51], describing the feature as follows [89]:

Additionally, when we identify a Tweet, an account to follow, or other content that’s
popular or relevant, we may add it to your timeline. This means you will sometimes see
Tweets from accounts you don’t follow. We select each Tweet using a variety of signals,
including how popular it is and how people in your network are interacting with it.
Our goal is to show you content on your Home timeline that you’re most interested
in and contributes to the conversation in a meaningful way, such as content that is
relevant, credible, and safe.
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While some recent work has explored news distribution on Twitter [36, 72, 83, 84], our study is
the first to our knowledge that focuses on algorithmic curation and its specific effects. As others
have noted [15, 54], studying the algorithmic timeline presents a number of challenges related to
API access and user privacy, which we address with strategic sampling and a sock puppet setup. As
in previous work, our analysis includes measures of source diversity due to potentially problematic
source concentration on the platform. Given that algorithmic curation and "injected tweets" have
become increasingly prominent on Twitter, we specifically analyze how these factors affect source
concentration, source diversity, and partisan echo chambers, among other effects. By characterizing
the effects of algorithmic curation and injected tweets, we hope to begin filling an important gap
for understanding information distribution on Twitter.

3 METHODS AND DATA COLLECTION

To address our research questions, we followed a "sock puppet" audit method (as defined by
Sandvig et al. [79]), whereby we identified a panel of users, simulated their interactions with
the algorithmic Twitter timeline, and made comparisons to a baseline chronological timeline.
While this audit method introduces some limitations (including a relatively small sample size
similar to Haim et al. [38], Le et al. [55]), we deliberately chose it as an empirical and interpretable
path to characterizing Twitter’s curation algorithm. We also introduce a network-based approach
for strategically identifying a set of representative users which we call "archetype puppets." By
emulating representative real-world users, we intended this approach to sock puppet auditing
would not only provide a "great deal of control over the manipulation and data collection” [79], but
also a degree of ecological validity that often eludes algorithm audit studies. Notably, this ecological
validity applies to the scoped context we chose for our study, which includes the particularities
of U.S. politics as well as a distinctive news cycle amidst the COVID-19 pandemic. We elaborate
specific implications of these limitations in section 6.1, as well as potential methods to mitigate
them in future work.

This section first introduces the network-based method for measuring salient behavior within
Twitter communities and identifying archetypal users from these communities (section 3.1). Af-
ter identifying these users and creating archetype puppets, we collected their algorithmic and
chronological timelines for a period of about four weeks (section 3.2). Finally, we analyzed how the
puppets’ algorithmically curated timelines differed from their chronological timelines (section 4).

3.1 Archetype Puppets

Since Twitter’s policies constrained the number of puppet accounts we could create and emulate,
we devised a method for selecting representative users for our study. We refer to the resulting
accounts as "archetype puppets,’ and here present a process and rationale for creating these puppets.
The general process requires the definition of one initial input (a pool of users) and then proceeds
in three subsequent steps: detecting communities, selecting an archetype from each community,
and validating the archetype selections. Future researchers may utilize and adapt this framework,
outlined in Table 1, as a way of strategically sampling the space of potential sock puppets. Here we
explain our specific choices for these steps and how they supported our research questions.

3.1.1 Initial Pool of Twitter Users. To identify an initial pool of Twitter users, we collected over
20 million accounts that followed U.S. congresspeople! in February 2020. We intended this pool
to capture a large number of users engaged in U.S. politics and the accompanying news cycle,
aligning with the kind of users needed to address our research question about partisan differences
in news exposure. Wihbey et al. [96] used a similar approach to identify politically active users in

https://github.com/unitedstates/congress-legislators/
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Step in Process ‘ Specific Choice of Method/Data

Step 1: Define Initial Pool of Users | All users following U.S. congresspeople

Step 2: Community Detection Standard Louvain algorithm [12], yielding four left-leaning and four right-leaning communities
Step 3: Archetype Selection Normalized degree centrality in community co-following network

Step 4. Archetype Validation Archetype user bot score and friends list

Table 1. Our network-based archetype selection pipeline proceeds in four main steps, starting with an initial
input of potential users.

their study of ideological patterns among journalists on Twitter. Still, this pool of users scopes our
analysis to the United States, and even there it is not representative of all U.S. Twitter users.

Due to rate limits on Twitter’s APIL, we took a random sample of 10,000 users to analyze from
the initial pool of 20 million. We took this sampling step out of necessity, as collecting the friends?
even for these 10,000 users took approximately one week under the Twitter API rate limits. More
than 90% of users in this sample were public, leaving us with 9,020 users from which to detect
communities and select archetypes.

3.1.2  Community Detection. The next step in our framework involves community detection to
identify Twitter communities across the political spectrum. We started by assigning users a heuristic
ideological lean score based on the ratio of republican and democratic congresspeople followed. We
used a scale of [-1,1], similar to ideological scales in related work [8, 45, 96], with negative values
representing left-leaning ideology and positive values representing right-leaning ideology:

—(# Democrats Followed) + (# Republicans Followed)
# Legislators Followed

Lean =

Then, we created two networks and assigned users to them based on lean score. These separate
networks were intended to help address our research questions about partisan differences in
exposure, thus, one network was created for users on the left (lean <= 0), and one for users on
the right (lean >= 0). Users with a lean score of 0 were included in both networks to help identify
more moderate communities. Still, there were more left-leaning users (N=7,217) than right-leaning
users (N=2,055), reflecting the fact that people who use Twitter are more likely to be Democrats
compared to the general public, and that Democratic legislators on Twitter have more followers on
average [97].

After scoring and assigning users, we created network edges, weighted based on co-following
behavior between users (i.e. two users are connected if they both follow the same user). This choice
stemmed from our focus on exposure and the assumption that users who have similar friends
will be exposed to similar tweets. Edge weights were calculated using the Jaccard coefficient of
the connected user’s friends list. Because it supports weighted edges by default and has been
applied successfully in similar studies of Twitter communities, [37, 86] we ran the standard Louvain
community detection algorithm [12], which identified four major communities on both sides. In
the right-leaning network, 98.28% of users were assigned to the major communities, and in the
left-leaning network, 99.79% of users were assigned to the major communities. While we did
not anticipate that the Louvain algorithm would identify four major communities on each side,
it conveniently provided a balance for the rest of our analysis. Further information about each
community is shown in Table 2, suggesting meaningful distinctions across and within partisan
lines. If this were not the case, we may have adjusted the modularity parameter in the Louvain
algorithm to explore alternative clusterings of communities.

ZWhile some papers [36, 93] have called these accounts "followees," in this paper we use Twitter’s vernacular, so "friends"
refers to accounts followed by a user.
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left-1 left-2 left-3 left-4 | right-1 right-2 right-3 right-4

Member Count 1718 1801 1887 1811 | 869 357 460 369
Avg. Congresspeople Followed | 1.58  6.26  2.03 23 2.84 1.61 6.75 2.88
Avg. Democrats Followed 153 5.6 1.78 193 |0.78 0.28 0.88 0.21
Avg. Republicans Followed 0.05 0.63 0.23 036 |2.05 1.32 5.86 2.67

Democrats:Republicans Ratio | 29.78 8.84 7.63  5.39 | 0.38 0.21 0.15 0.08
Republicans:Democrats Ratio | 0.03  0.11  0.13  0.19 | 2.63 4.77 6.64 12.82

Friends Count Q1 57 45 62 60 94 15 250 34
Friends Count Median 140 125 112 135 227 31 452 61
Friends Count Mean 337 456 382 471 551 45 1249 72
Friends Count Q3 396 404 332 475 591 60 909 102

Table 2. The eight major communities detected with the Louvain algorithm, along with descriptive attributes
which align with previous findings from Pew Research [97]. For example, Pew found that Twitter users are
more likely to be Democrats and that Democrats tend to follow more accounts, as reflected in larger member
counts and higher average friend counts in communities on the left.

left-1 left-2 left-3 left-4 right-1 right-2 right-3 right-4
Friends 580 430 510 120 440 60 690 100
Coverage 98% 96% 95% 99% 93% 96% 98% 97%
Followers 70 760 150 10 150 820 80 30
Statuses 1000 13700 600 100 7300 200 700 200
#1 @nytimes @nytimes @CNN @nytimes @realDonaldTrump ~ @realDonaldTrump ~ @BreitbartNews @FoxNews
#2 @Reuters @washingtonpost ~~ @SportsCenter ~ @Reuters @NASA @POTUS @steph93065 @realDonaldTrump
#3 @SenSanders @Reuters @TMZ @guardian @BarackObama @VancityReynolds® ~ @Reuters @benshapiro
#4 @washingtonpost ~ @AP @chrissyteigen @BBCWorld @TheDailyShow @GeorgesStPierre”  @JackPosobiec @SebGorka
#5 @BernieSanders  @jaketapper @ArianaGrande ~ @WS] @HistoryInPics @UnderArmour” @SebGorka @WhiteHouse
#6 @TheOnion @MalcolmNance @espn @Forbes @SethMacFarlane  @DanCrenshawTX* ~ @realDailyWire @charliekirk11
#7 @TheDailyShow @JoyAnnReid @UberFacts @TheEconomist @ConanOBrien @RepDanCrenshaw”  @realDonaldTrump = @DLoesch
48 @joerogan @NPR @wizkhalifa @FT @neiltyson @HockeyCanada®  @nytimes @DineshDSouza
#9 @SarahKSilverman ~@SethAbramson @khloekardashian ~@cnnbrk @prattprattpratt @TRXtraining” @cparham65 @NEWS_MAKER
#10 @ewarren @FoxD d @TechCrunch @tomhanks @mriles4” @mitchellvii @marklevinshow
#11 @Sethrogen @TeaPainUSA @TheEllenShow ~ @UN @BillNye @NavalAcademy* hi @Real; Wood:
#12 @SethMacFarlane ~ @Forbes @KevinHart4real ~ @NatGeo @SteveCarell @IMGAcademy* @HuffPost @ericbolling
#13 @StephenKing @cnnbrk @Diddy @WIRED @Xbox* @NavyAthletics* @dbongino @BillOReilly
#14 (@danieltosh @RedTRaccoon @NASA @SenSanders @NASAHubble* @TGlass15* @NEWS_MAKER (@RealCandaceO
#15 @mcuban* @KeithOlbermann @tylerthecreator ~ @ObamaWhiteHouse ~@starwars* @BodyRockTV* @Rockprincess818  @SenateGOP
#16 @WhatTheFFacts  @yashar @TheWeirdWorld ~ @BarackObama @lancearmstrong”  @ToddDurkin* @CNN @wikileaks
#17 Metallica™ ledadobrien BarackObama @HarvardBiz @foofighters* @elliotthetrainr* @politico @AllenWest
#18 @0zzyOsbourne®  @tribelaw @BernieSanders  @DeptofDefense @kumailn* @TRXTrainingCntr*  @WhiteHouse @Jim_Jordan
#19 @chrisrock™ i i dib d di damSandler* @TPtherapy™ (@ScottPresler @RT_com™
#20 @thehill* (@BarackObama @SnoopDogg @]JustinTrudeau @johnkrasinski* @djones5454* @RT_com @jordanbpeterson*

Table 3. Archetype account attributes, with counts rounded to the nearest 10 (Friends and Followers) or
100 (Statuses) to preserve anonymity. Below, community influencers followed by the archetypes, sorted by
average potential exposures per day in the community, as detailed in the Methods section. Accounts denoted *
are not community influencers, and are sorted by average potential exposures per day in all of Twitter. The
archetype from the "right-2" community only followed two community influencers, otherwise, the archetypes
tend to follow many top community influencers.

3.1.3 Archetype Selection. Next, we used network centrality to select one archetype user from
each of the communities detected by the Louvain algorithm. There are many potential methods
for defining and operationalizing archetype puppets, but for this work, we use the notion that
an archetypal user should follow many of the same accounts as other users in its community. This
characteristic is captured well in the edges of the co-following network, which connects users
based on shared friends. Importantly, the network’s edge weights are calculated using the Jaccard
coefficient of two users’ friends lists (the size of the intersection divided by the size of the union).
By accounting for the total number of friends, the Jaccard coefficient helps ensure selection does
not favor more active accounts, unless those accounts resemble others in the community. In short,
higher normalized degree centrality within a community indicates a user follows more accounts
which are also followed by other users in the community, and thus the user with the highest degree
centrality aligns well with our notion of a community archetype.
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left-1 left-2 left-3 left-4 right-1 right-2 right-3 right-4
#1  @nytimes @nytimes @nytimes @nytimes @nytimes @FoxNews @FoxNews @FoxNews
#2  @guardian @HuffPost @CNN @Reuters @Reuters @realDonaldTrump ~ @real TT2020 @realDonaldTrump
#3  @HuffPost @washingtonpost  @HuffPost @HuffPost @FoxNews @nytimes JulieReichwein1 benshapiro
#4  @CNN @thehill @ABC @CNN @CNN @CNN @ReneeCarrollAZ (@BreitbartNews
%5 @Reuters @CNN @NBA @washingtonpost @HuffPost @VP @KatTheHammer1 ~ @dbongino
#6  @BBCWorld @Reuters @FoxNews @guardian @washingtonpost  @WhiteHouse @wwwillstand @SebGorka
#7  @SenSanders @AP hi @FoxNe @BBCWorld @RandPaul @jjauthor @IngrahamAngle
#8  @washingtonpost  @politico @BBCWorld @BBCWorld @TIME @POTUS @BlueSea1964 @greta
#9  @AP @jaketapper @Reuters @ABC @ABC @CoryBooker @JoeFreedomLove ~ @WhiteHouse
#10 @realDonaldTrump @guardian @NFL @business (@business @NASA (@HLAurora63 @AnnCoulter
#11 @NPR @maggieNYT @AP @TIME @guardian @tedcruz @JanetTXBlessed  @nytimes
#12 @BernieSanders @TheRickWilson ~ @SportsCenter @AP @AP @SenTedCruz @LindaSuhler @DonaldJ Trump]r
#13  @TheOnion @BBCWorld @TIME @WSJ @WS] (@marcorubio @DallasBrownin16 @DailyCaller
#14 @NASA @MalcolmNance = @MTV @thehill @Independent @cnnbrk @superyayadize @charliekirk11
#15 @TheEconomist @TIME billboard @Independent @Forbes @NatGeo @QTAnon1 @JudicialWatch
#16  @NatGeo @JoyAnnReid @WSJ @Forbes @businessinsider ~ @SpeakerRyan @bbusa617 @DLoesch
#17  @GeorgeTakei @WSJ @TMZ @TheEconomist @thehill @Interior (@GaetaSusan (@BretBaier
#18  @chrissyteigen @ABC @realDonaldTrump @BBCNews @NBCNews @DeptofDefense @AnnaApp91838450 @POTUS
#19  @rickygervais @NPR @chrissyteigen @NBCNews @CBSNews @DonaldJTrumpJr ~ @9975Ts @foxandfriends
#20 @BarackObama @business @NBCNews @CBSNews @NBA @BarackObama @inittowinit007 @WS]

Table 4. The twenty most-influential users in each community, as determined by the average potential
exposures per day within the community. Community influencers reflect previous findings regarding partisan
news consumption [47, 48], for example, @FoxNews is the most-influential account for three of the four
communities on the right.

3.1.4  Archetype Validation. To validate archetype puppet selection and evaluate our community
detection, we identified influential users within each community. Based on a 2019 study by Pew
Research [97], approximately 80% of all tweets in the United States come from an influential set
of just 10% of Twitter accounts. We approximated influence by measuring the average potential
exposures per day for popular accounts within each community. Other studies have used similar
approximations to influence, alongside alternatives such as retweets and mentions [7, 18]. To
measure average potential exposures per day, we first selected all accounts followed by at least 5%
of community members, then calculated the average number of tweets sent per day by each account.
Within a community, an account’s average potential exposures per day is simply its average number
of tweets per day times the number of community members who follow the account. The result
approximates the number of times community members could see tweets from the account on an
average day, which we used as a proxy for community influence.

Accounts with high potential exposures per day (Table 4) show a high degree of face validity, both
in differences between left-leaning and right-leaning communities and differences between commu-
nities of the same partisan leaning. For instance, influential accounts in left-leaning communities
included @nytimes, @HuffPost, and @CNN, news outlets with left-leaning audiences according to
a 2020 survey by Pew Research [48]. The most influential account for three communities on the
right was @FoxNews, which is the most-used and most-trusted news outlet among conservatives
(based on the same survey [48]). The influencers also show differences between communities of the
same partisan leaning. For example, in the left-3 and left-4 communities, members are more likely
to follow republican congresspeople compared to left-1 and left-2 (see also Table 2), and accounts
that have more influence in right-leaning communities (ex. @FoxNews and @realDonaldTrump)
are among the top 20 influencers. Conversely, in the right-1 and right-2 communities, which are
more likely to follow democratic congresspeople compared to right-3 and right-4, @nytimes and
@BarackObama are among the top 20 influencers.

Finally, we used these community influencers to validate the selected archetypes. As shown in
Table 3, the archetype accounts tend to follow many community influencers. We also validated
archetypes by requiring a Botometer score [100] of less than 0.5, improving the chances of selecting
non-automated users. The Botometer score was developed by Yang et al. [100], and uses Twitter
metadata along with a number of derived features to detect social bots. While the authors note
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several limitations and potential causes of misclassifications, here we simply use it to increase the
likelihood that archetype users are real people. The 0.5 threshold has been suggested and applied
effectively in prior work [4, 22].

With the archetypes selected and validated, we created one puppet account on Twitter for each
archetype and requested to follow all of the archetype’s friends. In doing so, we took several
measures to balance the informativeness of our study with other ethical considerations such as
user privacy and aggravation. The biographic text for each puppet account explained its function
as a research bot, and provided contact information for the first author. Some private accounts did
not accept the follow request, and several public accounts blocked our puppet account. On average,
the puppets were able to follow over 96% of archetypes’ friends. Table 3 includes the proportional
coverage of friends we achieved for each individual puppet account. Setting up the puppet accounts
was the final step before collecting data.

3.2 Data Collection for Timeline Analysis

We collected and analyzed data at three levels: (1) tweets in the chronological timeline, (2) tweets
that appeared in the algorithmic timeline, and (3) tweets in the algorithmic timeline that were
"injected." Data was collected each day beginning April 10th and ending May 11th, 2020. One
important limitation of our data collection was its lack of dynamic interaction. While Twitter’s
timeline algorithm adjusts based on dynamic behavior such as engagement with tweets and web
browsing history [89], our audit examines the Twitter algorithm "out of the box," without any
personalization beyond the accounts followed.

3.2.1 Chronological Baseline. As a baseline with which to compare the algorithmic timeline, we
scraped the chronological timeline for each puppet. As Twitter describes [89], "you can toggle
between seeing the top Tweets first and the latest Tweets first" by selecting "see latest Tweets
instead" from the home screen, which is the feature we used to collect chronological timelines.

We also explored a "potential from network" baseline, as in Bakshy et al. [8], collecting all
tweets from the puppets’ friends (via the Twitter API) and comparing them to tweets in the
chronological timeline. Our measurements found that this baseline was essentially indistinguishable
from the chronological baseline, so we focus on results comparing the chronological and algorithmic
timelines. However, we still used the "potential from network" sample to identify "injected" tweets,
as described in section 3.2.3.

To determine scraping frequency, we used metrics from a survey by Pew Research Center [97],
in which 36% of Twitter users checked the platform "several times a day,' 14% checked "once a day;'
21% checked "a few times a week," and 30% checked less often. Since approximately 50% of users
checked at least once per day, and Twitter usage reportedly increased amid the COVID-19 pandemic
[60], we decided to schedule timeline scrapes twice per day: one at 9am and one at 9pm, Central
Daylight Time (CDT). The scheduled scrapes ran for 30 days, with the first timeline collected at
9pm on April 10th, and the last collected at 9am on May 11th. During the 9pm collection on April
22nd, Twitter requested account verification for one puppet, causing the automated login to fail.
This data point is thus excluded from all puppets in our analysis.

We also decided to collect tweets from the critical window of the first fifty items displayed in the
timeline. This choice stems from the correlation between position and click-through rates, also
know as "position bias" [5, 35]. Users engage more often with content positioned toward the top of a
list, whether the list includes search results [23], advertisements [1], or social media content [8]. For
example, in their study of news exposure on Facebook, Bakshy et al. [8] report click through rates
around 20% for the first item in the News Feed, dropping to 5-6% for the 40th item. By collecting
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and analyzing the first fifty tweets displayed, we focus our analysis on a critical window of content
exposure.

To collect tweets from each puppet’s timeline, we developed a scraping program implemented in
Selenium and PythonS, which we ran on two Amazon EC2 instances located in Ohio. We reduced
potential temporal variation by assigning four accounts to each server, and randomly walking
through the accounts at each scheduled scrape (in the worst case, the last puppet’s timeline was
collected four minutes after the first puppet’s).

3.2.2  Algorithmic Timeline. Algorithmic timelines, the focal point of this study, were collected
using the same schedule and apparatus as the chronological timelines: we collected the first fifty
tweets that appeared in the algorithmic timeline, and did so at 9am and 9pm CDT each day.
Algorithmic timelines are displayed by default in the "home" timeline, and the user interface
refers to them as "Top Tweets." Twitter states that "Top Tweets are ones you are likely to care about
most, and we choose them based on accounts you interact with most, Tweets you engage with,
and much more" [89]. Twitter’s blog has disclosed that Top Tweets are ranked with deep neural
networks [51], internally referred to as "DeepBird" [57]. Again, these rankings are opaque and
inaccessible via Twitter’s API or other means, leading us to use sock puppet methods for our audit.

3.2.3 Injected Tweets. The third and final level of data collection comprised the "injected tweets"
that appear in user timelines. While Twitter experimented with this feature as early as 2014 [27]
and has touted its ability to attract new users [50], little is known about its behavior outside of this
description [89] from Twitter:

[W]hen we identify a Tweet, an account to follow, or other content that’s popular or
relevant, we may add it to your timeline. This means you will sometimes see Tweets
from accounts you don’t follow. We select each Tweet using a variety of signals,
including how popular it is and how people in your network are interacting with it.
Our goal is to show you content on your Home timeline that you’re most interested
in and contributes to the conversation in a meaningful way, such as content that is
relevant, credible, and safe.

To identify injected tweets, we cross-referenced all statuses that appeared in the algorithmic
timeline with a set of all tweets from a user’s friends (i.e. the "potential from network" sample
referenced above), using the unique identifier provided by Twitter. Any tweet from the algorithmic
timeline that was not in this set was considered injected.

4 ANALYTIC FRAMEWORK

The puppets’ aggregated algorithmic and chronological timelines comprised 39,352 unique tweets.
We first conducted high-level analyses on these tweets to characterize the data, then proceeded with
our main research questions. Our high-level analyses sought to clarify the prevalence of injected
tweets, the makeup of tweets (i.e. external links, pictures, etc.), and the category of external links
shared. In addressing our research questions, we apply the same analytical process to the left-leaning
puppets and the right-leaning puppets. This symmetry allows us to make meaningful comparisons,
while corroborating and accounting for some differences in behavior between left-leaning Twitter
users and right-leaning Twitter users.

Some analyses, such as topic clustering, required canonical tweet details (i.e. full text, media type,
etc.) from Twitter and/or external URL details (namely for shortened URLs). To collect canonical
tweet details, we used the "status lookup" endpoint in Twitter’s API. This provided details for 99.5%
of tweets. The remaining tweets were either deleted by users or removed by Twitter. There were

3https://github.com/comp-journalism/twitter-timeline-scraper
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more than 12,600 unique external URLs within the tweets, and we resolved each one to collect its
final domain.

4.1 High-Level Patterns

We first conducted exploratory analysis to find high-level patterns in the data and inform analyses
for the two main research questions. The exploratory analysis addressed three questions:

e What fraction of tweets in the algorithmic timeline are injected (i.e. not from friends)?
e What fraction of tweets contain external links and internal links?
e Which categories of domains are prominent in external links?

For domain categories, we used Comscore’s category labels, which have proven useful in prior
related work on news exposure [43, 95]. Comscore’s labels include 29 unique categories, assigned
to over 41,000 unique web domains that covered about 86% of unique links in the data.

4.2 RQ1: How does the curation algorithm impact timeline diversity?

To determine how algorithmic curation affects source diversity on Twitter (RQ1a), we analyzed
Twitter accounts and web domains in the puppets’ timelines. Measurements included the total
number of unique sources within the timeline, the percentage of tweets observed from the most
common sources, and the Gini coefficient to quantify and compare source inequality.

To analyze content diversity (RQ1b), we aimed to characterize the distribution of topics within
different timelines. As in related work analyzing content diversity [10, 67] and twitter topics
[66, 74, 93], we utilized topic modeling to extract common topics from the data.

Standard topic modeling techniques such as latent Dirichlet allocation (LDA) are often less
coherent on short texts, due to sparse word co-occurrence [46]. As a solution, some researchers have
proposed aggregating (or "pooling") all tweets from a user or hashtag into one document [44, 58, 63],
rather than treating each tweet as a separate document. Another solution involves restrictions on
the document-topic distribution, namely, using a Gibbs Sampling Dirichlet Multinomial Mixture
(GSDMM) model [58, 101, 102] that assumes each text belongs to a single topic.

Since we aimed to characterize content at a fine granularity, we chose to use a GSDMM model to
classify each individual tweet. In terms of preprocessing, we used a Twitter-specific tokenizer from
the Natural Language Toolkit (NLTK) to preserve emoji and emoticons (as done in related work
[25]). We also filtered out all URLs, removed stop words in NLTK’s standard English list (e.g. “you”,
“them”, “was”, “as”, etc.), and removed tokens that only occurred in one tweet. Following these steps,
97% of the tweets (38,061) contained at least one token and were included in topic modeling.

The GSDMM algorithm functions to automatically infer an appropriate number of clusters in
the data. Experiments with ground truth labeled content have shown that GSDMM’s inferences
effectively balance completeness (all members of a ground truth group are assigned to the same
cluster) and homogeneity (each cluster contains only members from one ground truth group)
[101]. The inferred number of clusters is almost always smaller than an upper limit specified upon
initialization (set to 300 here), which we also found to be true in our analysis. We performed 10
training iterations, and optimized hyper-parameters with a grid search on the alpha and beta values.
The final model used an alpha of 0.3 and a beta of 0.1, from which GSDMM inferred 134 unique
topic clusters. We manually validated the topic clusters by reading a sample of tweets within each
cluster and ensuring they were meaningfully related within the cluster (i.e. completeness) and
sufficiently independent from other clusters (i.e. homogeneity).

We measured the overall distribution of all topic clusters from the model, and also conducted a
focused analysis on a subset of important clusters. Important clusters were manually selected based
on the number of tweets that fell into it as well as the relevance of its topic to current events. Four
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Label Top Words Example Tweet

Health "coronavirus", "covid", "19", "new", If you have diabetes, you are at higher risk for getting seriously ill from
"trump”, "people”, "health", "pan- #coronavirus. Learn how you can take steps to protect yourself and

"o "o

demic", "says", "us" slow the spread at (external_link) #COVID19
Economy "%","$", "coronavirus”, "new", "mil- U.S. GDP falls by 4.8% in the first quarter of 2020 as the coronavirus

"

lion", "us", "pandemic", "people”, pandemic continues to hit the economy.

"oil", "covid"

Politics "trump”, "president”, "people”, "us", We only have one president at a time. I continue to hold out hope
"coronavirus", "like", "china", "one", that Donald Trump will make America #1 for testing per person, will
"would", "get" pressure governors to meet White House guidelines before reopening

their states, and will try to bring Americans together in this pandemic.

Fatalities  "coronavirus", "new", ‘"cases’, Mississippi’s death toll rose to 11 early Monday, the state’s emergency
"covid”, "19", "deaths", "death’, management agency tweeted. (external link)
"pandemic”, "died", "people"

Table 5. Selected topic clusters that we focused on for analysis. Top words are words in the vocabulary that
occurred most frequently among tweets within the cluster.

large clusters focused on COVID-19 news, which dominated the overall U.S. news cycle during data
collection and thus provided a significant and important subject on which to focus the analysis.
The four clusters emphasized (1) the economy, (2) health, (3) politics, and (4) fatalities. Each cluster
represents a topic which concerned many U.S. citizens based on a Pew Research study during the
COVID-19 pandemic [65]. The top words from each of these clusters, along with an exemplary
tweet, are shown in Table 5.

4.3 RQ2: How does the curation algorithm impact partisan differences in sources and
content?

Our second research question focused on the algorithm’s effect on partisan differences, both in
terms of sources and content in the timeline. This question addresses whether the algorithm has an
"echo chamber" effect, operationalized as increased exposure to partisan-specific sources and content,
based on the definition from Bruns [16]. This definition comes from a synthesis of many studies
and position pieces which present wide-ranging definitions for what constitutes an echo chamber.
Within our definition and using a framework of source diversity, an echo chamber effect is less
severe if Twitter shows more accounts and/or domains to at least one left-leaning puppet and at
least one right-leaning puppet.

To measure this, we first examined different sources (RQ2a) that puppets encountered in their
timeline. For Twitter accounts, we used the community influencers identified via network analysis
(as detailed in section 3.1, any account followed by more than 5% of community members was
considered influential). Each account in our data was assigned one of five labels. If an account was
influential in both a left-leaning and a right-leaning community, or if it ever appeared in at least
one left-leaning and one right-leaning timeline, it was labeled "Bipartisan" (N=424). This notion of a
"bipartisan" account is specific to our research focus on partisan differences in media consumption
in the U.S. context, and differs from other notions of bipartisanship based on political ideology or
voting records. Other influential accounts were labeled "Left" (N=215) or "Right" (N=382) according
to the community. "Niche Left" (N=5,453) and Niche Right (N=4,586) accounts were not identified
as influencers in the network analysis phase, and appeared exclusively to left-leaning puppets or
right-leaning puppets, respectively. These niche accounts primarily comprised those that Twitter
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injected into algorithmic timelines, as well as accounts from the archetypes’ smaller networks,
which had fewer followers. Table 6 shows accounts from each label.

Left Influencers ‘ Niche Left ‘ Bipartisan ‘ Niche Right ‘ Right Influencers
@chrislhayes @BroadwayWorld | @BarackObama @GordonGChang | @RealJamesWoods
@JoyAnnReid, @ABCPolitics @realDonaldTrump | @TeamTrump @benshapiro
@tedlieu @CTVKitchener @BernieSanders (@BretBaier @JudicialWatch
(@PeteButtigieg @realTuckFrumper | @WS] @brithume @Jim_Jordan
(@ananavarro @its]Jeff Tiedrich @FoxNews @NEWS_MAKER | @BreitbartNews
@PreetBharara @SBarlow_ROB @HillaryClinton @LouDobbs @BillOReilly
@SenGillibrand @kingmanmarie39 | @TIME @SkyNewsAust @SenTedCruz
@Acosta @wryly721 @Forbes @ElevatedMonkey | @TomiLahren
@SenKamalaHarris | @jposhaughnessy | @elonmusk @MrStache9 @GovMikeHuckabee
@maggieNYT @BNNBloomberg | @UN @MollerDennis @DanCrenshawTX

Table 6. Accounts from the five partisan account labels.

To analyze partisan source differences in terms of news domains, we used data from Robertson
et al. [77] that includes partisan audience scores for more than 19,000 websites. The scores were
calculated by linking U.S. voter registration records to Twitter users, then scoring each web
domain based on the registered political affiliation of users who shared the domain. The resulting
scores exhibit high correlation with similar partisan classifications [8, 17], including nationally
representative surveys from Pew Research [48]. For example, websites such as breitbart.com and
foxnews.com receive right-leaning scores, while huffingtonpost.com and nytimes.com receive
left-leaning scores.

We converted the audience scores to partisan labels for all domains contained in the Comscore
news/information category, dividing the full range of scores (from maximum to minimum value)
into five bins of equal range. The score range and four most-popular domains from each bin are
shown in Table 7.

Most of our echo chamber analysis used exposure rates to partisan sources, however, we also
looked at the phenomenon by tabulating sources that merely appeared to puppets of both partisan
affiliations. Rather than measuring how much content from bipartisan sources appeared in the
timelines, this analysis measures whether bipartisan sources appeared in the first place. In this
case, the echo chamber effect becomes greater as fewer sources reach left-leaning and right-leaning
timelines. A source was counted as having bipartisan appearances if it appeared in at least one
left-leaning timeline and at least one right-leaning timeline.

Label ‘ Audience is Mostly Left ‘ Audience Leans Left ‘ Audience is Moderate ‘ Audience Leans Right ‘ Audience is Mostly Right

Score Range | (-0.938, -0.556] (-0.556,-0.177] (-0.177, 0.203] (0.203, 0.582] (0.582, 0.962]
Domain #1 | newyorker.com nytimes.com cnn.com dailymail.co.uk foxnews.com
Domain #2 | nymag.com washingtonpost.com | wsj.com washingtonexaminer.com | the blaze.com
Domain #3 | salon.com huffingtonpost.com usatoday.com market-watch.com breitbart.com
Domain #4 | motherjones.com npr.org forbes.com realclearpolitics.com dailycaller.com

Table 7. Top domains from the five bins of partisan audience labels.

To analyze partisan differences in content (RQ2b), we used the same topic clusters identified
for the initial analysis of content diversity. Again, the important clusters were manually selected
based on the number of tweets that fell into each as well as the relevance of the cluster’s topic
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Other Pic External Link and Pic
Text Only Internal Link External Link
chronological 2% 15% 19% 12% 17% 34%
algorithmic 2% 37% 30% 13% 6% 12%
injected 3% 40% 32% 13% 3% 9%
0 20 40 60 80 100

Percentage of Tweets

Fig. 1. Algorithmic curation decreased the rate of external links in the timeline, while increasing the rate
of tweets containing internal media (namely pictures and links to other tweets). On average, only 18% of
tweets in the algorithmic timeline contained an external link, compared to 51% in the chronological timeline.
"Other" tweets contained mixed media, for example, an internal link and a picture.

to current events. The four clusters emphasized (1) the economy, (2) health, (3) politics, and (4)
fatalities (see Table 5. Analyzing these topic clusters allowed us to glimpse whether there were
partisan differences in the prominence of various news topics, and whether the algorithmic timeline
increased or decreased any differences.

5 RESULTS
5.1 High-Level Patterns

The effect of algorithmic timeline curation was substantial even in high-level exploratory analyses,
first in terms of injected tweets and second in terms of external links in the timeline. On average,
injected tweets comprised 55% of the algorithmic timeline (min over eight puppets: 47%, max
over eight puppets: 65%), meaning less than half of all tweets in the algorithmic timeline came
from followed accounts. In terms of external media, 51% of tweets in the chronological timeline
contained an external link (min: 31%, max: 81%), but only 18% of tweets in the algorithmic timeline
contained an external link (min: 7%, max: 43%). This effect was consistent, with each of the eight
puppets experienced a reduction in external links from the chronological timeline to the algorithmic
timeline. The rate was even lower among injected tweets, at 12% (min: 4%, max: 26%). In contrast,
text tweets with no media captured 15% of the average chronological timeline (min: 6%, max: 21%),
increasing to 36% in the average algorithmic timeline (min: 26%, max: 54%). The rate of tweets with
pictures also increased, from 19% for the chronological timeline (min: 8%, max: 29%) to 30% for the
algorithmic timeline (min: 18%, max: 43%). Figure 1 visualizes the reduced exposure rate to external
links in algorithmic timelines (the supplementary materials contain figures showing these effects
for each individual puppet).

We then used the Comscore category labels to examine how different categories of websites were
affected by algorithmic curation. Consistent with previous research analyzing Twitter content [53,
72], the most salient finding was the prevalence of news media. In the mean chronological timeline,
50% of links (min: 19%, max: 80%) directed to domains in Comscore’s "News and Information"
category, while in the algorithmic timeline the rate was 48% (min: 19%, max: 74%). That is, despite
decreasing the fraction of tweets with external links, the algorithmic timeline generally maintained
the distribution of domain categories. The slight changes were likely driven by injected tweets, of
which a smaller percentage linked to "News and Information" domains (mean: 40%, min: 22%, max:
75%).
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Fig. 2. Averaged Cumulative Distribution Functions (CDFs) to analyze source diversity in terms of accounts
and domains in the timeline. Left: the algorithmic timeline (blue) distributes exposure more evenly across
accounts, as indicated by its position beneath the chronological timeline (black). Right: the algorithmic time-
line decreases the percentage of links claimed by top domains. Still, the domains exhibit high concentration,
with the top ten claiming 64% in the chronological timeline, and 56% in the algorithmic timeline.

5.2 RAQ1: Diversity

5.2.1 RQla: Source Diversity. Based on our data, Twitter’s algorithmic timeline curation increases
source diversity in a number of ways. For example, compared to the chronological timeline, the algo-
rithmic timeline nearly doubled the number of unique accounts: across all eight puppets, there were
an average of 663 unique accounts in the chronological timeline (min=379, median=662, max=1141),
and an average of 1,169 unique accounts in the algorithmic timeline (min=638, median=1197,
max=1388).

In addition to drastically increasing the number of accounts in the timeline, algorithmic curation
also mitigated source concentration in terms of the average number of tweets per account observed.
On average, the ten most common accounts in the chronological timeline made up 52% of tweets,
but the ten most common accounts in the algorithmic timeline made up just 24% of tweets. The
average Gini coefficient was 0.59 in the algorithmic timeline and 0.72 in the chronological timeline,
indicating greater inequality of source exposure when the timeline was sorted chronologically.
All eight puppets saw a lower Gini coefficient (i.e. less inequality) in their algorithmic timelines
than in their chronological timelines, suggesting a consistent effect across these users’ algorithmic
timelines.

The increased exposure diversity disproportionately affected some specific accounts. For example,
@CNN was a top account for the puppet from the left-3 community, claiming 10% of tweets in
the chronological timeline. But when the puppet checked the algorithmic timeline, only 3% of
tweets encountered were from @CNN. Similarly, @BroadwayWorld claimed 8% of tweets in the
chronological timeline, and only 2% of tweets in the algorithmic timeline.

While some of these effects are more nuanced, the cumulative distribution function (Figure 2)
shows a clear pattern of diversification: compared to the chronological timeline the algorithmic
timeline features more unique accounts, and distributes more evenly across accounts.

Algorithmic curation had a similar but less pronounced effect on the domains of external links.
The ten most common domains claimed 64% of all links in the chronological timeline, but only
56% in the algorithmic timeline. These rates also show that domains were more concentrated than
accounts, as the top ten domains claimed a greater share than the top ten accounts. Figure 2 shows
further evidence of this pattern.
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Fig. 3. CDF for the topic clusters from the GSDMM model, showing higher topic concentration in the
algorithmic timeline. The most common topic was a generic cluster (common words: like, get, know, today,

going, good).

5.2.2  RQ1b: Topic Diversity. Overall, algorithmic timelines exhibited slightly higher topic con-
centration compared to the chronological timelines. The most common topic (a generic cluster
with common words including: like, get, know, today, going, good) accounted for 37% of tweets in
the chronological timeline and 50% of tweets in the algorithmic timeline. The ten most common
clusters in the chronological timeline made up 84% of the tweets, while the ten most common
clusters in the algorithmic timeline made up 89% of the tweets. The pattern can be observed in
Figure 3, and figures in the supplementary materials show the effect was consistent across all eight
puppets.

Algorithmic timeline curation decreased the prevalence of the COVID-19 topics we examined,
except for politics. On average, the four COVID-19 news clusters made up 39% of the chronological
timeline (min=13%, max=53%), but only 32% of the algorithmic timeline (min=11%, max=49%).
The average rate of fatality-focused tweets decreased from 5% (min=1%, max=8%) to 2% (min=1%,
max=4%) in the algorithmic timeline, and the rate of health-related tweets also decreased from 12%
(min=4%, max=18%) to 8% (min=3%, max=12%). The rate of politically-focused tweets increased
slightly from 15% (min=4%, max=28%) to 17% (min=5%, max=34%). The average effects can be seen
in Figure 4, and are further explored when measuring partisan differences.

5.3 RQ2: Partisan Differences

Our results show some partisan differences in exposure to Twitter accounts, news domains, and
tweet topics, which the algorithm exacerbated in some ways. This “echo chamber” effect is defined
and operationalized as increased exposure to partisan-specific sources or content. Similar to the study
of selective exposure on Facebook by Bakshy et al. [8], the echo chamber effects we observe appear
to stem primarily from accounts followed, and do not originate from algorithmic curation.

5.3.1  RQ2a: Source Differences. In terms of exposure to partisan accounts, the main effect of the
algorithmic timeline was increased exposure to niche accounts that were exclusive to one partisan
affiliation. Conversely, bipartisan accounts (which included bipartisan influencers and any account
that appeared in at least one left-leaning and one right-leaning timeline) were less common in
the algorithmic timeline (mean=18%, min=7%, max=33%) and injected tweets (mean=9%, min=6%,
max=15%), compared to the chronological timeline (mean=31%, min=5%, max=59%). The overall
effect is shown in Figure 5, and the reduced exposure to bipartisan and ideologically cross-cutting
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COVID-19 Content

Political Health Economy Fatality
chronological 15% 12% 7% 5%
algorithmic 17% 7% 5% 2%
injected 16% % 5% 1%
0 10 20 30 40

Percentage of Tweets

Fig. 4. Fraction of tweets from common topic clusters, based on the GSDMM topic model detailed in the
methods section section 4.2. Overall, the topics studied are more prevalent in the chronological timelines,
although tweets in the COVID-19 political cluster are slightly more prevalent in the algorithmic timelines.

Left-Leaning Puppets  Right-Leaning Puppets

chronological Left Influencers

Niche Left

algorithmic
Bipartisan Accounts

injected Niche Right

Right Influencers

o

20 40 60 80 100 0 20 40 60 80 100
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Fig. 5. The algorithmic timeline increased exposure to niche partisan accounts, decreased exposure to
bipartisan accounts, and did not have a significant effect on exposure to more popular, influential accounts.
The effect was consistent for all but one puppet.

accounts was consistent across seven of the eight puppets, the exception being the puppet from
the "right-4" community. In that one case, which was the most right-leaning puppet based on
our metrics, the algorithmic timeline increased exposure rates to bipartisan and ideologically
cross-cutting accounts, from 5% in the chronological timeline to 9% in the algorithmic timeline.

The algorithm’s effect on news domain exposure was more subtle. Notably, chronological time-
lines for both left-leaning and right leaning-puppets featured a sizable portion of news domains
(a mean of 60% and 34%, respectively) considered to have "moderate” audiences, based on the
classification detailed in section 4.3. Generally, news domains in the algorithmic timeline did not
exhibit the echo chamber effects observed for Twitter accounts. However, news links in injected
tweets contained a slightly higher rate of ideologically cross-cutting domains, compared to the
chronological and algorithmic timelines. Also injected tweets contained a slightly higher rate
of ideologically consistent domains when excluding "leaning" domains (i.e. including only "Left
Domains" for left-leaning puppets, and only "Right Domains” for right-leaning puppets). Note these
results apply only to the eight puppet accounts examined in the study and may not generalize
across the platform. Figure 6 depicts these findings visually.

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW1, Article 78. Publication date: April 2021.



Algorithmic Curation and Twitter Timelines 78:19
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Audience Label
chronological Left Domain
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Moderate Domain
injected Leans Right
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Fig. 6. Partisan differences in news domains, using partisan audience scores from Robertson et al. [77]. The
timeline curation algorithm had less of an echo chamber effect on news domains than it did on Twitter
accounts. The rate of partisan domains among injected tweets was slightly different, increasing ideologically
cross-cutting domains in some cases (more "Leans Right" domains for left-leaning puppets and more "Leans
Left" domains for right-leaning puppets), and increasing ideologically consistent domains in other cases (more
"Leans Left" domains for left-leaning puppets).

There is also a notable asymmetry in chronological baselines along partisan lines. In the average
chronological timeline for left-leaning puppets, right and right-leaning news domains claimed less
than 3% of news links. But for right-leaning puppets, 21% of all news links were from left and
left-leaning news domains in the chronological timeline. While limited to the eight puppets in our
study, these results may corroborate previous findings that right-leaning users are exposed to more
ideologically cross-cutting sources than left-leaning users [8]. This could be related to the right’s
distrust toward mainstream media organizations [48] and tendency to share these sources for
critique, as well as greater underlying volume of sources with left-leaning audiences, as suggested
by previous studies [77, 87].

The partisan echo chambers can also be observed by analyzing which sources had bipartisan
appearances, reaching both left-leaning and right-leaning timelines. Of all 8,436 unique accounts in
the puppets’ algorithmic timelines, only 3% (N=287) appeared in at least one left-leaning timeline
and at least one right-leaning timeline, including some popular accounts that tweet in high volumes
(e.g. @Reuters, @CNN, @realDonaldTrump, @espn). The remaining 97% of accounts in the dataset
represent a significant partisan chasm in the accounts that appeared in the timelines, despite
a slight improvement compared to the chronological timelines (2% bipartisan accounts, N=110).
Furthermore, only 10% (N=97) of all unique domains in the algorithmic timelines appeared to
at least one puppet from both partisan affiliations. As with the accounts, the domains included
popular, high-volume websites such as youtube.com, cnn.com, instagram.com, nytimes.com, and
reuters.com. In the case of domains, the algorithm exacerbated the echo chamber effect in the
chronological timelines, where a greater percentage (12%) and a greater number of sources (N=146)
made appearances to at least one puppet from each of the partisan affiliations.

5.3.2  RQ2b: Topic Differences. Finally, moving to partisan differences in topics (RQ2b), we found a
mixed effect: the algorithmic timeline amplified some topics and squelched others. For puppets
on both sides, political COVID-19 content was the most common topic cluster in chronological
timelines, accounting for 13% of tweets for left-leaning puppets and 16% of tweets for right-leaning
puppets (overall mean=15%, min=4%, max=28%). But in the algorithmic timeline, right-leaning
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Partisan Differences in COVID-19 Content

Political Health Economy Fatality
left-chronological 13% 13% 9% 6%
right-chronological 16% 1% 6% 4%
left-algorithmic 13% 8% % 2%
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left-injected 13% 6% 7% 1%
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Fig. 7. Partisan differences in tweet clusters related to COVID-19 topics, identified via topic modeling.
Puppets’ algorithmic timelines included less COVID-19 content related to fatalities, health, and the economy,
regardless of political leaning.

puppets saw tweets from this cluster even more often (20%), even though the rate remained at 13%
for left-leaning puppets (overall mean=17%, min=5%, max=34%).

For the health, fatality, and economy clusters, the effect of algorithmic curation had a similar
reduction effect for both left-leaning and right-leaning puppets. In other words, puppets’ algorithmic
timelines included less COVID-19 content related to fatalities, health, and the economy, regardless
of political leaning. One notable exception is that right-leaning algorithmic timelines saw tweets in
the fatality cluster at roughly the same rate as left-leaning algorithmic timelines (overall mean=1%,
min=1%, max=4%), even though this cluster was more common for left-leaning puppets in the
chronological timeline (6% for left-leaning puppets compared to 4% for right-leaning puppets). See
Figure 7.

6 DISCUSSION

This work sought to characterize the effects of algorithmic curation on source and content diversity
in the Twitter timeline. Notably, we found evidence that the algorithmic timeline substantially
increases the number of unique accounts that a user sees in the timeline, and decreases the
dominance of top accounts. In our data, the algorithm also exacerbated partisan echo chambers
in terms of accounts and domains, while having a mixed effect on content echo chambers. Before
discussing the implications of these findings, we first note some important limitations.

6.1 Limitations

As with many technical audits, we faced several constraints and limitations in our study related
to scale and ecological validity. First, the initial input to our archetype selection pipeline only
included users who follow U.S. congresspeople, which intentionally scoped the study to U.S. politics,
but also may have excluded people who engage differently with the U.S. political system and the
accompanying news cycle. Also, due to Twitter’s policies, we analyzed just eight different accounts,
which is a relatively small sample size and yet still yielded notable variation in some metrics. The
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main effects we observed—increased source diversity, partisan amplification, and topic shifts—were
consistent across puppets, although the size of these effects could have been more precise with a
larger sample size and/or different accounts. Finally, we also collected data at a time with unusual
news dynamics due to the COVID-19 pandemic. Before the pandemic, topic clusters would have
likely exhibited a different profile, although clusters such as political news may be relatively stable.
Future work may further explore our findings using parts of our data collection apparatus, for
instance, collecting data from additional puppets, real-world users, and/or collect data during a
different time period with different news dynamics.

Furthermore, our study did not account for personalization and dynamic user activity. In real-
world use, Twitter’s timeline algorithm adjusts based on personalized attributes such as engagement
with tweets and web browsing history [89]. Since we did not engage with any tweets (e.g. clicking,
responding to, or retweeting) and collected data on remote servers, our study does not address the
effects of this personalization. We also limited data collection to fifty tweets at 9am and 9pm each
day, while real-world usage would be more dynamic.

Our study introduced a network-based approach to identifying representative sock puppets,
which we refer to as "archetype puppets”" However, we selected archetype puppets based on a
specific operationalization that used co-following behavior and degree centrality due to our focus
on exposure. Future work may benefit from alternative selection methods. For example, some
selection methods may not require network analysis, and select "typical" accounts based on friend
or activity patterns. Alternative network-based approaches could select archetype accounts with
friend networks, retweet networks, like networks, or some combination of these, rather than the
co-following network we used in this work. Selecting different archetype users could lead to greater
variation in results, especially given that our archetype selection process selected from just over
9,000 accounts compared to the 150 million daily active accounts reported by Twitter [32].

One final limitation to note is that while we found some evidence that the curation algorithm
has echo chamber effects, we used a specific operationalization of these effects in our analysis. We
identified hundreds of partisan influencers through a large-scale network analysis, but thousands
of "niche" accounts were labeled heuristically, based on their appearance in the eight puppets’
timelines. We also do not account for exposure diversity that may arise due to engagement via other
platforms, which is a common limitation in related work [16]. Future work could use alternative
approaches for scoring and labeling partisanship of Twitter accounts, and may benefit from studying
real-world users who encounter media on multiple platforms.

6.2 Potential Impacts on Journalism

One of the largest effects of algorithmic curation we observed in our timeline was a decrease in the
fraction of tweets with external links, from 51% in the average chronological timeline to 18% in the
average algorithmic timeline. Of those links, roughly half came from the “News and Information”
category defined by Comscore. This observation is concerning for journalism organizations hoping
to drive website traffic via Twitter, and for users who aim to use the platform to discover news
content from those organizations.

Journalists often use Twitter for more than just sharing links to news stories. For example, many
journalists communicate with colleagues and crowdsource news tips on the platform [21], which
may be largely unaffected by algorithmic curation. Other journalistic uses, such as live-tweet
breaking events, may even benefit from the increased algorithmic distribution of text-only and
text+pic tweets we observed. On the flip side, algorithmic distribution of unvetted text-only or
text+pic tweets in a breaking news context could also increase the risk of spreading unverified
information from non-journalists, potentially exacerbating challenges to journalists related to
monitoring and correcting misinformation. Based on our findings, we can say somewhat more
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definitively that algorithmic curation does impact the common and important use case of sharing
external links to journalistic media. Despite the preponderance of such news links on Twitter
(approximately one in four tweets in the chronological timelines had links directing to domains
in Comscore’s "News and Information" category), the curation algorithm seems to substantially
undermine their distribution in the timeline. To support the journalism industry as well as news
discovery, future work might seek ways to mitigate such effects.

We posit two potential explanations for this observation. First, since Twitter prioritizes engage-
ment, it is possible that tweets with external links simply do not generate as much engagement
and thus do not rank well in algorithmic curation. For example, if users visit external links and do
not return to Twitter to like or comment on them, then tweets with external links may accumulate
less engagement, and would be less likely to rank as "top tweets" prioritized by the algorithmic
timeline.

A second potential explanation is that Twitter’s deep learning algorithm optimizes on-site time,
and suppresses external links that take users away from the platform. Twitter’s own documentation
states their algorithm optimizes user engagement, and they have touted its ability to attract users
to the platform [50]. In light of this, their systems may have gradually learned to keep users on the
platform by showing fewer tweets that could send them elsewhere.

Whatever the cause, our evidence highlights how algorithmic values now play a gatekeeping role
in curating news information and other content, with substantial effects. As detailed by DeVito [24]
in a study of the Facebook News Feed, these algorithmic values tend to diverge from traditional news
values such as importance, impact, and timeliness. Instead, they rely on a variety of optimization
metrics that directly impact the information encountered by end users, sometimes with unintended
consequences [26]. The timelines in our study further show that algorithmic curation has complex
effects, such as increasing "incidental exposure" [31] (for example, the number of unique accounts
that users see), yet exacerbating partisan differences in source exposure. Further exploring and
clarifying these effects may help journalists effectively use the platform for distributing news.

6.3 Algorithmic Curation and Partisan Echo Chambers

While we found that the algorithmic timeline increased the overall diversity of sources for user
timelines, we did not find a mainstreaming effect in the sources. Instead, we found that partisan
accounts made up the vast majority of the algorithmic timeline and injected tweets, and tended to
exacerbate baseline differences in the chronological timeline. Only 3% of all unique sources in the
algorithmic timelines appeared to at least one left-leaning puppet and at least one right-leaning
puppet, though these sources were popular and accounted for 18% of all tweets in the algorithmic
timelines.

The echo chamber effect was somewhat surprising. Based on Twitter’s description [89], a tweet
is added to a timeline based on "how popular it is and how people in your network are interacting
with it" If injected tweets were based on popularity alone, one would expect them to be added
to timelines across partisan lines, potentially mitigating echo chamber effects. But given that
injected tweets were largely from niche accounts, and 97% of all accounts did not appear to both
partisan affiliations, "how people in your network are interacting” with a tweet is likely more of a
determinant than overall popularity.

Adding tweets to user timelines is an especially opportune mechanism to mitigate the potential
negative impacts of social media platforms. Added content could be curated using more traditional
editorial values, in service to both journalists and Twitter users. Importantly, this would involve
keeping users simultaneously engaged, informed, and connected to shared experiences in their
cultural context, rather than maximizing engagement and on-site time [40, 49, 59]. In some settings
this curation may include more traditional news information that provides users with important,
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timely, non-partisan updates, though even showing internet memes could serve to create shared
cultural experiences [81]. Considering this potential impact brings us to the broader implications
of our findings.

6.4 Broader Implications and Future Work

Our results intersect with a broad conversation and research agenda surrounding the gatekeeping
power exercised by social media curation algorithms. This topic is often discussed in terms of
polarization, filter bubbles, echo chambers, selective exposure, and/or partisan bias [8, 10, 76]. While
we did find that the curation algorithm exacerbated these effects in some ways, it also had notable
effects on the accounts, links, and topics that appeared in the timeline. Future work should test
whether these findings generalize to other locations, social contexts, and time periods. One way to
test the algorithm in a different context is to use a different set of input users in the puppet selection
pipeline. For example, a study might start by collecting Twitter users who report a specific location
or who follow certain accounts. Collecting data at another time, and potentially for a longer time
period, could test whether the results apply during other news cycles. Going a different route,
future research could also audit algorithmic timelines with real-world users via crowdsourcing.
Still, some findings from our study already have important implications for researchers, including
the prevalence of "injected tweets," the reduced exposure to external links, and the shift in topics.

First, given that more than half of all tweets in the puppets’ algorithmic timelines came from
accounts they did not follow, future research should consider these "injected tweets" an integral part
of the platform that affects exposure just as much as the accounts users actually follow. For example,
measuring exposures for users as "any tweet shared by one of their followees [i.e. friends]" [37] is
likely no longer an accurate representation of the tweets users see in their real-world timelines.
Future research might explore injected tweets with more scrutiny to determine their network
effects and their effect on user experience, beyond the increased retention reported by Twitter.

Second, the reduced exposure to external links is particularly troubling for news organizations
and news-seeking users. More broadly, it is also concerning for any content producer aiming to
use Twitter for distribution, and any user wanting to discover content outside of Twitter. In terms
of gatekeeping power, the timeline curation algorithm appears to dramatically increase exposure
to content within the platform, a behavior which deserves critical attention from researchers.
Exploring the exact cause of this phenomenon is an especially promising area for future research.

Finally, the algorithm’s impact on topics within the timeline carries implications for media
exposure and news ecology at large, particularly during a public health emergency such as the
COVID-19 pandemic. We found that the algorithmic timeline amplified exposure to tweets in
a politically-focused topic cluster, while decreasing exposure to tweets in fatality-focused and
health-focused topic clusters. This means that echo chamber effects can be observed not only in
amplifying partisan sources, but also in shifting exposure to specific topics. The reason for this
could be that tweets about COVID-19 fatalities and health information generated less engagement:
the median tweet in the political cluster received 247 retweets, far more than the median tweet
from the health cluster (73) or the fatality cluster (54). However, given the opacity of Twitter’s
curation algorithms, this is only a preliminary hypothesis, and the exact cause for the difference
remains unknown.

Regardless of the cause, the stakes are high when it comes to curation algorithms amplifying
some topics and burying others. During the COVID-19 pandemic, informative tweets about fatality
rates and preventative measures are often more important than tweets related to political events.
This is true regardless of the engagement these tweets attract. With Twitter now relying on human
curation for some features such as "Twitter Moments" [90], it remains to be seen whether the
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platform’s overall curation strategy can shift toward more traditional news values with more
transparency.

7 CONCLUSION

This work makes two contributions, first by introducing a network-based method for identifying
"archetype puppets,’ and second by applying this method to audit Twitter’s timeline curation
algorithm in terms of source diversity, topic diversity, and partisan echo chamber effects. Based on
evidence from a sample of eight sock puppets in the United States, salient effects of the algorithm
include a decrease in the number of external links, an increase in source exposure diversity (in
terms of Twitter accounts), and a slight shift in topic exposure (including reduced exposure to
clusters of tweets about COVID-19 fatalities and health information). Findings also suggest that
algorithmic curation may have a slight partisan echo chamber effect rather than a mainstreaming
effect, in terms of exposure rates to partisan sources. The findings highlight how social media
curation algorithms may diverge from traditional curation values used in journalism (e.g. [2]), and
contribute to an important ongoing discussion about algorithmic gatekeeping and its implications
for the public.
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