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Abstract: The growing availability of digital trace data has generated unprecedented opportunities
for analyzing, explaining, and predicting the dynamics of process change. While research on
process organization studies theorizes about process and change, and research on process mining
rigorously measures and models business processes, there has so far been limited research that
measures and theorizes about process dynamics. This gap represents an opportunity for new
Information Systems (IS) research. This research note lays the foundation for such an endeavor by
demonstrating the use of process mining for diachronic analysis of process dynamics. We detail
the definitions, assumptions, and mechanics of an approach that is based on representing processes
as weighted, directed graphs. Using this representation, we offer a precise definition of process
dynamics that focuses attention on describing and measuring changes in process structure over
time. We analyze process structure over two years at four dermatology clinics. Our analysis reveals
process changes that were invisible to the medical staff in the clinics. This approach offers
empirical insights that are relevant to many theoretical perspectives on process dynamics.

Key words: processual dynamics, event logs, trace data, process theorizing, routine dynamics,
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INTRODUCTION

From the beginning, research on Information Systems (IS) has been concerned, implicity or
explicitly, with process change. The earliest studies on “IT impacts” focused on how computers
changed work and business (Keenoy 1958; Hoos 1960). In the 1990s, we began to study and
theorize about structuration (DeSanctis and Poole 1994), co-evolution (Yates 1993) and process
reengineering (Hammer 1990; Grover et al. 1995). Currently, research on social media (Leonardi
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and Vaast 2017; Vaast et al. 2017) and platform evolution (Tiwana et al. 2010) has examined how
digital innovation transforms our lives and the economy. In a broad sense, the fact that technology
changes how things get done (and vice versa) is the raison d'étre of the IS discipline.

In this research note, our central argument is that we have enormous opportunities for measuring
and explaining process dynamics. By process dynamics, we mean changes in the structure of a
process over time. Measuring this kind of change requires some form of diachronic analysis
(Barley 1990; Berente et al. 2019). In the example we present here, we demonstrate how process
mining methods can be used to advance a wide range of theoretical topics in IS and organizations.
This opportunity exists because widespread digitization is creating a lot of data about processes
that were never available before and we have new tools for visualizing and analyzing that data
(Berente et al. 2019). From research on process mining, we have increasingly sophisticated
techniques for detecting and measuring process change (Maaradji et al. 2017), analyzing process
variations (Rosa et al. 2017), and comparing formal process models (Becker and Laue 2012; Van
Dongen et al. 2013). From research on process organization studies (Langley and Tsoukas 2016),
we have novel theory about a wide range of processual phenomena (Tsoukas and Chia 2002;
Feldman et al. 2016). Notably, the scholarship that measures process change is not concerned with
theorizing it, while the scholarship that theorizes process change has struggled to measure it
systematically. Process theory and process measurement are flourishing, but on separate islands.
These islands need to be bridged because in any research tradition, careful attention to empirical
phenomena is the best way to develop and test theory.

To help build this needed bridge, we provide an example of how digital trace data can be used to
theorize about process dynamics. By trace data, we refer to the time-stamped event log data
typically used for process mining (Dumas et al. 2018; van der Aalst 2013). We step through the
definitions, assumptions, and mechanics of a simple approach to process mining that is based on
representing processes as weighted, directed graphs. Using this representation, we offer a precise
definition of process dynamics that focuses attention on describing and measuring changes in
process structure. We analyze process structure over two years at four dermatology clinics. Our
analysis reveals process changes that were invisible to the medical staff in the clinics. After
presenting our method and findings, we discuss how this method relates to and bridges between
existing literatures. The insights we can gain from this approach to process dynamics are novel
and would be unattainable by any other means.

TWO MOTIVATIONS, ONE OPPORTUNITY

An empirical mystery: Why were these routines changing?

Our first motivation for this research note was an empirical mystery (Alvesson and
Kérreman 2007; Locke et al. 2008). In a research project on process complexity (NSF SES-
1734237), we noticed process changes that we could not explain. We had been studying the
complexity of healthcare routines using Electronic Medical Record (EMR) data from a set of four

dermatology clinics at the University of Rochester Medical Center. The EMR audit trail allowed



us to conduct a detailed cross-sectional comparison of the four clinics (Ryan et al. 2019). We
found, for example, that clinics’ organization had a significant influence on the complexity of the
record keeping task. In particular, when nurses were responsible for EMR entry (rather than
residents or scribes), complexity was reduced.

While looking closely at the data, we noticed sudden changes that occurred simultaneously
in all four clinics. When we asked clinical staff to explain what had happened, they were unaware
that anything had changed and they had no explanation for our observations. The IT staff
responsible for maintaining the EMR system confirmed that the changes were not due to system
upgrades or some error in retrieving the data. Unraveling the mystery of the dermatology clinics
provides a concrete case study of how to measure and explain process change with digital trace

data.

A scholarly gap: Two islands of process research

Our second motivation comes from a remarkable gap in the research literature on process. While
investigating the mysterious process changes in the dermatology clinics, we looked for relevant
research on process change. Our search led us to two distinct islands.

On one island is scholarship on process theory (Hernes 2014; Langley and Tsoukas 2016) and
routine dynamics (Feldman et al. 2016). This literature has a lot of theories and explanations for
why processes change. For example, research on routine dynamics is focused on how routines
emerge, are performed, and transformed over time within and among organizations (Feldman et
al. 2016). Process theory provides sophisticated theoretical lexicons that illuminate how systems
get reproduced over time or how change actually unfolds (Tsoukas and Chia 2002). Process
research often adopts a practice perspective to make sense of the ways in which new technologies
participate in practical and relational transformations (Feldman and Orlikowski 2011). Building
upon philosophical foundations from Whitehead (1929/1978), James (1909/1996), Mead
(1934/1962), and Dewey (1938/2008), and the more recent work of Hernes (2014), Rescher (1996)
and Shotter (2006), it has relied mostly upon intensive, qualitative methods that enable researchers
to understand why processes change (Langley and Tsoukas 2016).

On the other island is research on process mining (van der Aalst 2011; van der Aalst et al. 2011).
This literature is concerned with methods for rigorously and efficiently mapping processes from
event log data. It includes methods for detecting process change (Maaradji et al. 2017) and methods
for evidence based redesign of business processes (Reijers and Mansar 2005; Cho et al. 2017).
This scholarship has developed sophisticated techniques that allow researchers to model processes
precisely and to engage in the design of efficient, business processes (Dumas et al. 2018).
Scholarship from this island has been particularly innovative in developing detailed computational



process models with significant practical applications (van der Aalst 2012). However, it has not
much concerned itself with theoretical development about why processes may change.

These two research communities both study organizational processes, but they are completely
separate. The recently published Handbook of Process Organization Studies (Langley and
Tsoukas 2016) includes over 40 chapters on processes in organizations, but it does not contain a
single citation to any research on process mining. Likewise, in the last ten years of proceedings
from the International Conference on Business Process Management (2009-2018)?, there is not a
single citation to the organizational research community. One literature has sophisticated tools for
measuring process change, the other literature has novel theories for explaining process change,
but there is virtually no communication between them. A literature review by Breuker and Matzner
(2014) reached a similar conclusion using journal articles retrieved from Scopus: out of 8,312
articles located in (or merely citing) the literature on process mining or organizational routines,
there were no articles located both fields and only nine articles that cited literature from both fields.
More recently, Grisold et al. (2020) also noted this separation and have suggested possibilities for
bridging the gap.

The separation is not surprising, since these literatures come from different scholarly traditions
(computer science vs. sociology/organization theory), rely on different methods (process mining
vs. participant observation), favor different representations (petri nets vs. textual description) and
have different objectives (design vs. explanation). We present these differences in more detail
below, but the key point is clear: an opportunity exists to apply methodological tools from process
mining to theoretical problem of process dynamics.

A methodological opportunity: Digital trace data for diachronic analysis

Digital trace data constitute an essential resource for researchers to engage in “computationally
intensive theory development” (Berente et al. 2019, p. 50). Digital trace data of the kind used in
process mining (van der Aalst 2013) provide unprecedented opportunities for researchers to bridge
these two streams of scholarship by measuring and theorizing about process dynamics. These
opportunities stem from the availability of time-stamped process traces that are commonly referred
to as event logs or audit trails (van der Aalst 2013).

While time-stamped event logs are commonly used for process discovery and conformance
checking where the process is expected to be relatively stable (van der Aalst 2011), they can also
be used for diachronic analysis. In linguistics, diachronic analysis refers to changes in a language
over time (de Saussure 1919). In organizational research, it refers to changes in action patterns
over time (Barley 1990). As we demonstrate here, diachronic analysis is an ideal approach for
documenting changes in process over time. Diachronic analysis allows us to measure process
dynamics that are difficult to observe and measure through traditional participant observation.
With the growing availability of digital data that trace the execution of organizational processes,

2 These proceedings are the premier international outlet for research in this area. Ten years includes 819
published research articles. The volumes we searched include Springer Lecture Notes in Computer Science 11080,
10445, 9253, 8659, 7481, 6336, 5701 and Springer Lecture Notes in Business Information Processing 329, 297, 308,
256, 260, 202, 171, 132, 100, 66, 43. The searched authors included influential scholars in organizational

process/practice research (Feldman, Hernes, Langley, Orlikowski, Pettigrew, Tsoukas, and Weick).



there are enormous opportunities for new research on process dynamics. In the sections that follow,
we outline the theoretical and methodological foundations required to make this possible.

REPRESENTING PROCESSES AS DIRECTED GRAPHS

A process can be defined as a progression or sequence of events (Van de Ven and Poole 1995).
Thus, to describe a process, we need two parts: (1) a lexicon of events and (2) the sequential
relations between those events. As it turns out, this is exactly the same information needed to
define a directed graph (West, 1996). In this section, we lead the reader step by step through the
terminology and concepts needed to describe the structure of a process as a weighted, directed
graph.’

Lexicon defines the vertices (V). The lexicon is the list of events that make up the process. As
Berente et al. (2019) note, there are many alternative ways to derive the lexicon for a process.
When used in a directed graph, the lexicon of events becomes the vertices (nodes) of the network
(V). For example, in the EMR audit trail data, the lexicon consists of 300 distinct events that are
recorded by the EPIC EMR system.*

Sequence defines the edges (E). Sequential relations between events can be represented as edges
(ties) in a directed graph. This is typically referred to as an edge list, (E). Between any two events
in the lexicon, there may or may not be a direct sequential relation. For example, in the EMR audit
trail, we can observe and count the sequential relation between any pair of events in the audit trail.
The counts are the weights on the edges of the directed graph.

Vertices and edges define the process (P). In general, we can describe the structure of any discrete
process, P, as a list of vertices, V, and a list of edges, E: P(V, E). This is standard notation and
terminology in graph theory (West 1996).> The list of edges can be weighted, so that it shows the
relative frequency of the edges in the process. In the process mining literature, this type of graph
is referred to as a "directly-follows graph" (van der Aalst 2019, p. 321).

Figure 1 shows an example of one day in one dermatology clinic represented as a directed graph.
It summarizes the action sequences for 25 visits. We include this image to reinforce a critical point
about process measurement: processes can be very complicated. There is no way to tell what is
going on here (or compare one day to the next) by simply looking at the graph.

3 This representation is limited to discrete event processes (like business processes). It is not suitable for
continuous processes, like heat transfer.

4 In this paper, we use the more general term “event” (as opposed to “action”) to be consistent with process
mining terminology (e.g. "event log") and because some of the events in the EMR audit trail are system generated.

5 Some readers may be more familiar with alternative terminology for these concepts: a network (graph) is
a set of nodes (vertices) and ties (edges). We hope that the graph theoretic terminology will remind readers that we

are not talking about social networks.



Figure 1: Process as directed graph

The directed graph in Figure 1 seems complex because we have included all 300 event codes in
the lexicon. Some researchers advocate for reducing the granularity of observed data for improved
methodological rigor and to facilitate theoretical interpretation (e.g., Gioia et al. 2013; Berente et
al. 2019). While this makes sense for some kinds of data and research questions, it is both
undesirable and unnecessary for the procedure we present here. Reducing the number of codes
from the lexicon is undesirable here because it throws out information. Without strong a priori
knowledge of which codes are important, reducing or combining codes threatens the validity of
the data. Furthermore, it is not necessary to recode the signal for synchronic or diachronic analysis
(Barley 1990). As we demonstrate below, we can compare the signal to itself to detect change and
compare it to other signals to detect difference without throwing out valid details in the data. The
approach we demonstrate can be used with data at any level of granularity. Data can be analyzed
at the finest level of granularity available. Alternatively, if a valid data reduction strategy is
available, recoded or filtered data could be used.

Limitations and alternatives

There are many alternative ways of representing process, each of which has distinct advantages
and limitations. A weighted, directed graph is an indicator of process structure, not a formal
process model like UML (Fowler and Kobryn 2004) or an executable process model, like BPMN
(Chinosi and Trombetta 2012). Like any process description, it has limitations. Unlike system
dynamics models (Forrester 1968), it does not represent stocks and flows of resources and it is
limited to discrete (not continuous) processes. Unlike a Petri net (Murata 1989; Reisig and
Rozenberg 1998), a directed graph does not capture concurrency or control flow. Petri nets have
distinct advantages when it comes to modeling and analyzing particular processes for the purpose
of design and improvement (Reijers and Mander 2005; Cho et al. 2017; van der Aalst 2019). For
example, Petri nets can be used to analyze and avoid process deadlock (e.g., two or more
concurrent threads, each waiting for the other to complete before it can proceed) (Ezpeleta, Colom
and Martinez 1995). Alternatively, declarative models capture temporal precedence constraints
from event logs (Maggi et al. 2012).

The main advantages of directed graphs are their proven utility in practice, their computational
simplicity, and their flexibility. In commercial process mining applications, simple directed graphs
of the kind we use here are common (van der Aalst 2019). They have also been used in empirical
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research on organizational routines (Pentland et al. 2010) and in simulation of routine dynamics
(Pentland et al. 2012; Pentland et al. 2020). Weighted, directed graphs are useful for empirical
research because they are very flexible. P(V, E) can be constructed based on interviews, archival
records or observations of a running process. The data can be at any level of temporal granularity
or abstraction, as long as it consists of sequentially related events. Unlike process design artifacts
(e.g., UML, BPMN, or simple block diagrams), P(V, E) is based on empirical evidence about
actual process execution. When the running process changes, the graph changes. As we
demonstrate below, P(V, E) is a sensitive indicator of process structure and an ideal tool for
empirical research on process dynamics.

DEFINING PROCESS DYNAMICS

Across the physical, biological and economic sciences, research on dynamics starts from some
form of difference equation:

(1) Xuat=Xi+ At+ ... t€

where X is a variable (or vector) that represents the properties of some system and A trepresents a
change in that variable (or vector) from one time period to the next. The error term, g, can be
interpreted as variability in the process or as measurement error. When At = 0, difference
equations become differential equations, suitable for the analysis of vectors of continuous state
variables (Forrester 1968). The logic of the difference equation focuses our attention on
fundamental questions in dynamics: What changed? How much did it change? How fast is it
changing?

While this approach to modeling dynamics is nearly universal, it has an important theoretical
limitation: it embodies what Emirbayer (1997) would refer to as a substantialist ontology, which
focuses on fixed objects with variable properties. Conceptualizing processes as fixed objects tends
to hide the possibility that the structure of the process itself may be changing over time (Tsoukas
and Chia 2002; Langley and Tsoukas 2016).

Rather than abandoning the logic of the difference equation, we can simply use a representation
that allows us to describe emergent differences in process structure. For the reasons discussed
above, a weighted, directed graph is a good choice. Equation (2) shows the basic difference
equation (1) expressed in terms of directed graphs. It expresses the difference in process structure
at two adjacent points in time:

(2) P(V,E)uac=P(V,E )+ A(v,e)i+ ... +¢

where A(v,e) refers to some set of vertices (v) and edges (e) that are added or removed from time
t to time t+At. Equation (2) formalizes the idea that the future process equals the current process,
plus or minus any changes and any variability or error. In the absence of change, A(v,e) = 0.

The expression A(v,e) provides a way to operationalize explicitly the first critical element of
process dynamics: measuring process change. This framework suggests that theorizing about
process dynamics can be formalized in terms of network dynamics. Network dynamics can be
analyzed in terms of the formation and dissolution of edges in a graph (Snijders, 2001), which can
then help us explain and predict how a process changes, as discussed further below.

Process variety versus process change

Describing processes as a directed graph allows us to distinguish between variety and change.
Variety arises when a given process structure has multiple execution paths (McCabe 1975) or



variants (Rosa, Van Der Aalst, Dumas, & Milani 2017). Real processes often have numerous
execution paths. For example, Pentland et al. (2010) found over 1,000 different pathways in an
invoice approval workflow. This level of variety does not require or imply any change in process
structure. Processes can have variety even if they are not changing because a single, static graph
can produce thousands of different paths. In Markovian terms (Anderson and Goodman 1957), the
process is stationary, so there is no change from t to t+At and P(V, E) «at = P(V, E)..
In contrast, change means that a process has a different structure, so that P(V, E ) ac #P(V, E )
Process change means adding or removing vertices and/or edges in the process graph, or
changing the weights on the edges. Some frameworks distinguish between first order and second
order change (Weakland et al. 1974). First order change is limited to changing weights on the
edges; second order change implies adding/removing edges.
In the dermatology clinics we analyze here, there are stretches of time when the process is very
nearly stationary and there are moments of abrupt change. There are also periods where the
sequential structure of the process changes gradually. Each of these phenomena poses different
theoretical challenges and requires different explanations.

Aggregating iterations to determine process structure

Because real business processes typically have a lot of variety, one needs to observe and aggregate
multiple iterations to map the structure of the process. Aggregation is a standard procedure for
time-slices in dynamic social networks (Moody et al. 2005; Rossetti and Cazabet 2018). For
process networks, there are two levels of temporal granularity to consider in analyzing process
structure. One level is inside the graph, from one event to the next. We can think of this as the
minimum temporal granularity, tmin. The other level is between graphs, At. By analogy to a movie,
At is like the duration of each frame in the movie. The finest unit of time that can be discriminated
in the data, tmin, sets a boundary on what kinds of processes can be observed. If tuin is one day,
then there is no way to track processes where events occur more often than daily. To capture the
overall process, At needs to be large to include enough iterations to reveal the process structure,
but small enough to reveal changes in the process.
For example, in the EMR audit trail data we analyze here, the minimum temporal granularity was
1 second. This was given by the system. We chose a window of one day to estimate the structure
of the process in each clinic (roughly 40 visits per day per clinic). The choice of (At = 1 day)
reflects the natural rthythm of the work in the clinics: they operate for 8 hours and then cease
operations for 16 hours. Each day is potentially different because the clinical staff can change
from day to day, so it makes sense to use each day as a snapshot of a clinic. In the next section, we
use this framework to describe and measure process change in the dermatology clinics at the
University of Rochester Medical Center.

EXAMPLE: PROCESS DYNAMICS IN DERMATOLOGY CLINICS
The audit trail we analyze here traces actions in the EMR record keeping process for over 57,000
patient visits, from January 2016 through December 2017. Table 1 shows the first seven minutes
of one patient visit, as captured in the EMR audit trail.

Table 1: First seven minutes of one visit

TimeStamp Action Actor
1/5/16 15:33:00 CHECKIN_TIME Licensed Nurse
1/5/16 15:39:09 MR _REPORTS Licensed Nurse




1/5/16 15:39:11 UCW_RELATED ENCOUNTERS Licensed Nurse
1/5/16 15:39:12 MR_ENC _ENCOUNTER Licensed Nurse
1/5/16 15:39:12 MR _REPORTS Licensed Nurse
1/5/16 15:39:12 FLOWSHEET Licensed Nurse
1/5/16 15:39:12 AC_VISIT NAVIGATOR Licensed Nurse
1/5/16 15:40:00 ARVL _LST DL TIME Licensed Nurse
1/5/16 15:40:09 MR _REPORTS Licensed Nurse
1/5/16 15:40:09 MR_MEDICATIONS Licensed Nurse

The diachronic approach we demonstrate here is a simple and effective one for visualizing and
theorizing about dynamics (Barley 1990; Berente et al. 2019). Our approach is inspired by the
method used by Tralie and Perea (2018) to analyze temporal recurrence in video data. They
analyze thousands of sequentially ordered images (video frames), each of which contains
thousands of related data points (pixels). This basic time-slice methodology has also been applied
to dynamic social networks (Moody et al. 2005; Rosetti and Cazabet 2018). We adapt this
approach to the analysis of digital trace data. The approach includes five main steps:

1. Retrieve digital trace data. With the help of the IT staff, we retrieved two full years of
patient visits from four dermatology clinics. The resulting data set included over 7.5
million time-stamped records that provide a trace of actions for patient visits from January
1, 2016 to December 31, 2017. The digital trace of each patient visit contains an average
of 133 time-stamped events (sd = 45.1).

2. Select a lexicon. Berente et al. (2019) note that researchers must choose a lexicon (set of
codes) for their data. For the reasons explained above, we chose to retain all 300 event
codes that occur in the trace data. This includes actions by the medical staff as well as
system generated events that would be invisible to an outside observer. Retaining all of the
information provides a more sensitive indicator of change. The lexicon provides the set of
vertices in the graph that describes the process.

3. Select a temporal unit of analysis, At. In order to apply equation (2) to the data, we need

to select a time-step for the analysis. Since clinical work has a natural daily rhythm, we



chose one day in each clinic.® We aggregate observed the data within that window to create
a directed graph that represents the process during that time window. We knew that the
clinics were organized differently, so we also separated the data for each clinic. Thus, the
unit of analysis is the clinic-day: one day at one clinic.

4. Compute a process graph for each unit of analysis. We represent each clinic-day as a
directed graph, as described above. We used the algorithm developed by Pentland et al.
(2017) to transform the sequence data for each clinic-day into a weighted, directed graph
with a set of vertices (Veiinic-day) and a set of edges (Eciinic-day).” We compute V and E as
vectors that include the frequency of the vertices and edges for each clinic-day, so that the
analysis reflects differences in how often each event (and pair of events) occurs.

5. Visualizing. Once the sequence of graphs is constructed, they can be visualized, compared
and analyzed in many ways (Handcock et al. 2008; Moody et al. 2005). Here, we compare
the graphs to visualize differences between clinics on each day (synchronic comparison)

and differences within clinics over time (diachronic analysis).

Measuring and explaining process change

To see how the process changed over time, we used two different ways to compare these graphs:
comparison to a common reference and self-comparison. We apply those comparisons to the
vectors of vertices (Veinic-day) and the vectors of edges (Eciinic-day). In our data, Veiinic-day has 300
elements and Eclinic-day has 12,421 elements, many of which are zero because not all elements
appear in every clinic, every day.® For each of these comparisons, we use the cosine similarity.
When the days are similar, the cosine similarity is closer to one; when the days are different, the
cosine similarity is closer to zero. This analysis illuminated the empirical puzzle mentioned above:
the processes changed systematically at specific points in time. Figure 2 shows the results.

® We have examined the data in finer grained units (individual visits) and coarser grained units (one week)
and observed similar results.
7 This algorithm is available in ThreadNet, an R package that is freely accessible at http:/github.com.

8 The number of possible pairs is 300x300 = 90,000, but only about 13.8% of these occur in the data.
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In all four panels of Figure 2, the horizontal axis represents time, from January 2016 through
December 2017, measured in days, without gaps for weekend or holidays. The vertical axis in all
four panels is cosine similarity. Figure 2 (a & c) is based on vertices; Figure 2 (b & d) is based on
edges. The upper half of Figure 2 (a & b) shows the cosine similarity of each clinic-day compared
to a fixed reference clinic-day.® For clarity, the data are smoothed with a rolling mean of 5 days.
The lower half of Figure 2 (¢ & d) shows the cosine similarity of five days each clinic compared
to the previous five days in the same clinic. In other words, it compares two adjacent moving
windows as they slide across the data for each clinic (Maaradji et al. 2017; Pentland et al. 2014).

Figure 2: Changes in process structure over two years at four clinics
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There are some key points to notice about these process trajectories. First, the changes occur in
all four clinics simultaneously. Second, the changes occur abruptly, on specific dates: June 7 2016,
September 1 2016, April 15 2017, and September 1 2017. After each change, the process rapidly

® The first full day of data from the HHPOB clinic was chosen as a reference. We prepared graphs with
other arbitrary reference points and the result is qualitatively similar. Depending on which day is chosen, the graph

may go up or down in different patterns, but the timing and magnitude of the changes remains the same.
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stabilized again until the next change. At each of the four changes, groups of action codes appear
or disappear suddenly from the digital traces. The codes were not removed from the system, they
simply stopped (or started) showing up in the traces. Third, there are multiple periods of stability.
For months at a time, there is negligible change in process structure. During these periods of
stability, A(v,e) ~ 0. Fourth, the structure of process bounces back after changes: it returns to a
prior state after the third shock. Thus, at least some of the changes appear to be reversible. Finally,
the changes appear to be periodic, because they happen at the same time each year.

Explaining the mystery

As mentioned above, these changes were invisible to the physicians and other staff in the clinics.
From their point of view, as users of the system, nothing changed. The EMR systems analysts
were also unaware of any changes. These changes were invisible to the participants and they
would have been invisible to researchers, as well, if we had not performed the diachronic analysis
just described. Engaging with clinical staff helped us to rule out certain possible explanations for
the changes, such as system upgrades in the EMR, personnel turnover, or changes in the patient
mix. Eventually, we got to the bottom of it.

Privacy policy. The change on June 7" resulted from a change in policy concerning the
accessibility of psychiatric data. On that date, the hospital added an additional layer of controls to
prevent unauthorized access. In the typical course of work, dermatologists do not need to access
psychiatric data. These controls would not be visible to users who do not use psychiatric data, so
the dermatology staff were not aware that they had been added. However, they were added to the
EMR audit trail and we can see the effect of this change quite clearly in Figure 2. Notice that the
process does not bounce back from this change; it appears to have been permanent.

Flu season. It turns out that September 1% of each year marked the start of flu season. Starting on
that day of each year, every patient visiting the clinic would be asked about vaccination and their
vaccination status would be entered in the system. Likewise, April 15" marked the end of flu
season. From the perspective of the clinical staff, this apparently did not seem like a change
because it happens every year. Yet, flu season was clearly visible in the trace data and affected
the process. Unlike the change in privacy policy, flu season is truly seasonal. On April 15, the
process bounced back to its original form. During flu season, we conjecture that the required
documentation and activities for patients that have (or have not) been vaccinated accounts for the
variation in process. Outside of flu season, the process appears to be quite stable, not just from day
to day, but from year to year.

DISCUSSION: THEORIZING ABOUT PROCESS DYNAMICS

The trajectories shown in Figure 2 represent a significant advance in the state of the art in the
measurement of process dynamics. Until recently, a multi-year analysis with fine grained data (tmin
= 1 second) was simply not possible. By using all of the information from the digital traces, we
can begin to formulate better theory that can be used to analyze, explain, and predict process
dynamics.

Gregor (2006) offers a taxonomy of theories based upon the primary goal of the theory, from Level
I (analysis) to Level V (design and action). Gregor’s levels provide a roadmap for theory
development in process dynamics. The basic model of process-as-directed-graph can be
considered a Level I theory — a theory for analysis. Directed graphs allow us to analyze process
dynamics in terms of the formation, reinforcement, and dissolution of edges in the network. The

12



expression A(V,e): constitutes a formal way to describe and measure process change in terms of
graph structure from one time period to the next. In research on social networks, an extensive
body of theoretical and empirical work on network dynamics employs longitudinal analysis of
time-slices (Snijders 2001; Moody et al 2005; Rosetti and Cazabet 2018). In research on processual
phenomena, we are just getting started. A time series of directed graphs provides evidence of how
a process changes that can be used by researchers to develop theory.

New empirical evidence can provide the basis for new interpretations and analysis (Level I),
explanations (Level II), and predictions (Level III). Eventually, IS scholars may aspire to Gregor's
(2006, p. 620) level IV theory, which has "both testable propositions and causal explanations." At
this point, we are just beginning to analyze and explain the observed dynamics (Levels I and II).
Yet, we can envision theoretical contributions at all of Gregor's (2006) levels including analysis,
explanation, and prediction.

Diachronic analysis of process dynamics can also fruitfully be used to advance theory from many
different theoretical perspectives at different levels of theoretical abstraction and granularity, as
suggested in Figure 3. We distinguish among: grand theories with a relatively high level of
abstraction and whose ambition is to develop a general understanding of the social world;
mechanisms that provide explanation of how processes change; and motors of processes that
illuminate why processes change the way they do. The theories mentioned at each level of
abstraction in Figure 3 are not meant to be comprehensive of all possible perspectives on process
dynamics. They simply reflect prominent examples.

GRAND THEORIES: How does the world work?

* Practice (Schatzki 2002)

¢ Structuration (Giddens 1984)

* Determinism/constructivism (Leonardi and Barley 2008)
* General systems theory (Ashby 1956)

l

MECHANISMS: How do processes change?

« Imbrication (Leonardi 2011) Analyze :

* Patterning (Feldman 2016) Explain ) \f
* Endogenous change (Feldman and Pentland 2003) Predict 3 3
+ Phase change (Pentland et al. 2020) -

MOTORS: Why do processes change?

* Life Cycle (Van de Ven and Poole 1994)
¢ Teleology (Greve 2003)

* Dialectic (Farjoun 2016)

* Evolution (Hodgson 2016)
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Figure 3: Theorizing process dynamics

Grand theories: How does the world work?

Grand theories seek to articulate basic assumptions and principles about the social world (Gregor
2006). For instance, structuration theory (Giddens 1984) has been influential in research on IS
(Orlikowski and Robey 1991; Jones and Karsten 2008; Poole and Descantis 2004). Implicitly or
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explicitly, structuration entails changes in practice and routines, so it should be observable in
process dynamics.

Our research design mirrors Barley’s (1986) classic study of technology and structuration. Barley
documented action patterns in two radiology departments before and after the introduction of
computerized tomography (CT) scanners. He used synchronic and diachronic comparisons to
argue that action patterns around the new technology were not determined by the technology. New
technology provided an “occasion for structuring,” but the emergent patterns of action were
constructed over time by the participants.

Our comparison of the four dermatology clinics would tend to support Barley’s (1986) findings:
different clinics can use the same technology in different ways. All four clinics use the same
system, but our analysis shows that one of the clinics — Batavia (see Figure 2) — is different from
the others. We know that this clinic uses different procedures and is less complex than the others
(Ryan et al. 2019). If we restricted our analysis to this kind of synchronic (or cross-sectional)
comparison, it would tend to support a constructivist interpretation.

However, our diachronic analysis of the EMR recordkeeping process shows evidence of
determinism. The patterns of action reveal much consistency from day to day, punctuated by
sudden changes at all four clinics on specific dates. During the initial period and after the first
policy change, the action patterns in the four clinics are very similar and they shift in unison. Then
comes flu season, which disrupts the normal patterns. At the end of flu season, the action patterns
return to normal. It is impossible to say how the observed patterns were originally formed after the
technology was introduced, several years ago. However, as of January 2016, the similarity among
clinics and the elastic response to the flu season (bouncing back to normal) support the idea that
the system shared among clinics shaped the action patterns to a significant extent across all four
clinics. In terms of these dynamics, which are only visible with diachronic analysis, Batavia was
not different.

Determinism and constructivism have long been debated in studies of technology in general
(Leonardi and Barley 2008) and in IS studies in particular (e.g., DeSanctis and Poole 1994). The
theoretical question centers upon whether technology shapes social organization (determinism) or
whether technology is socially constructed (constructivism). Our approach can contribute to this
theoretical debate by helping researchers see whether patterns of technologically-enabled action
are stable and/or changing.

Mechanisms: How do processes change?

Mechanisms provide mid-range theoretical explanations of how processes change and of the ways
in which changes happen in processes. For example, in the literature on organizational routines,
current theory suggests that endogenous change occurs through patterning (Feldman 2016;
Danner-Schroder and Geiger 2016; Turner and Rindova 2018; Goh and Pentland 2019). In terms
of the model presented here, patterning can be interpreted as a mechanism that shapes the structure
of a directed graph over time, as successive process iterations reinforce existing paths or create
new ones.

In the EMR audit trails, we particularly find evidence for the mechanism of imbrication (Leonardi,
2011). Building on the work of Taylor (2001), Ciborra (2006), and Sassen (2006), Leonardi (2011)
argues that human and material agency are interwoven in a process he refers to as imbrication.
The metaphor of tiles-on-a-roof presents a static image of overlapping human and material agency,
but Leonardi (2011) clearly conceptualizes imbrication as processual.
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The imbrication of human and material agency can be seen vividly in the first major process
change, on June 7, 2016, when new controls were added to the EMR system to prevent access to
psychiatric data. The decision to strengthen the access controls exemplifies human agency;
translating that decision into automated controls exemplifies material agency. The newly
configured system shaped the audit trail of every subsequent patient visit in every clinic.

Motors: Why do processes change?

Diachronic analysis provides a basis for investigating the motors of process dynamics. Based on
extensive literature review of change processes, Van de Ven and Poole (1995) identify four basic
"motors": life cycle, teleology, dialectics, and evolution. These four motors can operate alone or
in combination to drive process dynamics.

The most obvious driver of process dynamics in the EMR data is a life-cycle. A life-cycle implies
that changes occur in a regular progression or cyclical pattern (e.g., weekly, monthly, annually,
etc.) Our EMR data provides clear evidence of an annual life-cycle, as the process changes (and
then changes back) over the course of a year due to flu season. While the reason may seem rather
prosaic, it provides a perfect illustration of what Gregor (2006) would call a level IV theory. It
explains and predicts the observed process change.

Each of the theoretical perspectives mentioned in Figure 3 brings its own set of assumptions,
constructs, and data requirements, but network dynamics provides a solid Level I basis for
analysis: forming/dissolving edges in a directed graph. Obviously, some theories may require
additional data beyond what is typically included in a digital trace. As Berente et al. (2019) have
argued, the analysis of trace data may require complementary resources, such as interviews or
observations. The diachronic analysis described here provides a rigorous foundation for inquiry
because it provides a clear picture of the timing and magnitude of change in the EMR process.
However, the data did not speak for themselves. We needed information from the medical staff
and the IT staff to rule out alternative explanations and to identify flu season as a driver of process
dynamics in dermatology clinics.

Bridging the two islands: Process dynamics

Our fundamental proposition is that the process mining methods -- broadly defined as the analysis
and interpretation of digital trace data -- can help address the theoretical concerns of the
organizational process community. Likewise, organizational process theory -- broadly
characterized by its recognition that processes are emergent -- can enrich research in the process
mining community. In making this proposition, it is important not to conflate the general idea of
process mining with particular models, such as Petri nets, declarative models or directed graphs.
The particular model of process dynamics we propose here is just one possibility.

Table 2 shows how the approach we demonstrate here provides a bridge between Business Process
Management (BPM) and organizational process scholarship. The analysis of detailed event logs
comes from the island of BPM (Dumas et al. 2018; van der Aalst 2013), but the diachronic analysis
comes from the island of organizational process (Langley and Tsoukas 2016). Generally speaking,
BPM researchers have not theorized about process change, while most organizational process
researchers have not analyzed digital trace data. However, to measure and explain process change,
we need to bring the methods and theoretical perspectives of both communities together.
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Table 2: Bridging the two islands

Organizational Business Process
process Process dynamics Management
¢ Diagnose process
problems and design
solutions using
* Theory Fievelop ment |, Synchronic and detailed models of
. | ® Explaining how : . . :
Emphasis diachronic analysis particular processes
processes unfold and
) e Theory development |e Method development
change over time .
(e.g., model quality,
computational
efficiency)
.. ¢ Process mining to ¢ Process mining to
e Participant . :
Method . generate network discover stationary
observation i .
time slices process model
Data | e Fieldnotes e Digital trace data e Digital trace data
Process | e Textual description | e Weighted, directed .
. . e Petri Nets
Representation | and diagrams graphs
e Processes are e Processes are e Processes are designed
emergent emergent e Processes are
Assumptions | Constant tension ¢ Constant tension generally stable
about pll?ocess between stability between stability and | e Change needs to be
and change change managed/controlled
and change . -
¢ Both stability and ¢ Both stability and
change need to be change need to be
explained explained
e Deep understanding, | e Flexibility in sources | ® Detailed models of
particularly when of data, time scales, control flow and
human actors are types of processes concurrency in
involved e Synchronic/ particular processes
Strengths dlachromc
comparison
¢ Relevant to many
theoretical
perspectives

All of these perspectives have strengths and weaknesses in terms of data and representation. Each
one reflects a partial view that may be more or less suited for a particular purpose. For this reason,
it is best to think of them as complementary (Berente et al. 2019). As Box (1976) famously noted,
all models are wrong, but some models are useful. The challenge is always to pick the model that
is best suited to the research question or practical problem at hand.
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Process dynamics: Signal or noise?

This research note raises an important question for the study of processual phenomena: do we
attribute the changes from one time period to the next to signal or noise? By signal, we mean
process changes of theoretical or practical significance (A(v,e)). By noise, we mean the normal
daily variations that make it difficult to detect the signal (g). The process mining literature provides
a variety of methodologies for analyzing process variation (Rosa et al. 2017) and detecting drift
(Bose et al. 2011), but the interpretation of process variation is not a methodological issue. Itis a
theoretical issue.

Electronic medical records are a notoriously noisy source of digital trace data (Kunzman 2018;
Lee et al. 2017). However, what we perceive as signal or noise depends on our theoretical
perspective. From our original viewpoint, the changes in Figure 2 look like noise. They are
idiosyncratic, unexpected variations that undermine the possibility of getting a model that fits the
data for the whole two years. From the viewpoint of processual dynamics, however, these changes
are the main signal. We need a diachronic analysis to see them and measure them. The changes
represent phenomena that need to be explained.

This is a researcher’s choice -- a theoretical choice -- to adopt a synchronic or diachronic
perspective on the data (Barley 1990). Berente et al. (2019) discuss synchronic and diachronic as
complementary perspectives. We agree, but our experience with the analysis of our EMR data
suggests that adopting one perspective can blind you to the other. In a synchronic analysis, we
would compare P(V, E)ciinica and P(V, E)cinicB. This is an interesting line of inquiry, of course,
but as we discussed above, it might lead to a different theoretical interpretation because it does not
reveal dynamics. Unless we explicitly chose to investigate dynamics, we might never see it. It
comes back to the question of what we consider signal and what we consider noise. If we are
looking for time-invariant theory, as in most BPM research, then processual change represents
noise. If we are looking for processual dynamics, as in most organizational process research, then
the opposite is true.

CONCLUSION

The research agenda that we are pointing to here is very broad, but it can be stated succinctly:
explaining stability and change in processual phenomena. By adopting a network-based process
representation and a process mining methodology that allows us to generate directed graphs from
trace data, the framework we have demonstrated here opens up opportunities for research that
cannot be addressed any other way.

IS scholarship has long sought to understand how change emerges and unfolds over time
(Orlikowski and Yates 2002; Vaast and Levina 2015; Volkoff and Strong 2013). Research on
process dynamics presents an opportunity to continue and energize this tradition. On the
methodology side, techniques for process mining, discovery and modeling have advanced
dramatically (Dumas et al. 2018; Van der Aalst 2013). Digital trace data represent still largely
untapped sources to apply these promising techniques. On the theory side, contemporary
organization theorists (Hernes 2014; Tsoukas and Chia 2002) have set forth a radical new
perspective with process at the foundation (Langley 1999; Langley and Tsoukas 2016). Now is
the time to bridge these islands through research on process dynamics.
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