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UNIVERSAL COVERS OF FINITE GROUPS
HEIKO DIETRICH AND ALEXANDER HULPKE

ABSTRACT. Motivated by the success of quotient algorithms, such as the well-known p-quotient or
solvable quotient algorithms, in computing information about finite groups, we describe how to com-
pute finite extensions H of a finite group H by a direct sum of isomorphic simple Z, H-modules such
that H and H have the same number of generators. Similar to other quotient algorithms, our description
will be via a suitable covering group of H. Defining this covering group requires a study of the represen-
tation module, as introduced by Gaschiitz in 1954. Our investigation involves so-called Fox derivatives
(coming from free differential calculus) and, as a by-product, we prove that these can be naturally de-
scribed via a wreath product construction. An important application of our results is that they can be
used to compute, for a given epimorphism G — H and simple Z, H-module V/, the largest quotient of
G that maps onto H with kernel isomorphic to a direct sum of copies of V. For this we also provide
a description of how to compute second cohomology groups for the (not necessarily solvable) group
H, assuming a confluent rewriting system for H. To represent the corresponding group extensions on
a computer, we introduce a new hybrid format that combines this rewriting system with the polycyclic
presentation of the module.

1. INTRODUCTION

There are three well-established ways to describe a group for a computer: permutations, matrices, and
presentations. A detailed account on how to compute with groups is given in the books [15, 33, 34].
Finite presentations, that is, a finite set of generators together with a finite set of relators, are often a
natural and compact way to define groups. For groups given in this form, effective algorithms exist for
special kinds of presentations (such as polycyclic presentations) and certain tasks (such as computing
abelian invariants). In general, however, due to the undecidability of the word problem for groups
(Novikov-Boone Theorem), many problems have been shown to be algorithmically undecidable. What
one can do, based on von Dyck’s Theorem, is to attempt to investigate such a group via its quotients.
This is the idea of so-called quotient algorithms, and the main motivation of this paper.

Let G be a finitely presented group and let ¢: G — H be an epimorphism onto a finite group. By
the isomorphism theorem, G/ ker ¢ =~ H, so the structure of H has implications for G. For example,
if H is non-trivial, then this proves that G is non-trivial — something which is in general undecidable
for finitely presented groups. In practice, one attempts to find epimorphisms from G onto groups H
that allow practical computations, for example, permutation or polycyclic groups.

The aim of quotient algorithms is to find (largest) quotients of G with certain properties. For
example, the largest abelian quotient of G is G/G’, where G’ = [G, (] is the derived subgroup;
the computation of G/G’ is straightforward via a Smith-Normal-Form calculation. The well-known
p-quotient algorithm of Macdonald [23], Newman & O’Brien [26], and Havas & Newman [10] at-
tempts to construct, for a user-given prime p, the largest quotient of G that is a finite p-group, we
refer to [15, Section 9.4] for a detailed discussion and references; see also Remark 2.4 below. Often
such a largest quotient does not exist, so the algorithm takes as input a bound on the nilpotency class
of the p-quotient that one wants to construct. For a discussion of other quotient algorithms we refer
to [15, Section 9.4.3]. For example, using a similar approach as the p-quotient algorithm, the nilpo-
tent quotient algorithm of Nickel [25] tries to compute the largest nilpotent quotient of GG. Solvable
quotient algorithms, such as described by Plesken [28], Leedham-Green [21], and Niemeyer [27],
attempt to construct solvable quotients of (G as iterated extensions; generalisations to polycyclic quo-
tients exist, see Lo [20]. For the case of non-solvable groups H, the L?-quotient algorithm [29], and
generalizations in [1], find quotients that are (close to) simple groups in particular classes, but these
algorithms do not consider lifts to larger quotients. The concept of lifting epimorphisms by a module,
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using a presentation for the factor group to produce linear equations that yield 2-cocycles, is sug-
gested already in [28] and used for the case of non-solvable groups in [13]. However, none of these
algorithms provides a description of an iterated lifting algorithm for arbitrary non-solvable quotients.
Moreover, not all suggested approaches are available in general-purpose implementations (like the
p-quotient algorithm is).

We describe a new approach for non-solvable quotients that follows the iteration strategy used in
some solvable quotient algorithms. Given an epimorphism ¢: G — H onto some finite group, we
aim to extend it (if possible) to a larger quotient of G via an epimorphism «: G — K that satisfies
kera < ker ¢, that is, « factors through ¢. We assume that ker ¢/ ker «v is a finite semisimple
module for H, so by an iteration we can discover any quotient of G that is an extension of H with
a finite solvable subgroup. This approach assumes that the non-solvable part of the required quotient
of G has been supplied as input, which mirrors the view of the solvable radical paradigm, see [15,
Section 10.3]. This paradigm has been used successfully in modern algorithms for permutation or
matrix groups, and relies on the fact that every finite non-solvable group is an extension of a solvable
normal subgroup (the radical) with a Fitting-free factor group (not affording any non-trivial solvable
normal subgroup). We indicate in Section 6.1 how such an initial epimorphism ¢ can be found.

1.1. Main results. In the following, e is a positive integer and p is a prime. We say a group is
e-generated if it can be generated by e elements. Our first result is the following.

Theorem 1.1. Let H be a finite e-generated group. There is a finite e-generated group I:[p@ called
the p-cover of H of rank e, such that H, . is an extension of H with an elementary abelian p-group,
and any other such e-generated extension of H is a quotient of H, .

This result is proved in Theorem 3.2 based on a result of Gaschiitz. If H is given as a finitely
presented group, say H = F/M with F free of rank e, then H, . can be defined as F//[M, M] M),
where M P! denotes the subgroup of M generated by all p-th powers. However, the Nielsen-Schreier
Theorem shows that the kernel of the projection flp,e — H is an elementary abelian p-group of rank
1+ (e — 1)|H|, which makes an explicit construction of H’W as a finitely presented group, following
this definition, infeasible in practice. In Section 3.1 we therefore discuss an alternative description of

Hp, ., using Fox derivatives, see Theorem 3.7 for details.

While the definition of H. p.e 18 straightforward, it is the new construction in Theorem 3.7 that is our
first main result. We do not explain it here, because this would require notation given in Section 3.1.

To make our approach feasible in practice, we consider a further reduction: We say a Z, H-
module A is V-homogeneous if A is a direct sum of finitely many copies of a simple Z, H-module V.
In Section 6 we provide some references for the construction of simple Z,, H-modules; all modules we
consider here are finite-dimensional.

Theorem 1.2. Let H be a finite e-generated group with simple Z,H-module V. There is a finite
e-generated group Hvy ., called the (V,e)-cover of H, such that Hy . is an extension of H with a
V' -homogeneous module, and any other such e-generated extension of H is a quotient of Hy .

In principle, one can construct H Ve from flp,e, however, doing so would not resolve the issue
that H’W is often too big in practice. Instead, we describe a direct construction. For this we show that
H v,e 1s a subdirect product of a split and a non-split part, see Theorem 4.5. The former part can be
obtained as a modification of our construction for ﬁpﬁ; we discuss this in Proposition 5.1. The latter
part can be obtained by the cohomological methods described in Section 7; this requires that we have
a confluent rewriting system for H. Based on those two parts, in Theorem 5.2 we provide a practically
feasible construction of H v,e- To avoid technical details, the result is formulated here as an existence
statement, but the proof will be constructive.
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Theorem 1.3. Let H be a finite, finitely presented, e-generated group and let V' be a simple 7, H -
module. If a basis of H*(H, V') is known, there is an algorithm to construct H V,e» see Theorem 5.2.

Assuming a confluent rewriting system for H, we describe a construction algorithm for H?(H, V)
in Section 7; this allows us to apply Theorem 1.3 to construct Hy/.

Importantly, our results can be used for a non-solvable quotient algorithm. We discuss the details
of the following theorem in Section 6.

Theorem 1.4. Let p: G — H be an epimorphism from a finitely presented group onto a finite, finitely
presented, e-generated group. Given a simple Z,H-module V and a confluent rewriting system for
H, there is an algorithm to construct an epimorphism o.: G — K where ker a < ker ¢ and K is the
largest e-generated quotient of G that maps onto H with V -homogeneous kernel.

Our last, and practically most relevant, result is a workable implementation of our algorithms
for the computer algebra system GAP [4]; we discuss this in Section 8. Our code is available under
https://github.com/hulpke/hybrid, and we aim to make it available as part of a standard
GAP distribution. What makes our implementation effective is a hybrid computer representation of the
non-solvable extensions of H that combines confluent rewriting systems (for the non-solvable factor)
and polycyclic presentations (for the solvable normal subgroups); we give details in Section 8.1. We
discuss some cost estimates of our algorithm in Section 8.2. Section 8.3 illustrates the scope of the
algorithm in some examples. For instance, in Example 8.1 we have been able to compute, in a few
minutes, an epimorphism from the infinite Heineken group A onto 2%.2%.(2 x 2).24.24.2.(2 x 2%).A45.
This quotient had been constructed in a permutation representation of degree 138240 in [35] (with later
work of Holt reducing to permutation degree 15360), but our method works generically and avoids
large degree permutation representations.

1.2. Comparison with other quotient algorithms. We show in Remark 2.4 that for groups H of
p-power order our cover H v,e is a generalisation of the p-covering group H*, and that our algorithm
therefore generalises the p-quotient algorithm [26]. For the case of a solvable H, several versions of
quotient algorithms have been proposed, for example in [21,27,28].

The method of [21,27] constructs the maximal possible extension with a module in a single step.
When starting with an epimorphism G — H from a free group G, it will in fact construct the maximal
cover ﬁpﬁ. This approach risks that in the process of forming this module (from relations using vector
enumeration) it will encounter a regular module of H (which often is infeasibly large) before reducing
it back by further relators. Our approach instead deliberately works with multiple covers, for each of
which its kernel is guaranteed to be much smaller than the regular module.

While sharing many ideas with [28], our approach differs in the following ways: first, we construct
a universal cover and find the maximal possible lift of a given epimorphism G — H via a quotient
of this cover; in [28], lifts are constructed in steps, each time extending by one copy of the module.
Second, our construction of the cover reduces the extensions of H that have to be determined using
cohomology to a basis of the corresponding cohomology group, whereas the construction in [28]
works with cosets of a subgroup of H?(H, M).

1.3. Notation. We denote by e a positive integer and by p a prime. We write Z,, for the integers
modulo p. A group G is an extension of () with N if G has a normal subgroup M =~ N with
G/M = @Q; we usually identify M = N and G/N = Q. A subgroup U < A x B of a direct
product is a subdirect product of A and B if U has surjective projections onto both A and B. In
this case, [38, Lemma 1.1] shows that for Uy = U n A and Uy = U n B there is an isomorphism
7: AJ/U; — B/U,, and U is the preimage of {(aUy,7(aUy) : a € A} under the natural projection
from A x Bto A/U; x B/Us.
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Throughout the paper, we use the following notation. We fix a prime p, a finitely presented group
G, and an epimorphism ¢: G — H onto a finite group H. Let F' be the free group underlying the
presentation of GG and denote its rank by e. Since G is a quotient of F' by a relation subgroup R < F,
the epimorphism ¢ lifts to a homomorphism ¢ : F' — H. Its kernel M = ker ¢ will map onto the
kernel of any extension of H that is a quotient for G. The situation is summarised by the following
commutative diagram (whose first row is a short exact sequence).

i

2. DEFINITION OF COVERS AND THE REGULAR MODULE

1 M

In this section we define the covers H'p,e and IEIV7e of H, and recall some results for the p-modular
regular module Z, H. In later sections we investigate these covers and their construction in detail.

2.1. The p-cover of rank e. We start with a discussion of the so-called p-representation module of H.
We write
M, = [M, M]M!P!

for the smallest normal subgroup of M whose corresponding quotient group is an elementary abelian
p-group; here M’ = [M, M] is the derived subgroup of M and MP! is the subgroup generated by
all p-th powers. The quotient M /M, is an H-module where g € H acts via conjugation by any
preimage under ; this action is well-defined since M acts trivially on M /M, by conjugation. The
Nielsen-Schreier Theorem [30, (6.1.1)] shows that M is free of rank s = 1+ (e—1)|H|, hence M /M,
is elementary abelian of rank s. Since M), is characteristic in M, hence normal in F’, one can form
F/M,,. We show in Theorem 3.2 that the isomorphism type of F'/M,, depends only on H, p and e, but
not on . In view of Theorem 1.1 (proved with Theorem 3.2), this justifies the following definition:

Definition 2.1. We call

Mupe=M/M, and ]:Ip,e = F/M,

the p-representation module of H and the p-cover of H of rank e, respectively.

The structure of My, . has been described by Gaschiitz [5], see also the book of Gruenberg [9]
and papers [2,7]. Note that flp,e is an extension of H with My, .; we present an explicit construc-

tion of ﬁpﬁ in Section 3.1. However, the rank s of the module M, . is often too large for practical
calculations. To reduce the size of the cover, we therefore restrict to the case of semisimple homoge-
neous modules, that is, modules which are the direct sum of isomorphic copies of a simple module.
Doing so does not limit the scope of our techniques, because any other extension with a module can
be considered as an iterated extension with semisimple homogeneous modules.

2.2. The (V,e)-cover.

Definition 2.2. Let V' be a simple Z,H-module. For a Z,H-module A let V' (A) be the smallest
submodule of A such that A/V (A) is V-homogeneous. The (V, e)-cover of H is

Hy,e = Hpe/V(MHp.e);
by construction, it is the largest e-generated group that maps onto H with V-homogeneous kernel.

Recall that the radical rad(A) of an H-module A is the intersection of all maximal submodules,
and rad(A) = 0 if no such submodules exist. The following lemma seems well-known, see e.g. [3,
Introduction, §5], but we could not find a reference that includes all statements concisely in one place;
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therefore we include a short proof in Appendix A for completeness. It follows that rad(A) < V(A4),
and therefore the structure of A/V (A) is determined by the radical factor of A.

Lemma 2.3. Let A and B be H-modules; let C < A be a submodule.

a) We have rad(C) < rad(A) and rad(A @ B) = rad(A) @ rad(B).
b) Ifo: A — B is an H-module homomorphism, then o(rad(A)) < rad(B).
c) We have rad(A/C) = (rad(A) + C)/C, and A/C is semisimple if and only if rad(A) < C.

A practically feasible construction of H v,e 1s discussed in Section 5.3. Here we conclude with a
comment on the p-cover in the p-quotient algorithm.

Remark 2.4. If H is a finite p-group, then it is natural to compare ﬁpﬁ with the p-cover of H as
defined in the p-quotient algorithm, see [15, Section 9.4] for proofs and background information.
If H has rank e (that is, every minimal generating set of H has size e), then its p-cover H* is an e-
generated extension of H with a central elementary abelian p-group N, and every other such extension
of H is a quotient of H*, see [15, Theorem 9.18]. The group H* is unique up to isomorphism, and if
H = F/M with F a free group of rank e, then H* =~ F/[F, M]MP). In particular, H* is a quotient
of ﬁpﬁ. Since N is the direct sum of copies of the 1-dimensional trivial Z, H-module 1, it follows
that H* =~ H’Lrank( ) s a special case of our p-cover H Ve

2.3. The structure of the regular module. We recall the following results for the regular module
FH where H is a finite group and F is a finite field. Following [22, Definition 1.5.8], we call an
extension field F > I a splitting field for an [F-algebra A, if every simple FA-module is absolutely
simple. It is proved in [22, Lemma 1.5.9] that if dimp A < o0, then there exists a splitting field F such
that the extension F > T has finite degree. This allows us to state the following lemma and theorem,
which are consequences of standard results of modular representation theory; due to their importance
for this work, proofs of both results are contained in Appendix A.

Lemma 2.5. Let F be a finite field and let F be a finite degree splitting field for FH. For an FH-
module V let BV = F Qg V be the F H-module arising from V' by extending scalars.

a) If'V is a simple F H-module, then FV is a direct sum of non-isomorphic simple F H-modules.

b) We have Frad(FH) = rad(FH).

Theorem 2.6. Let H be a finite group. If F is a field in finite characteristic, then the regular module
can be decomposed as

@2.1) FH =D]'®...® D},

where each D; is a module that is indecomposable and projective (as a direct summand of the free
module). The factors D;/rad(D;) are simple, mutually non-isomorphic, and t is the number of iso-
morphism types of simple F H-modules. The isomorphism type of each D; is determined uniquely by
the isomorphism type of D;/rad(D;), and we have

FH/rad(FH) = @, _,(Di/rad(D;))".
Each multiplicity r; is the dimension of an absolutely simple constituent of D;/rad(D;); if F is of suf-
ficiently large degree over the prime field or if F is algebraically closed, then r; = dim(D;/rad(D;)).

We are particularly interested in the regular module Z, H; we fix the following notation for the
remainder of this paper.

Definition 2.7. We write Ry, for the p-modular regular H-module, that is, Ry, =~ Z,H = Z," as
H-modules, where |H| = m. Applying (2.1), we decompose

2.2) Riy,=D]'®...®D".
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Writing E; = D;/rad(D;), the set {E1,..., E;} forms a complete set of representatives of simple
Zp,H-modules; we assume E; = 1 is the 1-dimensional trivial module. Each r; = dimg, C;, where
C; is an absolutely simple constituent of E; over the algebraic closure of Z,,.

3. UNIQUENESS OF THE COVER AND A CONSTRUCTION

Recall that ¢v: F' — H has kernel M and that H’W = F'/M,, is an extension of H with the elementary
abelian module My, . = M /M, The following lemma, due to Gaschiitz [6], shows that ¢ factors
through any e-generated extension of H with an elementary abelian p-group.

Lemma 3.1. ([6, Satz 1]) Let N < K be a finite normal subgroup of an e-generated group K. If K/N
is generated by {k1N, ..., ke N}, then there are ny, ... ,n. € N with K = {(kinq, ..., kene).

The next result proves Theorem 1.1 and shows that the cover pr@ is independent of the chosen
projection ¢: F' — H; this theorem is largely a corollary to a result of Gaschiitz [5]. Similar universal
properties hold for covers of other quotient algorithms, cf. Remark 2.4 for the p-cover.

Theorem 3.2. The group H p.e 1S an e-generated extension of H with an elementary abelian p-group,

and every other such extension of H is a quotient of PAIp,e. The isomorphism type of ﬁp,e depends only
on H, p, and e; the same holds for the H-module structure of M c.

PROOF. The first claim on H'p,e follows by construction. Now consider an e-generated group L with
epimorphism 7: L. — H and Y = ker 7 an elementary abelian p-group. By Lemma 3.1, we can lift
any generating set of H of size e to a generating set of L; since F' is free, we can therefore factor ¢
through L, that is, there is a homomorphism 5: F' — L such that 7 o 8 = 1. Since S(M) < kert
is elementary abelian of exponent p, we have 3(M,) = (M’ MIPl) = 1. This proves that 3 induces
an epimorphism from ]:Ip,e to L, as required. To prove uniqueness of ]:Ip,e, consider an e-generated
group K with the same properties as stipulated for H'p,e. By assumption, there exist epimorphisms
}AIp@ — K and K — ]:Ip,e; since both groups are finite, pr@ >~ K. That the isomorphism type of
My p.e as H-module is independent from ) follows from [5, Satz 1]. U

Later we require the following result about the structure of My, .:

Theorem 3.3. ([5, Satz 2 & 3 & 5 & 6]) Let H be a finite e-generated group . The Z,H-modules
M pe and (RHJD)S*1 @® 1 have the same multiset of simple composition factors. Furthermore,
Mubpe = A® B as H-modules, where A is a direct summand of (R p)¢, and so a projective
module, and if N < ffpﬁ such that N < My p . and ]:Ipve/N splits over My, /N, then B < N.

Remark 3.4. A detailed description of .4 and B is given in [5]. In the following we use the notation
of Definition 2.7. If p divides |H |, then rad(D;) # 0 and we define integers s, .. ., s; by

rad(D;)/rad(rad(Dy)) = Ej* @ ... @ E;*.

Now S = D' @...® D;" is the projective cover of rad (D), cf. [7, p. 256], and B is defined as the
kernel of the projection S — rad(D;). As shown in [5, Satz 5°] and [7, p. 256-258], this kernel is
unique up to isomorphism and does not contain a direct summand isomorphic to any Dy, ..., D;. If

pt|H|, then B = 0 and each s; = 0. We have A = D{"** @ Déefl)r%s? ®...® Dgefl)rt*st.

3.1. A construction of the p-cover. The definition of H'p,e as F'/ M, offers a way of constructing it
as a finitely presented group. However, the large rank of the module M, . makes this infeasible in
all but the smallest examples. In this section we explore a different way and describe the cover via
so-called Fox derivatives and a wreath product construction.
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3.2. Fox derivatives. We first recall some results from [19, Section 11.4]. Let F' be free on the set
X = {x1,...,x.}. Since we will be working in the group ring ZF, we denote the identity in F' (and
in its quotient groups) by e to avoid confusion with the unit 1 € Z.

The Fox derivative of x € X is defined as the unique map

0 .
2. F > ZF

that maps x to e and all other generators to zero, and satisfies the Leibniz’ rule

2 2 2
R GRS

for all u, v € F'. By abuse of notation, we also denote by a% its linear extension to ZF'.
Remark 3.5. The Leibniz’ rule yields that

de _ o™ _ os -1
am_o and = TS -

The image of w € F' under a% is a sum of terms, one for each occurrence of z*! in w: the term
corresponding to w = axb is b, and the term corresponding to w = uz~'v is —z~v. For example, if

w = axbz~'c where a, b, ¢ € F do not contain zt!, then % =br te—zle

By abuse of notation, we identify the projection ¢): F' — H with the induced homomorphism

(3.1) Y1 (ZF) — (ZH)",
and combine the Fox derivatives to a map
0: F — (ZF)*, w— (&£,...,42).

The composition of these maps gives 1o 0: F — (ZH ). The main result on Fox derivatives required
in this work is [19, Proposition 5], which states that

(3.2) ker(¢p o 0) = M'.

In the next section we will use this fact to describe a group isomorphic to H’I,?e.

3.3. A wreath product construction. To remain within the class of groups, we identify the group

ring Z H with a subgroup of the regular wreath product Z! H. Suppose we have | H| = m, and consider
W=Z{H=HxZ7Zm",

where the m copies of Z in Z'™ are labeled by the elements of H. We write 0 = (0,...,0) € Z™ and,
if h € H and z € Z, then

Ah)eZ™m < W

denotes the element of Z™ with z in position labeled h, and Os elsewhere. Thus, if a, b, g, h € H, then
(a,1(g)), (b, 1(h)) € W satisfy

(a,1(g)) - (b,1(k)) = (ab,1(gh) + 1(h)) and (a,1(€)"" = ("', ~1(a™)).
Foreach i € {1,..., e} define the homomorphism ¢;: F' — W by
(¢(x;),0) ifg 7 j
(¥(xj),1(e)) ifi=j.
We now prove that v; is closely related to the Fox derivative (?i:vl For this we identify ZH with Z™

via the additive isomorphism ZH — Z™ that maps each g € H to 1(g) € Z™; this can be used to let
Y: (ZF)¢ — (ZH)® in (3.1) induce a homomorphism

C: ZF — 7™

Yi: F =W, y(z;) = {
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Proposition 3.6. Ific {1,... e} and w € F, then

andC(g—:Z) = 0 if and only zfqp(g—;“i) —0.

PROOF. For simplicity, write 7 = 1); and z = x;. Write w = wix® wex®? .. . wpx*wy 1 where each
ej € {1} and each w; € F'is reduced and does not contain 2t We prove the claim by induction on
k. Hk: = 0', then w = wi anc.l T(w) = (Y (w),0) = (YP(w), %—;}). For k = 1 we have w = w1z ws,
which requires a case distinction: if e; = 1, then

T(w) = (Y(w1),0)- (¥(x),1(e)) - ((w2),0) = (¥(w), L((wn))) = ((w),((52));

if e = —1, then

T(w) = (W(w1),0) (%), ~1((2) 7)) - (Y(w2),0)
= (W(w), ~1((z ™ w2)))
= (¥(w),C(%2)).

Now let k£ > 2 and write w = w'z*wy 1; by the induction hypothesis, we have

T(w) = Tt wgr) = B), (D)) - (e Fwp), ((FE)) = (V(w), L),

where the last equation follows from the Leibniz’ rule. U

Let W,y = H x Z," be the p-modular version of W. We now combine 91, ..., e to
U=1X...x0: F— W€

and, induced by the natural projection Z — Z,, define ¥,,: F' — (W(;))¢ via

(3.3) U, F 5 we S ().
The homomorphism ¥, can be used to construct the p-cover flpﬁ and the module My, .
Theorem 3.7. With the previous notation and Definition 2.1, the following hold.

a) We have ker ¥ = M’ and ker U, = M,
b) The p-cover PAIp@ of H of rank e is isomorphic to V,,(F), and My p . = V(M) as H-modules.

PROOEF. a) By Proposition 3.6 we have w € ker ¥ if and only if )(w) = e and C(%) = 0 for every i,
if and only if w € M and ¢(§—;‘i) = 0 for every 1, if and only if w € M and ¢ o d(w) = 0, if and
only if w € M’, see (3.2). It follows from this that M /M’ =~ ¥(M) < Z™¢, in particular, ¥,, induces
amap M/M' — 7™ — 7;*° whose kernel is the preimage of (pZ)™* under W|;/5p, which is
MPIM /M. Tn conclusion, ker W, = M, as claimed.

b) It follows from a) and Theorem 3.2 that ¥,,(F') =~ F/M, = Ap,e. By the isomorphism theorem,
U, yields an isomorphism o: M /M,, — ¥,(M), rM, — U,(r). Letr € M, write g € H = F'//M
as g = fM, and note (rM,)9 = rf M,. Since ¥,(M) < Z™¢ < W* is abelian, it follows that the
conjugation action of W, (f) on W, (M) is conjugation by ¢ (f) = g. Now a((rM,)9) = ¥,(r/) =
W, (r)¥»() = W, (r)9 = a(rM,)9 shows that « is an H-module isomorphism. O

The construction in Theorem 3.7 uses a wreath product with [H| = m factors Z,; this makes it
practical only for reasonably small groups H.
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4. EXTENSIONS WITH HOMOGENEOUS MODULES

Let V' be a simple Z,H-module. In this section we study the structure of extensions £ of H with a
V-homogeneous module K < E. We will apply this later to the construction of the cover ﬁvﬁ, but
the analysis applies to any such extension F.

Since K is V-homogeneous, any simple quotient module of K will be isomorphic to V, the
intersection of the maximal H-submodules of K is trivial, and submodules of K correspond to nor-
mal subgroups of E contained in K. This implies that E is a subdirect product of extensions of H
with V. We (naturally) assume that in each of these extensions the projection onto H is induced by
the projection £ — H, which allows us to simply identify these factors in the subdirect product.

To fix notation, we recall the basic setup of extension theory [30, Section 11].

Definition 4.1. Every extension of H with V' is isomorphic to a group £, with underlying element
set H x V and multiplication

4.1 (g,v) - (hyw) = (gh, v wy(g, h))

for a 2-cocycle v € Z2(H, V). Note that we write V multiplicatively, but we consider Z2(H, V) and
H?(H,V) as additive groups. We call E, the extension corresponding to 7y and call the map

eyt By — H, (h,v) — h,

its natural epimorphism. Non-split extensions correspond to cocycles in Z2(H, V') that lie outside the
subgroup of 2-coboundaries B?(H, V).

We first study the interplay between extensions and subdirect products.

Lemma 4.2. Let F1, ..., E, be extensions of H with H-modules V1, ...,V,, respectively, and let £
be the subdirect product of the F;, defined by identifying the factor groups isomorphic to H; let K JAE
be the kernel of the projection E — H.

a) If each E; is split over V;, then E is split over K.

b) There exists a unique normal subgroup L < E that is minimal with respect to E /L being split over
K/L. In particular, E is a subdirect product of non-split extensions of H with the split extension
E/L of H. Every quotient of E that is a split extension of H is a quotient of E/L.

PROOF. a) It is sufficient to prove this for n = 2. We can assume that the underlying set of E is
H x Vi x Voand K = {(1,v1,v2) | v; € V;}. If {(h,1) : h € H} is a complement to V' in each E;,
then {(h,1,1) | h € H} is a complement to K in E.

b) Let AV be the collection of all N < E with N < K such that E/N is split over K /N. Note that
the homomorphism E — [[ycpn E/N, e — [[yep €N has kernel L = (ycpr IV and its image is a
subdirect product of all E/N, defined by identifying the factor groups isomorphic to H. Since each
such E//N splits, part a) shows that E/L is split over K /L. It follows that F is the subdirect product
of E/L with those E; that are non-split. If @) is a quotient of E that is a split extension of H, then
Q =~ E/M for some M € N this implies the last claim. (]

Definition 4.3. The subgroup L in Lemma 4.2b) is called the split kernel of the extension F.

We now show that subdirect products of extensions behave well under cocycle arithmetic.
Lemma 4.4. Let V be a simple Z,H-module and 3, € Z*(H,V).

a) Let E be the subdirect product of Eg and E., defined by identifying eg(Eg) = e,(Ey). Let
¢ = B + . There exists N I E such that E/N =~ E: and N nkereg = 1. In particular, E is
isomorphic to the subdirect product of Eg and E, defined by identifying eg(Eg) = ¢ (E¢).
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b) The statement of a) holds for ¢ = 3 + ~ with arbitrary r € Zj,.

¢) Let D be a group with epimorphism w: D — Eg. Let I be the subdirect product of D with E.,
defined by identifying eg(m(D)) = €,(E,). For every ( = 13 + v with r € Zy, the group E is
isomorphic to the subdirect product of D with E¢, defined by identifying eg(m(D)) = e¢(E¢).

PROOF. a) Up to isomorphism, we can identify F with the Cartesian product H x V x V with
multiplication

(a,0,w) - (b2,9) = (ab, o"w5(a,b), w'yy(a,b))
and natural projections 7: E — Eg, (a,v,w) — (a,v),and 0: E — E,, (a,v,w) — (a,w). Let
K =(ker7)(keto) =1 xV xV and N ={(Lv,v ') :veV}<K;

note that K, N < E; the latter holds, since the (a, 1,1)-conjugate of (1,v,v~1) is (1,v%, (v*)™1).
Furthermore K /N =~ V as H-modules. Now consider the natural homomorphism v: £ — E/N,
note that every element in E//N has the form (a,v,1)N, and v maps (a,v,w) to (a,vw,1)N. In
particular, the multiplication in E/N is

(a,v,1)N - (b,w,1)N = (ab,v’wp(a,b),v(a,b))N = (ab,v’wp(a,b)y(a,b),1)N,

,b
which proves that (a,v,1)N — (a,v) defines an isomorphism E/N = FE: where ( = ( + 7.
By abuse of notation, we consider the epimorphism v: E — E¢, (a,v,w) — (a,vw). Since the
homomorphism 7 x v: B — Eg x E is injective, the claim follows.

b) This follows by an iterative application of a).

c) Write A = kermand let A < B < D such that D/A =~ Egand B/A s the kernel of eg: Eg — H,
so D/B =~ H. As done in a), we identify F with the Cartesian product H x B x V and note that

= {(h,b,1) :he Hbe B}~ D and

= {(h,1,v):heHveV}=E,,

B I

with corresponding natural projections 7p: E — D, (h,b,v) — (h,b,1), and T E - E,
(h,b,v) = (h,1,v). Note that L = {(1,a,1) : a € A} is normal in D, and D/L =~ Eg. In particular,
L < E, and E/L is isomorphic to the subdirect product of Ez and E, defined by identifying the
common quotient . By b), there exists N/L < E/L such that (E/L)/(N/L) =~ E/N =~ E; and
such that F'/ L is isomorphic to the subdirect product of £ and Eg defined by identifying the common
quotient H. Let my: E — E/N be the natural projection. It also follows from b) that ker 7y = N
and ker 75 = {(1,1,v) : v € V} intersect trivially, so 7y x 75: E — E/N x D is injective. Since
E/N = E¢ and D = D, the claim follows. O

We can now formulate the main result of this section:

Theorem 4.5. Let V be a simple 7, H-module and let E be an extension of H with a V-homogeneous
module K. Let L < E be the split kernel of E (Definition 4.3). Then S = E/L is a split extension
of H with a V -homogeneous module, and there exist ann € N and 1, ...,V € Z>(H, V) such that
the cohomology classes in H*(H, V') induced by the ; are all linearly independent and such that E
is the subdirect product of S with E,, ..., E,, (defined by identifying the common factor H).

PROOF. The statements about .S follow from Lemma 4.2. The kernel of the projection S — H is
K /L; the latter is V-homogeneous since it is a quotient of the V-homogeneous module K. The
extension E can be considered as a subdirect product of extensions Ejg, corresponding to cocycles
B e Z*H,V); let {y1,...,7V,} be a minimal sub-multiset of Z2(H, V') such that E is a subdirect
product of S with all those E,,. We need to show that all the cohomology classes ~; + B?(H, V)
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are linearly independent (which also shows that {71,...,7,} is in fact a ser of size n). Assume the
contrary, that is, without loss of generality we can write

’yl=O'+)\2"}/2+...+)\n’yn

for some \; € Z,, and 0 € B2(H,V). Aniterated application of Lemma 4.4 (where D is the subdirect
product of S with E.,,..., E, and vy = ~;) shows that we can write I as the subdirect product of
S with E, and the E.,, ..., E, . Note that F, is split, and Lemma 4.2c) shows that the projection
E — E, factors through S. We can therefore ignore E, in the construction and consider E as the
subdirect product of S with E.,, ..., E, , contradicting the minimality of n (]

Remark 4.6. In the proof of Theorem 4.5, we could add redundant subdirect factors (stemming from
linear combinations of the ~;) and, because we can choose which factor to eliminate, we can choose
the cocycles 1, . . . , 7, to correspond to an arbitrary basis of their span in H2(H, V).

5. CONSTRUCTION OF THE (V, €)-COVER

Let V be a simple Z,H-module. The results of the previous section show that the cover Hy. is
a subdirect product of a split part with non-split extensions. Recall that IEIV,e = Ap,e JV(MHup.e)
by Definition 2.2, and Theorem 3.7 describes }AIp@ using a wreath product construction with |H |
factors Z,. We explain in Proposition 5.1 that the split part of IEIV,e is covered by the image of a
homomorphism ¥y, on the free group F. However, the definition of Wy . passes through My, .,
which again is infeasible in practice. In Section 5.2 we therefore provide an alternative construction

that only uses H and V; this construction is based on the fact that the split part of H V,e is covered by
H x (Rup/V(Ruyp))S and Ry ,/V (Rup) = V' is a cyclic H-module.

5.1. A wreath product construction for the split case. We reconsider the epimorphism
U, =pp X X pe: F'— (H x Ry p)°.
of (3.3) where Ry, =~ ZpyH = Z;' is the regular module of H in characteristic p. The proof of
Theorem 3.7 has shown that
Hpe=U,(F) and M= My, = T,(M).

Each pij: F' — H x Ry, maps the generator xj € X of F' to (¢(x),0) if k # j, and to (¢(x;); 1) if
k = j; here 1 = 1(e) is the unit vector supported at the identity of H. This vector also is a generator
of the cyclic H-module R .

By Definition 2.7, we have Ry, = D' @ ... ® D;* with each D;/rad(D;) simple, and there is
a unique index ¢ such that

Dl/rad(Dl) = V;

we fix i and set r = r;. Let V(Rp p) be as in Definition 2.2; then Ry ,,/V (Rp ) = V" is the largest
V-homogeneous quotient of Ry ;, and r is the dimension of an absolutely simple summand of V' over
the algebraic closure of Z,. Factoring out V(Rp ), we get homomorphisms py;: ' — H x V"
mapping xj to (¢(xy),0) if k& # 7, and to (¢(x;);1 + V(Rpyp)) if k = j; here 1 + V(Rp,) is a
generator of the cyclic module

6.1 V" = Rup/V(Ruyp)-
These maps can be combined to
Uye=pv1 X ...xXpye: F— (Hx V")
By definition ker ¥,, < ker Wy, Yvhich implicitly defines an epimorphism from ﬁp,e to Wy (F).
This epimorphism factors through Hy. ., since Wy .(F') is by construction an extension of H witha V-

homogeneous module. Recall from Definition 2.2 that H Ve = : p.e/V(M). If i) denotes the natural
projection H,, . — Hy ., then we get the following commutative diagram of successive projections



12 H. DIETRICH AND A. HULPKE

v N ~
F—% H,, — Hy, —%> Uy (F) — H.

\I]V,e
We now prove that ¥y . (F') exhibits the split part of H Ve

Proposition 5.1. Every e-generated split extension of H with a V -homogeneous module is a quotient
Of \I/V76(F )

PROOF. We use the notation introduced above the proposition. By Theorem 3.3, the representation
module M < ]:Ip,e is a direct sum M = A @ B such that the e-generated quotients of flp,e which
are split extensions of H are exactly the quotients that have B in the kernel. Thus, it remains to
show that H,, ./V (A)B is a quotient of ¥y, (F). Recall from Remark 3.4 that A is the direct sum of
projective indecomposable modules that are direct summands of the free module Ry ,; this implies
that A is projective itself, cf. [22, Definition 1.6.15]. By [22, p. 18, Example 1.1.46] the group algebra
ZpyH =~ Ry p is a symmetric algebra and for such algebras every projective module is also injective,
see [22, Theorem 1.6.27(d)]. It follows from M = W,(M) < (Rpp)° that A is a submodule of
(RH,p)¢, and therefore a direct summand by injectivity. This implies that

V(A) = V((Rup)) n A
This means that the image of the projection
(H w Rip)® — (H % Rip/V(Rip))® = Vye(F)
exposes all the factors of A/V (A), which implies that H,, ./V (A)B is a quotient of Wy (F). O

5.2. A practical construction of Wy .(F'). The definition of Wy is on the free group F and passes
through M, which we deemed infeasible in practice. We now provide an alternative, synthetic, de-
scription that only uses  and V. We denote the dimension of V' by s and the multiplicity of V in
the radical factor Ry p/rad(Rp,) = (Di/rad(Dq))* @ ... ® (Dy/rad(Dy))™ of Ry, by r. By
Theorem 2.6, this multiplicity is the dimension of an absolutely simple constituent U of V, and r
divides s.

As seen in (5.1), the H-module V" is isomorphic to a quotient of the cyclic module Ry 5, so
V" is cyclic as well. Suppose we have a cyclic generator z € V", then one can define H x V" and
homomorphisms
¢§'1 F—>HxV"

that map the generator z; € X of F to (¢(x;), 2) and x}, # x; to (1)(x),0). It follows that, up to
automorphisms,

(5.2) Uye =) x...x,: F— (Hx Ve

Thus, all that remains is to find a cyclic generator of V"'; we now describe how to do that.

Recall that here we have the field ' = Z,. As in Theorem 2.6, let I be a splitting field for FH
and let U be an absolutely simple F H-module that is a direct summand of FV. We obtain U from V'
using MeatAxe [12] methods; this also determines the value of r.

Letv: FV — U be the natural projection onto that summand. We choose vectors wy, ..., w, € V
such that their images v(w;),...,v(w,) form an F-basis of U. Since the images of the standard F-
basis of V span U as an F-vector space, we can take {w1, ..., w,} as a subset of such a standard basis.
Since U is absolutely simple, it follows from [22, Corollary 1.3.7] that FH acts as a full matrix algebra
on U. This means that we can find elements a; € FH such that v(w;)% = §; jv(w;) for all ¢, j, where
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d;,j is the Kronecker-delta. We now consider U" as a quotient of (FV')" and let FH act diagonally.
For w € U, denote by [w]; the vector w in the i-th component of U", and define

z = [v(w)]1 + [v(w2)]2 + -+ + [v(wy)], € U".

By construction, each 2% = [v(w;)];. Since U is simple, each v(w;) generates U as FH-module;
this shows that z generates U" as F H-module. Since V' is a simple IFH-module, this implies that the
pre-image [wi]; + -+ + [w,], € V" of z generates V" as FH-module. We have therefore found a
cyclic generator.

5.3. A practical construction of H V,e- We combine the results of Theorem 4.5 with the construction
in Section 5.2 and get the following construction of the epimorphism 7o W,,: F' — Hy,:

Theorem 5.2. Let V be a simple Z,H-module. Let F be the free group on {x1,...,x.} with associ-
ated epimorphism 1): F — H. Lety1,...,v4 € Z*(H,V) such that their images in H*(H, V') form
a basis. For each i, let E; = E., with projections ¢;: E; — H, and let o;: F' — E; be defined by
0i(z) = (zk, 1) € E; for all k, that is, £;(0i(xy)) = ¥(xk). If we define

PZ‘I’V,eXm><~~~><Qd:F—>(HD<V’")e><E1x...xEd
with Uy, as in (5.2), then ker p = ker(n o U,) and p(F) = Hy..

PROOE. Since F is free, each p; is a homomorphism whose image covers all of F;/V =~ H. Since
each E; is non-split and V' is simple, each p; is surjective. The image of p therefore is an extension
of H with a V-homogeneous module, and therefore it is a quotient of ﬁ\/,e- On the other hand,
Theorem 4.5 and Remark 4.6 show that }AIV,e is a subdirect product of a split extension (which is
WUy (F) by Proposition 5.1), with extensions corresponding to a basis of a subspace of H*(H, V). A
basis of all H2(H, V') will suffice, which shows that p exposes all of H Vie- (]

The last ingredient that is required in order to construct H v,e in practice is to be able to calculate
H?(H,V) and to construct the extension associated to a particular cocycle. A method for this has
been given in [11]. Here we use an alternative approach, utilizing confluent rewriting systems; we will
describe this method and its advantages in Section 7.

6. QUOTIENT ALGORITHM: LIFTING EPIMORPHISMS

As an application of the results established so far, we describe a quotient algorithm that does not
require the initial factor group to be solvable. We assume that G = F'/R is a finitely presented group
and that an epimorphism ¢: G — H onto a finite group is given. (Section 6.1 below gives a sketch
how such a homomorphism ¢ could be found.) We assume that we can determine a confluent rewriting
system for H, as well as a faithful representation in characteristic p, or a permutation representation.
This is a reasonable assumption, because if we cannot compute with H, then it seems unlikely that ¢
can be used to deduce information about G.

Our goal is to extend ¢ to an epimorphism 7: G — H such that H is an extension of H with a
semisimple Z,H-module and such that 7 factors through ¢. As discussed in the introduction, impos-
ing the requirement of semisimplicity is not a restriction, because any such extension with a solvable
normal subgroup can be built as an iterated extension with semisimple modules.

We first classify the irreducible Z,, H-modules. Following [15, Section 7.5.5], we do so by start-
ing with the composition factors of a faithful Z,-representation of H and then iteratively computing
composition factors of tensor products until no new factors arise; see also [28] for a description for
solvable H.

When lifting epimorphisms for a second time, we do not need to recompute modules, as long
as we work with the same prime, as any normal subgroup of p-power order lies in the kernel of any
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irreducible representation in characteristic p. (The latter follows because the set of fixed points of
the normal p-subgroup is a non-trivial submodule.) Since semisimple modules are the direct sum of
homogeneous modules, we now iterate over the simple modules, and for each such module V', we
construct the group Hy that is the largest extension of H that is a quotient of G and whose projection
onto H has a V-homogeneous kernel. As a quotient of G, this group Hy will also be a quotient of
F' and therefore a quotient of H v,e- Indeed, because G is defined as a quotient of F' by a relator set
R, we obtain H v (and the associated epimorphism) as a factor of H v,e by the normal closure of the
relators I evaluated in the generators of H v,e- The cover H (and the epimorphism on H) then will be
the subdirect product of all these extensions.

6.1. Finding the initial homomorphism. While it is not the main subject of this paper, we briefly
sketch how one can find candidates for the initial epimorphism ¢: G — H. Since our algorithm
constructs extensions with solvable groups, it is sufficient for H to be Fitting-free. Thus H embeds
in the automorphism group of its socle, and therefore is a subdirect product of groups @) satisfying
T" < Q < Aut(T") =~ Aut(T) ! Sym,, for some finite simple group 7" and integer n > 0. Given
a choice of n and 7' (respectively, using the classification of finite simple groups, a choice of n and
|T|) we can find all such quotients, albeit at a cost that is exponential in n and |T'|. This will provide
a choice of candidates for epimorphisms ¢: G — H to seed our algorithm with:

Using the low-index algorithm [34, §5.6], we first search for subgroups of G of index up to n.
For each such subgroup S, we search for homomorphisms 7: S — Aut(7) such that T < 7(95);
the representation of (¢ induced by 7 then exposes the desired quotient (), see [16]. By the proof
of Schreier’s Conjecture, Aut(7")/T is solvable of derived length at most 3. Thus the third (or less,
depending on T') derived subgroup of S maps onto 7. It therefore remains to find such epimorphisms
7 from (derived subgroups of) S onto 7', respectively onto almost simple groups with socle 7. A
basic way of doing this is a generic epimorphism search such as described in [15, Section 9.1.1]. For
T being a classical group with particular parameters, there are algorithms that find epimorphisms,
utilizing the underlying geometry, see [1,17,18,29].

7. COMPUTING COHOMOLOGY VIA REWRITING SYSTEMS

To make the construction of ﬁ\/,e in Theorem 5.2 concrete and effective, we need to be able to cal-
culate 2-cohomology groups and extensions for the given finite quotient H. A general method for
this task has been described in [11], which finds a cohomology group as a subgroup of the cohomol-
ogy for a Sylow p-subgroup of H (here p is the characteristic of V'), and returns non-split extensions
through presentations. We introduce a different approach that assumes a confluent rewriting system
for the group H, but also returns a confluent rewriting system for the resulting extensions, making
it easier to find the structure of subgroups given by generators. The method we shall employ is a
natural generalisation of the method used in the polycyclic case [15, Section 8.7.2], and already arises
implicitly in [28], in [13], in Groves [8], as well as in [31]. A brief description is also given in an
(unpublished) manuscript of Stein [36]. We describe this method in detail here, as we were not able
to find a complete and rigorous treatment in the literature.

In this section, as before, let H be a finite group with e generators’ {h1,...,he}. We shall also
assume that we have rules for a confluent rewriting system for H in these generators; see [15, Chap-
ter 12] and [34, Section 2.5] for details on rewriting systems. Such a rewriting system can be composed
from rewriting systems for the simple composition factors of H; for non-abelian simple groups it can

1 We use the same variable e here, although it is not necessary to use the same generating set as in the quotient algorithm.
The choice (and number) of generators used for the cohomology calculation does not need to agree with the images of free
generators used for the construction of Hy,.; it is sufficient that we can translate between different generating systems.
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be found by using subgroups forming a BN-pair (or similar structures) [32]. Such a rewriting sys-
tem allows us to compute normal forms of elements in H, given as words in the generators. In the
following, V' is a d-dimensional Z,H-module with Z,-basis {v1, ..., vs}.

7.1. Extending the rewriting system. Starting with a confluent rewriting system for H and the Z, H -
module V', we explain how extensions of  with V' can be described by extending the original rewrit-
ing systems. This will lead to a method for computing H?(H, V') via solving homogeneous linear
equation systems. We first consider the quotient /7, then the module V, and then the extensions.

The group H. By introducing formal inverses, H can be considered as a monoid with 2e monoid
generators {hi!,... hF'}. The latter is a quotient of the free monoid A ona = {a7!, ..., aZ'}, with
natural epimorphism «: A — H defined by a;ﬂ — hiﬂ. Note that a;l is a formal symbol, while
h;l is the inverse of h;. Using a Knuth-Bendix procedure [34, Section 2.5], we assume that we have a
confluent rewriting system (with respect to a reduction order <,) for the monoid H on this generating
set. This rewriting system consists of a set of rules Ry each of the form [ — r for certain words
[ and r in the generators of A, such that <, [. Since we introduced extra generators to represent
inverses, we assume that R i contains rules that reflect this mutual inverse relation and that become
trivial (or redundant) when considering the relations as group relations: these are the rules of the form
aia;l — 7 and a;lai — &, which we collect in a subset Ry < Ry; here ¢f denotes the empty
word. We note that this assumption holds automatically if <, is based on length and all generators
have order 2. If the order of a generator h; is 2, then these rules will change shape: Without loss
of generality, after possibly switching a; and a; ! the inversion rule becomes a,l-_1 — a;, which we
collect in Rpy. The rule a? — & (which must exist, since otherwise a? cannot be reduced) however
will not be part of R 7. We now set Rz = Rz — Ry, so that our rules are partitioned as

Ru ZﬁH UﬁH.

The module V. We write the elements of the Z,H-module V' multiplicatively as v& = v’ --- v?
withe = (e1,...eq) € Zy. Let 7: H — Autg, (V') describe the Z, H-action on V. Correspondingly,
we choose an alphabet of d generators b = (b1, ..., b,), and consider the set of rules

(71) RV:{bI;H@, bjbjﬂbibjIiE{l,...,d},j>i}.

These rules form a reduced confluent rewriting system with respect to the ordering <, which is the
iterated wreath product ordering of length-lex orderings on words in a single symbol b;. They define
a normal form b® = b'65? - - - bfl‘i with e € Zg. The set Ry therefore describes a monoid isomorphic
to V via b; — v;.

Extensions of H with V. We now take the combined alphabet A = {a{",...,af'} U {b1,...,b4}
and denote by < the wreath product ordering < ! <4, see [34, p. 46]. We define R, to be the set of
all rules

Rar = {bjal — afblisorfised . o e {+1}ie{1,...,e},j€{1,...,d}}
where the exponents f; ; , 1, are defined by UJT.(“" ) vlfidorsfigea),
If Ry has r rules, then corresponding to those we define an ordered set of indeterminates over
Z,, namely
X = (1‘171, s ldy X215+ L2dy <+ vy Tplye-- ,xr,d),

and define a set of new rules R ;7 (x) that consists of the rules in R g modified by a co-factor (or tail),
which is an element of V' given as a word in b that is parameterized by the values of the variables x:

(7.2) RH(K) = {lz - Tih($i’l""’$i’d) : (lZ - TZ') € ﬁH}

Lastly, we set
R = R(X) = RH(K) U RV U RM U ﬁH
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In conclusion: the rules in Ry (x) (together with R ;) are the original rules of the rewriting system
of the quotient H, with appended parametrised tails; the rules in Ry encode the group structure of V,
and the rules in R s encode its H-module structure. By the definition of the wreath product ordering,
for all rules in R we have that the left hand side is larger than the right hand side; thus R is a rewriting
system. Since Ry is always reduced, it follows that R is reduced if Ry is.

We aim to find conditions on the variables x that make R(x) confluent, and first observe that
in this case the rewriting system describes a group extension as desired. We denote any particular
assignment of values to x by y € Zg’".

Lemma 7.1. For any y € Z", the monoid presentation (A | R(y)) defines a group.

PROOF. It is sufficient to show that every generator has an inverse. The rules bf — @ in (7.1) show
that every generator b; has an inverse. As H is a group, Ry must contain rules that allow for free
cancellation. If the order of h; is not 2, these rules must be of the form aial-_1 — J and a;lai — .
These rules imply that a; and a,l-_1 are mutual inverses and they must lie in Ry < R(y). If the
order of h; is 2, then there will be a rule a;l — a; in Ry (thus the generator a;l is a redundant,

duplicate, generator) and a rule a% — & in Ry this last rule implies by (7.2) the existence of a rule
(a7 — w) € Ru(y) < R(y), with w a word in the generators {by, ..., bg} only. Thus w represents
an invertible element, and a;w ™! will be an inverse for ;. O

Thus we can consider R(y) as relations of a group presentation with abstract generators
A ={a1,...,ae,b1,...,b4};

note that some of the relations might become vacuously true in a group. Since H acts linearly on V,
the set of values of x that make the rewriting system confluent is a subspace of Zgr, denoted by

(7.3) X ={y e Z¥ : R(y) confluent}.

Lemma 7.2. Ify € X, then (A" | R(y)) defines a group that is an extension of H with V where the
conjugation action of H equals the module action.

PROOF. The relations in Ry and Rjs show that N = (by,...,by) is abelian and normal. As the
only relations in R whose left side only involves the generators by, ..., by are the relations in Ry,
confluence of R implies that no other rules apply to a word in these generators, thus NV is isomorphic
to V. The factor group can be described by setting all b; to 1 in the relations; this produces the rules
‘R, and those define H. The rules in R prove the claim about the action. O

Cohomology. Vice versa, consider an extension E of H with V defined by v € Z2(H, V). Note that
E has underlying set H x V' with multiplication (g,v)(h,w) = (gh,v"wY(g,h)), see (4.1). For the
chosen generators h; of H, corresponding to the rewriting system R, we set u; = (h;, 1), and let
u = (ug,...,ue). We also choose a basis v for (the image in E of) V. The elements in u U v satisfy
the relations in Ry U Rys v Ry. Furthermore, for any rule [; — ripEi i) in R 4 (x), we can
find an assignment for the {z; ;}; to values in Z,, such that this rule evaluated at u U v holds. Thus
there exists y € Z;d, such that the rules in R(y) hold in £. Since these rules imply a normal form
for the H-part and for the V-part, we know that this rewriting system is confluent, that is, y € X.
Because of Lemma 7.2, this process defines a surjective map B

¢ Z*(H, V) — X,

such that E., is isomorphic to the group (A’ | R(£(7))) determined by £(v) € Zgr. By construction,
the dr entries in £(v) are products of elements of the form v(a, b)¢ with a,b,c € H, so ¢ is a linear
map. Finally, if v € ker ¢, then () = 0 and the group given by R(0) is a split extension (as the
elements representing H form a subgroup), thus v € B2(H, V). We summarize:
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Theorem 7.3. The tuples x that make R confluent form a Z,-vector space X = &(Z2(H,V')) and
ker ¢ < B2(H,V), hence H*(H, V) = £(Z%(H,V))/¢(B*(H,V)).

7.2. Making the system confluent. We now describe how to compute the images of Z2(H, V) and
B?(H, V) under &, leading to a construction of H?(H, V') via Theorem 7.3.

We start with Z2(H, V') and recall that £(Z2(H,V)) = X as in (7.3). Using the Knuth-Bendix
method as described in [34, Section 2.3], to compute X we need to consider overlaps of left hand sides
of rules in R(x). Set Ry (x) = Ry (x) U Ry, so

R(x) = Ry uRyp uRy

is the union of three sets. Thus, there will be six kinds of overlaps, which we now consider separately.
Overlaps of left hand sides of rules in Ry reduce uniquely by the definition of Ry. The left hand
sides of two rules in Rjs cannot overlap because of their specific form. Similarly, rules in Ry and
R cannot overlap as their left hand sides are on disjoint alphabets. The overlap of a left hand side in
Ry and in R s will have the form wha;—rl (where wy, is a word expression in b) and reduces uniquely
as the action on V is linear. A left hand side in Rj; and one in Ry will overlap in the form wpwa;
such expressions reduce uniquely as the action on a module is a group action. This leaves overlaps of
left hand sides in R . For this we note that the rules in Ry U R allow us to transform any word
expression into a form w = ab (called clean) where a is a word in a, and b a reduced word in b. We
call these factors the a-part and b-part, respectively. Furthermore, the a-part of the clean form of a
word is simply the image of the word when setting all generators in b to one. As every rule in Ry
corresponds to a rule in Ry, and since Ry is confluent, this together shows that the a-part of any
reduced word will be unique. If we write a word as a product (in arbitrary order) of elements in a
with powers of generators in b, the b-part of a clean form of a word will be a normal form p(e1ea)
where the e; are homogeneous linear functions in the exponents of the b-generators in the original
word. Reduction with rules in R ;7 will introduce powers of b with exponents given by variables in x.
By reducing the overlap of two left hand sides of rules in R 77, and by reducing the resulting two words
further to (arbitrary) reduced forms, we obtain clean words with equal a-parts and whose b-parts are
in normal form h(el """ ed), where the e; are homogeneous linear expressions in the variables x.

In conclusion, we have shown that the equality of the reduced forms of an overlap is equivalent
to a homogeneous linear equation in x; by processing all overlaps, we obtain a homogeneous system
of linear equations. Confluence of R(x) for a particular set of values of x then is equivalent to x
satisfying this system over Z,; this allows us to compute X = £(Z2(H,V')) as the solution space of a
homogeneous linear equation system.

We can calculate ¢(B?(H,V)) in a way similar to the establishment of the equations. For a
function A\: H — V we replace a; by a;A(a;) in the rules in R(0), and use the rules in Rj; and
Ry to bring left and right side into a clean form. Comparison of the remaining b-parts gives exponent
vectors that combine to the image of the associated cocycle under &.

8. PRACTICAL ASPECTS

8.1. Hybrid groups. We comment on the new data structure we have introduced to make our algo-
rithm more efficient. Recall that once the respective module(s) V' are chosen, our process to construct
Hy/ . builds on algorithms to perform the following calculations:

(1) Calculate H?(H, V') and construct extensions for particular cocycles.

(2) Construct semidirect products of H with elementary abelian subgroups V.

(3) Construct direct products of the groups computed in Step (2).

(4) Construct subgroups of the groups computed in Step (3) that map onto the full factor group H.
(5) Form factor groups of the groups computed in Step (4), by factoring out evaluated relators.
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In most of these constructions, the result will always be a group that is the extension of H with an
elementary abelian subgroup. We represent such groups as formal polycyclic-by-finite extensions,
given as a finitely presented group. Contrary to the more general construction in [35], we form a
confluent rewriting system for the whole group, which is used to calculate normal forms. Such a
rewriting system can be combined easily from a rewriting system for H (which we anyhow have
for the purposes of computing the cohomology group), a polycyclic generating set for the normal
subgroup, and cocycle information that describes the extension structure. We call such a computer
representation a hybrid group. We also assume that we are able to translate between the generators for
H arising as image of the generators of F', and the generators of the rewriting system.

In practice, we split the rewriting system for a hybrid group F into a rewriting system for the non-
solvable factor H = E//N, a polycyclic generating set for the normal subgroup N, automorphisms of
N that represent the action of factor group generator representatives, and cofactors (in V) associated
to the rewriting rules for the factor. Arithmetic in E then uses the built-in arithmetic for polycyclic
elements, as this will be faster than an alternative rewriting implementation. Indeed, if H has a solv-
able normal subgroup, arithmetic will be faster if, in a given hybrid group, we modify the extension
structure to have the solvable normal subgroup as large as possible.

As for the algorithmic requirements listed above, the information available from the cohomology
computation is exactly what is needed to represent extensions as hybrid groups. The construction
of (sub)direct products or semidirect products is similarly immediate. For a subgroup S of a hybrid
group, given by generators, such that SN = E (this holds for all subgroups we encounter), we
can calculate generators for S n [N from the presentation for the factor group, and then determine
an induced polycyclic generating set for S n N. This allows us to represent S by its own hybrid
representation. In the same way, a polycyclic generating set for factor groups can be used to represent
factors by normal subgroups contained in /N. All calculations of the quotient algorithm therefore can
take place in hybrid groups, all for the same factor H. Since the order of these groups is known, and
since a rewriting system is a special case of a presentation, we could use representations induced by
the abelianization of subgroups (as suggested in [16]) to find faithful permutation representations.

It clearly would be of interest to study the feasibility of these hybrid groups for general calcu-
lations. Doing so will require significant more infrastructure work for these groups than we have
currently done. While we are optimistic about the general practical feasibility of such a representation
(e.g. following [35]), we do not want to make any such claim at this point.

8.2. Cost estimates. It seems difficult to obtain complexity statements that reflect practical behaviour.
For example, even proving that computing with polycyclic groups has a favourable complexity is dif-
ficult because of the challenges involving collection, see [24]. Despite these obstacles, it is still clearly
beneficial to be able to study a finitely presented group via a polycyclic quotient. The algorithmic
framework considered in this work faces similar obstacles. Nevertheless, below we briefly discuss
some cost estimates of some of the tasks required for the construction of H Ve

Following [32], obtaining a confluent rewriting system for H essentially means to determine a
composition series of H, and to look up precomputed rewriting systems for the simple composition
factors; the system will asymptotically have r < \/@ rules, though in many cases this bound is far
from reality. Determining H?(H, V') then requires solving a linear system with » dim (V) variables
and 2 equations. If H is simple with BN-pair, then the maximal length £ of a word in normal form for
this rewriting system (created in [32]) is bounded by O(log(|H|)), but it could be as large as |H | /2 if
H is cyclic of prime order. Assuming |H | has only small prime divisors, we get £ = O(log |H|).

We now estimate the cost of multiplication in a hybrid group E with E/N = H and N abelian.
Calculating the image of an element in N under a word (of length up to ¢) representing an element of
H requires taking ¢ images of elements of N under homomorphisms, and each such image requires
log | N| multiplications in N. Considering elements in E as pairs, the first step of multiplying hy - ny
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and hs - ng in E is to compute n}lung, at the cost of £log | N| + 1 multiplications in N. Computing the
product h; - ho then involves a reduction sequence, say of length up to s, using the rewriting system
for H. Applying such an extended rewriting rule, say w — w - n with (potential) tail n, to a word
a-w-bresultsin a-u - b- n® and requires another homomorphic image computation. Multiplication
in E therefore requires up to (s + 1)¢log | N| products in N.

For constructing H v,e via Theorem 5.2, we form (for Wy .(F') and the extensions E;) an extension
of H with edim (V) +dim(H?(H, V')) copies of V. Even if the cohomology group is small, we work
in an extension with a normal subgroup of order ~ pdim()* 5o log(|N|) ~ dim(V)2. The cost of
lifting an epimorphism p: G - Hto7: G — H with a maximal V-homogeneous kernel is therefore
proportional to v(s + 1)¢dim(V')2, where v is the sum of the lengths of the relators defining G.

In practical calculations, the main bottleneck for the algorithm currently lies in the application of
rewriting rules. At the moment, this is done by a generic rewriting routine, operating on words. This
could clearly be improved, for example by moving code from the system library into the kernel, and
by changing the order in which rules are applied, in particular for cases with large elementary abelian
subgroups. Doing so, however is a substantial task on its own.

8.3. Example computations. As a proof of concept and to illustrate the capabilities of our methods,
we have implemented the algorithms described here in the computer algebra system GAP [4]. The
implementation of the 2-cohomology group and the construction of extensions will be available with
release 4.11. Our code for hybrid groups, the construction of ﬁV,e’ and for lifting of epimorphisms
is available at github.com/hulpke/hybrid. We illustrate the scope of the algorithm and the
performance of its implementation in a number of examples; the code for those examples can be found
in the file example. g in the same GitHub repository. Calculation times are in seconds on a 3.7GHz
2013 Mac Pro with 16GB of memory available. We write extensions as A.B.C' = A.(B.C), etc.

The examples we consider here are all not solvable. While our implementation also works for
solvable groups, it becomes non-competitive in comparison to a dedicated solvable quotient imple-
mentation: The reason for this is, at least in part, that element arithmetic in the constructed covers,
as well as the calculation of cohomology groups, both go through a generic rewriting system in the
routines library, instead of using dedicated kernel routines for groups with a polycyclic presentation.

Example 8.1. The Heineken group H = {a,b,c| [a,[a,b]] = ¢, [b,[b,c]] = a,[c, [c,a]] = b) is in-
finite and 2-generated. By von Dyck’s Theorem [15, Theorem 2.53], there is, up to automorphisms, a
unique epimorphism ¢: H — H onto the alternating group H = Aj, defined by p(a) = (1,2,4,5,3)
and ¢(b) = (1,2,3,4,5). It has been shown in [14, p. 725] that the largest finite nilpotent quotient
of ker ¢ has order 22*. We now apply our algorithm: Aj has three irreducible modules over Zs.
The trivial module yields a cover 23.A5 and lifts o to a quotient of type 2.A5. The absolutely irre-
ducible module of dimension 4 yields a cover 2**. A5 (we write p®® for a b-fold direct product of an
a-dimensional module) and lifts ¢ to a quotient 2¢. A5, and the other module of dimension 4 yields a
cover 24. A5 that does not lift . Table 1 shows results and timings when iterating the lifting process
until the maximal quotient for prime p = 2 has been found and confirmed as maximal. The whole
calculation took about 41/2 minutes on a 3.7GHz 2013 Mac Pro with 16GB of memory available.

Example 8.2. The group G = G(34152) = {a,b | a®,b*, (ab)'?,[a,b]?) is an example of presen-
tations of type “(m,n,p;q)” going back to Coxeter, and it is known that G is infinite, see [37]. The
group G has a unique quotient isomorphic to Ag. For characteristic 3 we obtained the quotients in
Table 1.

Example 8.3. The group G = G(371510) = {a,b | a* b7, (ab)'?, [a,b]'") is also known to be in-
finite. It has four different epimorphisms ¢;: G — Ajg, distinguished by having different kernels.
Contrary to the previous two examples, it is hard to find usable presentations for the corresponding
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kernels, as the index 10!/2 is large. This example is therefore intractable with traditional methods.
Here we only considered the modules of small dimensions, as the next smallest dimension would be
26, resulting in the construction of an (abelian) polycyclic group with 2 - 262 = 1352 generators.
Working with automorphisms of such a group would end up being unreasonably slow, because GAP
currently has no special treatment of abelian polycyclic groups. The given runtimes also exclude the
cost of determining the irreducible modules. For ¢, the algorithm finds a lift to a group (2 x 283). A1
in 112 seconds. Lifting again produces a larger quotient 21°.(2 x 283). A1 in 774 seconds. In char-
acteristic 3, we find a quotient (3%2). A1, in characteristic 5 a quotient 5%1.A1. For s and ¢4, we
find a quotient of type 28'1. A1y, for (3 a quotient of type (2 x 28%1). A1, thus showing that these A1g
quotients fall in at least three different equivalence classes.

Isomorphism type of quotient | Time Isomorphism type of quotient | Time

2 (2 x 24). A5 1 (3 x 3%).46 7

2.(2x2%).A 2 342.(3 x 35). 46 30

24, 24 2.(2 x 24).A4 5 (3% x 302 x 39).3%2.(3 x 35).4¢ | 473
(2 x 2).24.2%.2.(2 x 2%).4 11
24.(2 x 2).24.2%.2.(2 x 2%).A 23
24.2%.(2 x 2).24.24.2.(2 x 24). A4 73
No larger quotient for p = 2 140

TABLE 1. Isomorphism types of the iterated quotients of the Heineken group (left)
and G 3 4 15,2) (right); computations were carried out on a 3.7GHz 2013 Mac Pro with
16GB of memory available; times are given in seconds.

Example 8.4. To illustrate the behaviour with larger quotients, we consider prime 2 and the group
G = <CL, b | a3’ b6a (ab)6a (ailb)6>’

which is example Pjq in [27]; this group has a quotient of isomorphism type A7. The maximal lift of
this quotient with an elementary abelian kernel is

(2 x 242 5 942 5 M3 5 920y 4,

and is found in about 71 minutes on a 3.7GHz 2013 Mac Pro with 16GB of memory available. If we
restrict to simple modules of dimension < 5, then we find a lift to (2 x 242 x 2%2). A7 in 2 seconds.
Under the same restrictions, we can lift this to (21 x 242 x 242) (2 x 242 x 242) A7, in 56 seconds.
The third lift to

(216 % 282 x 212 (215 x 212 % 242) (2 x 22 x 212) A,
is found in 435 seconds, and the fourth lift to a quotient of size 28* - | A7| is found after about 2 hours:

(218 x 242 x 242) (216 x 242 5 942) (215 x 212 x 242) (2 x 242 x 2%2) A5,
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APPENDIX A. PROOFS OF SOME REPRESENTATION THEORY RESULTS
For the sake of completeness, we provide the proofs missing in Section 2.

PROOF OF LEMMA 2.3. a) If D < A is a maximal submodule, then C/(C' n D) embeds in the
simple module A/D,so C n D = C or C n D < C is maximal. In both cases, rad(C) < C n D,
sorad(C') < rad(A). This also shows rad(A) @ rad(B) < rad(A @ B). Conversely, if W < A and
V < B are maximal, then W@ B, A®V < A® B are maximal, so rad(A® B) < rad(A)®rad(B).

b) Let D = 0(A),so o: A — D is surjective and rad(D) < rad(B) by a). If V' < D is maximal
and W is the full preimage of V under o, then o induces an isomorphism A/W ~ D/V,and W < A
is maximal. Thus, rad(A) < W, and so o(rad(A)) < V. Thus, o(rad(A)) < rad(D).

¢) The module A/rad(A) embeds into a direct sum of simple modules, hence is semisimple. If
rad(A4) < C, then A/C = (A/rad(A))/(C/rad(A)) is semisimple. Conversely, if A/C'is semisim-
ple, then rad(A/C) = 0 and so rad(A) < C. To prove the first claim, let £ < A be the submod-
ule with £/C = rad(A/C). Applying b) to the projection A — A/C' yields (rad(A) + C)/C <
rad(A4/C), sorad(A) + C < E. Now B = rad(A) + C'is a submodule of A with (4/C)/(B/C) =
A/(C +rad(A)) semisimple. Thus, rad(A/C) < B/C, and so E = rad(A) + C. O

PROOF OF LEMMA 2.5. Write N = FH. Being finite fields, F > [F is a Galois extension, so [22,
Theorem 1.8.4] proves a). If S < N is a maximal submodule, then F(N/S) ~ FH/FS is semisimple,
sorad(FH) < Frad(N). Conversely, FH/Frad(N) =~ F(N/rad(N)) and N/rad(N) is a direct
sum of simple FH-modules; now a) shows that F(/N/rad(N)) is a semisimple FH-module. This
implies rad(FH) < Frad(N), and therefore equality is established. This proves b). O

PROOF OF THEOREM 2.6. Most of this follows from the Krull-Schmidt Theorem [22, Theorem 1.6.6]
and Remark 1.6.22(a), Theorem 1.6.24, Theorem 1.6.20(b) in [22]. It remains to provide a proof for
the multiplicity r; in the case that [F is not algebraically closed. Let FD; = C1 @ - - - @ (Y, be a direct
sum of [F-projective indecomposables; note that the C; are direct summands of the regular module
FH. By Lemma 2.5, each C;/rad(C}) is a simple FH-modules and the isomorphism type of C;
is determined by the isomorphism type of C;/rad(C}); in particular, the direct sum constituents of
F(D;/rad(D;)) are the the simple factors Cj/rad(C}) and they are mutually non-isomorphic. The
multiplicity r; of D; as a direct summand of FH thus equals the multiplicity of C; as a direct summand
of FH, which is the multiplicity of C;/rad(C}) as a direct summand of FH / rad(FH ). Wedderburn’s
theorem implies r; = dimg(C}/rad(C})), see [22, Remark 1.6.22(a), Theorem 1.6.24]. O
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