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ABSTRACT

It has been nearly a century since the original mechanism for charge density wave (CDW) formation was suggested by Peierls. Since then,
the term has come to describe several related concepts in condensed matter physics, having their origin in either the electron–phonon or
electron–electron interaction. The vast majority of CDW literature deals with systems that are metallic, where discussions of mechanisms
related to the Fermi surface are valid. Recently, it has been suggested that semiconducting systems such as TiS3 and TiSe2 exhibit behavior
related to CDWs. In such cases, the origin of the behavior is more subtle and intimately tied to electron–electron interactions. We introduce
the different classifications of CDW systems that have been proposed and discuss work on the group IV transition metal trichalcogenides
(TMTs) (ZrTe3, HfTe3, TiTe3, and TiS3), which are an exciting and emergent material system whose members exhibit quasi-one-
dimensional properties. TMTs are van der Waals materials and can be readily studied in the few-layer limit, opening new avenues to manip-
ulating collective states. We emphasize the semiconducting compound TiS3 and suggest how it can be classified based on available data.
Although we can conjecture on the origin of the CDW in TiS3, further measurements are required to properly characterize it.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0052295

I. INTRODUCTION

The concept of a charge density wave (CDW) originates from
Peierls’ work,1 which identified the fundamental instability of a metal-
lic one-dimensional (1D) atomic chain at zero temperature. It was
found that a lattice reconstruction is energetically favorable under the
influence of an electronic disturbance having k-space periodicity equal
to twice the Fermi wavevector (q ¼ 2kF). For a half-filled band, the
reconstruction is accompanied by a metal-insulator transition. The
term CDW itself was coined by Fr€ohlich2 around the same time in his
description of a 1D superconductor, which carried current by a collec-
tive charge transport mechanism, i.e., a CDW. In real systems, the
CDW does not carry current without resistance, but rather is influ-
enced by various pinning mechanisms. This leads to a description of
conduction in which the CDW can only contribute to the current after
overcoming a critical depinning field.3 The currently accepted model
of CDW transport was developed some 20 years later by Fukuyama,
Lee, and Rice over the course of several seminal papers.4–6 It describes
a classical picture where the CDW is modeled as an elastic object that
interacts with randomly distributed impurity centers in order to

minimize its energy. Extensions to this model have been developed to
further understand the nature of CDW depinning.7–9 The general
description coming from this model provides the basis for many simu-
lations and attempts to fit experimental data in a variety of quasi-1D
systems. In the mean-field theory of CDWs,10,11 the CDW state is sta-
bilized only below a certain temperature (TCDW) because the 2kF pho-
non mode becomes increasingly screened as temperature increases,
eventually quenching the CDW state.10 Since long-range order is not
realizable at finite temperatures,12 the existence of a CDW transition
in real materials requires refinements to the mean-field theory.
Explicitly, the inclusion of thermodynamic fluctuations, which can be
suppressed by interchain coupling, results in lower estimates for TCDW
than in the mean-field theory.12,13

The transition metal trichalcogenides (TMTs) are a particular
class of quasi-1D linear-chain compounds that have been extensively
studied in the context of CDWs. A recent resonant x-ray diffraction
(XRD) experiment on the group IV TMT ZrTe3 has indicated the
importance of disorder in solidifying long-range order in practical
CDW systems. Explicitly, it has been suggested that Friedel oscillations
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are key in stabilizing the CDW.14 Interestingly, the importance of
Friedel oscillations was suggested in some of the earliest models of
CDW transport.15 Indeed, Friedel oscillations have been imaged in the
blue bronzes16 and in NbSe3.

17 Clearly, the advent of more advanced
spectroscopic and microscopic techniques allows us to expand upon
these older ideas and determine the true nature of collective state for-
mation in a wide variety of material systems. We discuss several CDW
materials in this article, with an emphasis on the group IV TMTs. A
summary of selected properties of these materials can be found in
Table I.

Many different systems show evidence of CDW formation, and
often their behavior cannot be straightforwardly linked to Peierls’ orig-
inal model. In fact, it has been shown that only a very limited set of
systems truly exhibit behavior analogous to what Peierls described.18

Recently, a classification system has been suggested in order to correct
many of the misconceptions in the field.19,20 In short, it has been
argued that there are at least three different classes of CDW. Type I is
due to the Peierls’ instability, generalized to quasi-1D systems by the
Fermi surface nesting (FSN) mechanism. In type II materials, CDW
formation is attributed to a strong enhancement of electron–phonon
coupling at a specific wavevector, albeit one unrelated to any obvious
nesting condition. Finally, and in contrast to the type I and II mecha-
nisms, type III CDWs are driven by electron–electron interactions in
systems where the Coulomb energy dominates the total energy.

The essential physics and the origin of the type I and II CDWs
comes from a model in which the free-electron gas is allowed to couple
to the lattice, such as the one originally developed by Fr€ohlich.2 This
model yields a relationship between the unperturbed phonon spec-
trum and a renormalized version under the influence of various cou-
pling mechanisms between the lattice and electron gas,

xðqÞ2 ¼ x0ðqÞ2 þ 2x0ðqÞjgðqÞj2<fvðq;xÞg: (1)

Here, gðqÞ represents the coupling strength between electronic
states at k and k0 with a corresponding phonon of wavevector
q ¼ k � k0, and vðq;xÞ is the Lindhard response function. In the
context of Eq. (1), type I CDWs arise from the particular structure of
vðq;xÞ in lower dimensions,11 where the response of the electron

density is found to be divergent at the wavevector q ¼ 2kF.
Conversely, type II CDWs are associated with a strong enhancement
of electron–phonon coupling [large g (q) near a specific phonon wave-
vector q]. In either case, the coupling leads to a softening of the pho-
non spectrum in the vicinity of q. If this softening is strong enough to
completely suppress the phonon mode, a lattice reconstruction occurs.
This is known generically as the Kohn anomaly.21

As experimental capabilities increase, it is becoming more evident
that very few systems exhibit true type I behavior. NbSe3 is a system
exhibiting two CDW transitions that can be identified from anomalies
in the temperature-dependent resistance. In the context of the Peierls’
mechanism, these anomalies stem from partial gapping of the Fermi
surface, which removes conduction electrons. Nonlinear transport is
observed in the vicinity of the transitions,22 a hallmark of CDW sys-
tems, but the Kohn anomaly is not seen in the phonon spectrum near
the CDW wavevectors.23 The nature of the pseudogaps in the Fermi
surface corresponding to its CDW transitions has been measured in
photoemission24,25 and reflectivity studies,26 but the situation is still
uncertain and the classification of NbSe3 is a subject of ongoing
research. Very recent studies have demonstrated the importance of
electron–electron interactions and self-organization of electrons, lead-
ing to effectively 1D behavior.27–29

For type I CDWs, the relevant materials have bandstuctures that
are highly one-dimensional. This requirement is fulfilled by several
linear-chain compounds, such as the TMTs, the molybdenum bronzes,
and some 1D organic salts.30,31 The structure of the linear-chain com-
pounds is that of weakly coupled molecular chains. Electron conduc-
tion is highly anisotropic and preferential along the chains.32

Consistent with Peierls’ picture, the lattice reconstruction is accompa-
nied by a metal-insulator transition. In some cases, the Fermi surface
is completely gapped, but in most real materials with complex Fermi
surfaces, only partial gapping occurs and the metal-insulator transition
manifests itself as a resistive anomaly.

For type II CDWs, the Fermi surface is quasi-2D or higher in
dimensionality. While there is no appreciable structure in vðq;xÞ to
indicate FSN, there is considerable softening of the phonon spectrum.
In this case, one should search for strong coupling to excitations else-
where in the system. Importantly, these materials need not exhibit a

TABLE I. Summary of important characteristics of materials discussed in the text. Emphasized in bold are the group IV transition metal trichalcogenides, which are the focus of
this article.

Compound Class Crystal symmetry Chain complexitya Global metallicityb

Niobium triselenide (NbSe3) TMTs Triclinic NbSe3-type Metallic
Tantalum trisulfide (TaS3) TMTs Monoclinic/orthorhombic TaS3-type Metallic
Zirconium tritelluride (ZrTe3) TMTs Monoclinic ZrSe3-type Metallic
Hafnium tritelluride (HfTe3) TMTs Monoclinic ZrSe3-type Metallic
Titanium tritelluride (TiTe3) TMTs Monoclinic ZrSe3-type Metallic
Titanium trisulfide (TiS3) TMTs Monoclinic ZrSe3-type Semiconducting
Niobium diselenide (NbSe2) TMDs Hexagonal � � � Metallic
Tantalum disulfide (TaS2) TMDs Hexagonal � � � Metallic
Tantalum diselenide (TaSe2) TMDs Hexagonal � � � Metallic
Titanium diselenide (TiSe2) TMDs Hexagonal � � � Semiconducting

aZrSe3-type, TaS3-type, and NbSe3-type correspond to 1, 2, and 3 inequivalent chains per unit cell, respectively.
bConsidering bulk material. Global refers to behavior away from typical CDW-resistive anomalies.
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metal-insulator transition. Candidates include several of the transition
metal dichalcogenides (TMDs) such as NbSe2, TaSe2, and TaS2.

33

NbSe2 exhibits both superconductivity and a structural transition asso-
ciated with a CDW,34 but with a wavevector unrelated to Fermi sur-
face nesting18,35 and no metal-insulator transition.36 TaSe2 and TaS2
exhibit particularly rich CDW dynamics, in which transitions from
different CDW states occur based on temperature and pressure.33,37

TaS2, for example, transitions from a commensurate to nearly com-
mensurate, and to incommensurate CDW state with increasing tem-
perature in a wide range from 100 to 600K.38 The emergence in
the past decade of novel techniques for the handling of ultrathin van-
der-Waals materials has provided new opportunities for the investiga-
tion of CDW phenomena in the TMDs. The propensity of these
materials to exfoliate in the form of thin crystalline sheets provides an
opportunity to manipulate their collective electronic states, through
quantum confinement to quasi-two-dimensional layers and by electro-
static gating of their carriers. Thus, a great body of work has emerged
on the subject of the tunability of the CDW states in nanoscale TMD
devices and heterostructures.38–51

Type III CDWs occur in the regime where electron–electron cor-
relations are important, a property that is neglected in the above dis-
cussions of the type I and II materials. A common method to estimate
if such interactions are important is to define an interaction parameter
(rs), which accounts for the relative contributions of the Coulomb
energy (EC) and Fermi energy (EF) to the total energy.52–54 One can
express rs as a ratio of the average interparticle distance (a) to the effec-
tive Bohr radius (aB),

52

rs ¼
EC
EF

¼ a
aB

: (2)

Since a is inversely proportional to the carrier concentration
(albeit with weaker dependence in higher dimensions), it is concluded
that the relative strength of electron–electron interactions is greater for
more dilute systems.52 There are many possible ground states for a sys-
tem in which electron–electron interactions dominate, some of which
are suggested to involve a CDW. Two examples are Overhauser’s
exchange-instability waves,55–59 associated with a spin or charge den-
sity wave having wavevector q ¼ 2kF, and Wigner’s electronic crys-
tal,60,61 associated with a CDW with q ¼ 4kF.

54,62 Examples19,20 of
type III CDWs include those found in the cuprates and manganites,
which are known for their complex and varied phases associated with
charge ordering.63 It is important to note that the charge ordering in a
CDWwould consist of delocalized electrons while conventional charge
ordering consists of localized electrons. The applicability of arguments
related to CDW formation in explaining the phenomena exhibited by
these materials is an intensely debated topic extending back more than
a decade.64–71 Noise spectroscopy measurements seem to confirm that
CDW physics are relevant in some capacity in piecing together the pic-
ture of transport in at least the manganites.72

It should be emphasized that in many CDW systems rs � 1, sug-
gesting the importance of electron–electron interactions in determin-
ing the nature of the collective state.54 In the low-temperature
commensurate CDW phase of TaS2, the system is insulating and
strongly influenced by electron–electron interactions.38,78 Depending
on the details of heating and cooling, one can observe behavior consis-
tent with a band insulator or a Mott–Hubbard insulating state.79

Within the insulating state, one can also realize so-called “hidden

CDW states” on ultrafast timescales.46,80 One of the very few semicon-
ducting systems to exhibit a CDW and associated structural transition
is the narrow bandgap semiconductor TiSe2. It has been suggested that
the CDW formation is electronically driven and that TiSe2 forms an
excitonic insulator,81–84 but the origin of the CDW is still controver-
sial.85 Recent time-resolved studies suggest that excitonic pairing due
to hybridization of the conduction and valence bands states initializes
the CDW while electron–phonon coupling is necessary to maintain
it.86,87 Separately, the existence of superconductivity and its competi-
tion with the CDW state has been investigated by pressure, electro-
static doping, and intercalation, shedding light on the mechanisms
behind the formation of these collective states.88–93 The dynamics of a
narrow bandgap also determine the characteristics of TaS2 in its
room-temperature nearly commensurate CDW phase.94

II. COLLECTIVE STATES IN THE GROUP IV TMTs

An instructive way to classify TMTs is in terms of the complexity
of their linear chains. The prototypical CDW materials TaS3 and
NbSe3 crystallize with two and three inequivalent chains per unit cell,
respectively. The complexity of the resulting Fermi surface is reflected
by the degree of interchain coupling and crystal symmetry. As an
example, NbSe3 exhibits triclinic structure, the lowest three-
dimensional symmetry class, and exhibits several CDWs that are iso-
tropic and whose transition temperatures are intimately tied to the
degree of interchain coupling. The quasi-one-dimensional structure of
the group IV TMTs makes them well suited to explorations of the dif-
ferent CDW models described above. The materials that we will dis-
cuss all crystallize in the ZrSe3-type structure, which is a low-
symmetry monoclinic class with space group P21/m. Materials with
this structure have only one type of chain per unit cell. TMTs are com-
prised of transition metal (M) and chalcogen (X) atoms in the stoi-
chiometric form MX3. The crystal structure is comprised of trigonal
prisms (formed from X2�

2 and X2� anions flanking a M4þ cation)
which stack along the b-axis, forming a chain-like structure. These
chains are linked along the a direction by interprism M-X bonds,
forming a layer that tessellates the ab-plane. The planes are connected
along the c-axis by weak van der Waals (vdW) forces [Fig. 1(a)]. The
net result is a quasi-1D structure characterized by anisotropic elec-
tronic and optical properties.73–75,98

The recent interest in the studies of CDW phenomena in TMT
materials has been enabled by the availability of synthetic techniques
for high-quality TMT crystals and their suitability for mechanical
exfoliation and device fabrication. Large TMT crystals can be conve-
niently grown via a direct reaction between elemental precursors,99,100

as illustrated in Fig. 1(b). This shows TiS3 crystals several centimeters
long, in which individual quasi-1D chains can be visualized by trans-
mission electron microscopy [Fig. 1(c)].76 Theoretical calculations
reveal that the TiS3 cleavage energies are lower than the cleavage
energy for graphene layers in graphite crystals, suggesting the ease of
exfoliation of TMT materials.76 Furthermore, the calculated energies
required for breaking weak vdW interactions between the 2D layers,
and between quasi-1D chains within the layers, are comparable.
Consequently, exfoliation of TMT crystals often results in them split-
ting along the crystallographic b direction, yielding narrow nanorib-
bons with very smooth, straight edges.76 Figure 1(d) shows a
representative atomic force microscopy image of uniform, mechani-
cally exfoliated TiS3 nanoribbons on Si/SiO2 with thickness ranging
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from 1 to 4 layers. Such nanoribbons can be conveniently used for the
fabrication of electronic devices76,77,101–105 [Figs. 1(e) and 1(f)] that
provide testbeds for the investigation of transport phenomena in
TMTs.

The metallic members of the group IV TMTs have been exten-
sively studied due to the coexistence of superconductivity and CDW
ordering. The interplay of which can be manipulated by temperature,
pressure, and doping (chemical or electrostatic). The remaining group
IV TMTs are semiconducting, yet experimental results indicate mem-
bers such as TiS3 exhibit behavior consistent with CDW formation.
These methods reflect a general approach to studying phase changes
and rich collective state physics in a variety of other material systems
such as the TMDs.106

A. ZrTe3
Several decades after its initial synthesis, characterization,98 and

classification,100 it was discovered experimentally that ZrTe3 is semi-
metallic107,108 and exhibits both CDW and superconducting transi-
tions.109–111 Both phenomena are related to Fermi surface instabilities
and thus the interplay of their electronic states make this material a
testbed for particularly interesting physics. The origin of its different

phases can be understood in terms of the topology of the multifaceted
Fermi surface of ZrTe3 [Fig. 2(a)]. This surface comprises an admix-
ture of quasi-1D sheets, a 3D sheet, and a van Hove singularity at the
intersection of such topologies.112,113 The CDW transition occurs due
to nesting of the quasi-1D sheets, as well as strong electron–phonon
coupling while the superconducting transition is associated with elec-
tronic states on the 3D and intersecting surfaces.112

The CDW transition of ZrTe3 occurs at a critical temperature of
TCDW � 63K and is associated with a commensurate ordering vector
which connects the quasi-1D sheets of the Fermi surface.
Determination of this vector by both band structure calculations112,113

and electron diffraction measurements114 results in good agreement.
Additionally, diffuse x-ray scattering experiments reveal a strong
Kohn anomaly in the phonon spectrum as the temperature is lowered
in the vicinity of TCDW [Fig. 2(b)].96 However, the mean-field theory
of CDWs10,11 predicts a particular temperature dependence of the
Kohn anomaly that is not obeyed in experiment. This is an indication
of the importance of higher-dimensional fluctuations in determining
the nature of the CDW transition in real materials. This is a well-
understood problem and corrections to the mean-field theory exist in
the literature.12,13 With the advent of more precise spectroscopy meth-
ods (e.g., ARPES), fluctuations and their implications can be more
readily studied. Raman spectroscopy studies have illustrated the
importance of electron–phonon interactions in determining the quan-
titative properties of the CDW transition.97,115 Several of the Raman-
active phonon modes of ZrTe3 show broadening and asymmetry con-
sistent with coupling to the CDW state [Fig. 2(c)].97 Finally, a recent
ARPES study revealed an anomaly in the quasiparticle scattering rate
across the 3D portion of the Fermi surface at TCDW, suggesting an
interaction between the CDW and superconducting states.116

From electrical measurements,109,110 evidence of CDW formation
is given by an anomaly that appears in the temperature dependence of
the resistance at TCDW. Since qCDW only has components in c and a,
this anomaly is not observed along the b direction. In a type I picture
(FSN driven), such resistive anomalies are caused by destruction of the
quasi-1D components of the Fermi surface as TCDW is approached.
Accompanying this change, carriers are driven into the CDW state
and, thus, the resistance is modified. In the 1D Peierls picture, the
Fermi surface is completely destroyed, leading to a metal-insulator
transition, but in ZrTe3 the metallicity is maintained by the other com-
ponents of its Fermi surface that are unaffected by the transition. This
idea has been confirmed by detailed ARPES measurements which
show the evolution of the relevant Fermi surface components with
temperature.95

The superconducting transition of ZrTe3 occurs at a critical tem-
perature of Tc � 2K along the a direction and Tc � 5K along the b
direction. Furthermore, the transition along a is sharp while it is signif-
icantly more gradual in the b direction.111,119 Thus, early investigations
described the superconductivity as filamentary in nature.111 In con-
trast, the more familiar bulk superconductivity is isotropic.120 Later
studies of the specific heat uncovered a humplike anomaly below Tc
and a strong deviation from the expected functional form
(Cp=T ¼ cþ bT), where c and b are the electronic and lattice specific
heat coefficients, respectively. This is a typical characteristic of a bulk
superconductor. The authors presented a model in which there is a
crossover from filamentary to bulk superconductivity with decreasing
temperature, so-called “mixed bulk-filament superconductivity.”119 In

FIG. 1. (a) One of the simplest structures formed by the TMTs is the ZrSe3-type
structure with one type of MX3 chain.

73 More complex materials crystallize with two
(TaSe3-type) or three (NbSe3-type) inequivalent chains.

74,75 (b) Optical photograph
of TiS3 crystals grown by a direct reaction between metallic titanium and sulfur
vapor in a sealed ampule at 550 �C.76 (c) TEM image of quasi-1D chains in a TiS3
crystal.76 Ti, blue spheres; S, yellow spheres. (d) AFM image of mechanically exfoli-
ated TiS3 nanoribbons on Si/SiO2 (top), and their height profiles showing thick-
nesses ranging from 1 to 4 layers (L) (bottom).76 Reprinted with permission from
Lipatov et al., ACS Nano 12(12), 12713–12720 (2018). Copyright 2018 American
Chemical Society. (e) and (f) Scheme and SEM image of a representative two-
terminal device based on a mechanically exfoliated TiS3 nanoribbon.

77 Reprinted
with permission from Lipatov et al., Nanoscale 7(29), 12291–12296 (2015).
Copyright 2015 by a CC-BY 3.0 license.
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this model, the high-temperature filamentary state is characterized by
short-range, attractive interactions between local electron pairs which
behave as bosons. At low temperature, long-range order develops and
conventional Cooper pairs give rise to the observed bulk superconduc-
tivity. It is concluded that this unique situation is due to the nature of
the intersecting region of the Fermi surface,119 a point suggested in
earlier theoretical calculations.112 Recent experimental results in which
the effects of pressure and magnetic field were taken into account sup-
port the picture of local-pair formation.121

The pressure dependence of both the CDW and superconducting
state of ZrTe3 has been investigated, largely for the purpose of explor-
ing their interplay.118,122,123 The essential behavior is captured in the
phase diagram of Fig. 3(b). As the pressure is initially increased, TCDW
increases while Tc vanishes near � 0.5GPa. With further increase in
pressure, however, CDW formation is suppressed above � 5GPa, and
the superconductivity reemerges. This reentrant superconductivity118

can be explained in terms of Fermi surface dynamics. In a simple pic-
ture, the CDW dynamics are confined to the quasi-1D sheets on the
Fermi surface while the superconducting dynamics are confined to the
remnant portions. If pressure changes the shape of the Fermi surface,
the remnant surface after the CDW transition will be modulated, thus
affecting the density of states available to participate in the supercon-
ducting transition.118 One can estimate the change in density of states
near the Fermi level due to the CDW transition directly from the tem-
perature dependence of resistance124,125 and such an analysis qualita-
tively supports this scenario.118 In a recent study, pressures of up to
36GPa were applied to ZrTe3 samples and Tc was observed to be as
high as 7.1K at 28GPa.126

The dynamics of the CDW and superconductivity can also be
modulated by chemical doping. To this end, various compounds of
ZrTe3 have been created by either intercalation127–129 (Nix ZrTe3, Cux
ZrTe3, and Agx ZrTe3) or substitution (ZrTe3-x Sex). In the intercalated
compound Ni0.05ZrTe3, TCDW was suppressed from its nominal value
of 60K to 41K. Simultaneously, Tc was enhanced from 2K to 3.1K.127

Similarly, in Cu0.05ZrTe3 TCDW was suppressed slightly while Tc was
enhanced to 3.8K.128 In both cases, the adatoms weakly perturb the
lattice parameters, but change the properties of the Fermi surface such
that the coexistence of the CDW and superconducting states is sup-
pressed, leaving only superconductivity favored. Several authors have
investigated the substitutional compound ZrTe3-x Sex to understand
the quenching of the CDW state due to increasing substitutional disor-
der. The phase diagram of Fig. 3(a) illustrates how with increasing Se
content, the CDW state disappears in favor of superconductivity.117

Optical reflectivity and ARPES measurements indicate that with
increasing Se content, the CDW order becomes more short-ranged as
the lattice becomes structurally disordered.130,131

B. HfTe3
In spite of the fact that they are isostructural99 and predicted to

have both similar electronic properties and sensitivity to external pres-
sure,112 HfTe3 has been studied far less than ZrTe3. It should be noted
that HfTe3 is difficult to synthesize, requiring tight growth conditions.
Additionally, it is not stable in air, quickly transforming from its native
metallic state to an insulating one in a matter of hours.134 Despite
these difficulties, several authors have managed to create devices to

FIG. 2. (a) The Fermi surface of ZrTe3 measured by ARPES indicates a broad 3D component in the vicinity of the G-point that is flanked on either side by quasi-1D sheets
that comprise the Brillouin zone boundaries. The van Hove singularity linking the two topologies occurs at the B-point where they intersect.95 ARPES data reprinted with per-
mission from Yokoya et al., Phys. Rev. B 71(14), 140504 (2005). Copyright 2005 American Physical Society. (b) The Kohn anomaly is observed near the component of qCDW
(qp � 3:93) as temperature is lowered below the transition temperature.96 Reprinted with permission from Hoesch et al., Phys. Rev. Lett. 102(8), 086402 (2009). Copyright
2009 American Physical Society. (c) Several vibrational modes in the Raman spectrum deviate from the expected Lorenzian line shape, reflecting their coupling to the CDW
state.97 Reprinted with permission from Hu et al., Phys. Rev. B 91(14), 144502 (2015). Copyright 2015 American Physical Society.
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confirm the existence of CDW and superconducting states. An initial
study reported on the strain induced dynamics of HfTe3 thin films
grown on a Hf substrate. The lattice mismatch between the layers
induced local wrinkles in the HfTe3 thin film that could be investigated

by several microscopy and spectroscopy methods. A scanning-tunneling
microscopy (STM) topographic image of a wrinkle is shown in Fig. 4(a),
with corresponding line scans along and across it [Fig. 4(b)]. The differ-
ential conductance is measured by the probe [Fig. 4(c)] and reflects

FIG. 3. (a) Phase diagram of ZrTe3 doped with small amounts of Se.
117 Adapted with permission from Zhu et al., Sci. Rep. 6, 26974 (2016). Copyright 2016 Author(s), licensed

under a Creative Commons Attribution 4.0 license. (b) Pressure-dependent phase diagram of ZrTe3 revealing the interplay of CDW and superconducting states and reentrant
superconductivity.118 Reprinted with permission from Yomo et al., Phys. Rev. B 71(13), 132508 (2005). Copyright 2005 by the American Physical Society.

FIG. 4. (a)–(c) Scanning-tunneling micros-
copy (STM) and scanning-tunneling spec-
troscopy (STS) measurements of wrinkles
formed on a HfTe3/Hf heterostructure
which exhibit large modulations in the
local density of states.132 Reprinted with
permission from Wang et al., Adv.
Electron. Mater. 2(12), 1600324 (2016).
Copyright 2016 John Wiley and Sons. (d)
Highly anisotropic temperature-dependent
resistance of HfTe3 samples.133 (e)
Comparison of the temperature-
dependent resistance for polycrystalline
(left axis) and crystalline (right axis) sam-
ples.133 Adapted with permission from Li
et al., Phys. Rev. B 96(17), 174510
(2017). Copyright 2017 American Physical
Society.
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changes in the local density of states. The conclusion is that new elec-
tronic states are localized near the wrinkles which may be used for nano-
electronic devices such as waveguides.132 In a more complex
heterostructure (HfTe3/HfTe5/Hf), the superconducting spectrum of the
HfTe3 was measured by scanning-tunneling spectroscopy (STS). The
film was found to have a relatively low Tc � 1:2K.135 Shortly after, the
CDW and superconducting states were observed together in more tradi-
tional current–voltage measurements on polycrystalline HfTe3 samples.
The usual resistive anomaly was observed at TCDW � 82K and super-
conductivity emerged at Tc � 1:8K. Under application of modest pres-
sure (1GPa), TCDW was found to shift to higher temperatures in a
similar way to ZrTe3.

134 The nature of the various phases of HfTe3 was
made clearer by a systematic study of both polycrystalline and crystalline
samples.133 The polycrystalline samples exhibited both the CDW transi-
tion (TCDW � 80K) and superconductivity (Tc � 2K), while the crys-
talline one showed only a CDW transition (at a slightly increased
temperature of �93K). The absence of superconductivity in the crystal-
line sample suggests the importance of disorder to mediating the super-
conducting transition. Additionally, the authors concluded from
magnetic susceptibility and specific heat measurements that the super-
conductivity is filamentary in nature. Electrical measurements along the
different crystallographic directions exhibit significant differences [Fig.
4(d)]. In contrast to ZrTe3, where the CDW forms in the ac plane, the
CDW transition is prominent along the a axis, but has a weaker effect
on conduction along the b direction. This suggests that the CDW forms
in the ab plane. The behavior along the c axis is very different,133 exhibit-
ing a metal-insulator transition near TCDW. Finally, HfTe3 films in the
few-chain limit were recently synthesized inside multiwall carbon nano-
tubes. In the limit of three or fewer chains, the HfTe3 underwent a
metal-semiconductor transition due to a structural change of the chains
from trigonal prismatic to triginal antiprismatic.136

C. TiTe3
Synthesis of TiTe3 has only recently been demonstrated, under

challenging conditions of confined growth in multiwall carbon nano-
tubes, and the resulting material has only been shown to be stable in
the few-chain limit.137 There are a few references to this material in
the literature, with the earliest study stating that it could not be synthe-
sized despite a wide attempted parameter space.98 In a theoretical
study, it was determined that the cleavage energy of this material is
larger than that of many of the triselenides and trisulfides, making it
more difficult to exfoliate. TiTe3 is predicted to be metallic with a large
density of states near the Fermi energy, suggesting the possibility of
realizing superconductivity.138 This would be consistent with what is
observed in the other TMT members that we have discussed. Density-
functional theory (DFT) calculations in the recent growth study indi-
cated that TiTe3 in the one-chain limit is semiconducting with a
0.680 eV bandgap.137

D. TiS3

Titanium trisulfide (TiS3) is a van der Waals material76 that has
been studied in several different contexts. The aspect that has gained
the most attention in recent studies involves its anisotropic optoelec-
tronic and thermoelectric properties.138,143–148 The electrical properties
of TiS3 are also of significant interest and display this anisotropy149 as
well as several indications of collective state formation, believed to be

related to a CDW. These behaviors are typically found in metallic
materials, so it is particularly interesting to see them in a compound
that is semiconducting for a large range of temperature. It should be
emphasized that investigating the field-effect is much more tenable in
nanoscale and semiconducting CDW materials than in their metallic
counterparts. The ability to vary carrier concentration via the field-
effect77,102 is imperative for probing the nature of collective state for-
mation as shown in earlier studies on NbSe3 and TaS3.

150,151

Some of the earliest studies of TiS3 determined152–155 that it was
an n-type band semiconductor with a metal-insulator transition
(MIT) near TMIT � 220K. X-ray diffraction studies were unable to
detect distortion of the crystal in the vicinity of TMIT and it was deter-
mined that the transition is not associated with a CDW.152 Below
TMIT, the conductivity exhibited a strong frequency dependence and
the thermopower decreased markedly below 100K. These observa-
tions were used to explain the importance of disorder and localization
in transport.154 The MIT has been observed in several subsequent
studies on the bulk material139,140,142,156–158 and, more recently, in
nanowires,104,141,159 in which its onset temperature can be controlled
by variation of the carrier density via the field-effect [Fig. 5(a)].104

Several different mechanisms have been suggested to account for the
occurrence of the MIT. The first of these is a Peierls distortion, which
structural measurements seem to discount at present.152 The second is
a competition between the decreasing carrier concentration and
increasing mobility as temperature is decreased. This interpretation
stems from observed differences between the Hall and field-effect
mobilities, behavior which is attributed to the influence of CDW fluc-
tuations on the field-effect. The net result is that the field-effect mobil-
ity is lower than the Hall mobility. In essence, it is suggested that there
is no true MIT and that TiS3 remains semiconducting up to at least
room-temperature.160 The third interpretation comes from a transport
model in which TiS3 becomes a degenerate semiconductor above
TMIT.

104,161 In a separate study on h-BN encapsulated TiS3 devices,
both the Hall and field-effect mobilities were found to exhibit power-
law dependencies on temperature (l / Tc), with c consistent with
phonon-limited scattering mechanisms. The difference between the
power-law fits and magnitude of the different mobilities was explained
in terms of the Hall scattering coefficient.159 Interestingly, the field-
effect mobility was found to be larger than the Hall mobility while
their maxima occurred in the same temperature range. This is in con-
trast to other studies where the Hall mobility was larger and had its
maximum at lower temperature than the field-effect mobility.139 It is
expected that a comprehensive model considering phonon scattering
mechanisms at high temperatures and CDW dynamics at lower tem-
peratures is required to accurately describe the observed mobility trend
in TiS3.

TiS3 is isostructural to the materials discussed thus far, but has a
markedly lower room-temperature carrier concentration153 (around
1018 cm�3) than the typical metallic TMTs such as NbSe3, TaS3,
ZrTe3, or HfTe3. Despite this, several characteristics of its electrical
transport, observed in many experiments, suggest collective state for-
mation. In thick samples, three cusp singularities are observed in the
temperature-dependent resistance at T1 ¼ 23K, T2 ¼ 53K, and
T3 ¼ 103K [Fig. 5(d)].141,142 In the mean-field CDW theory, cusp-
like singularities are predicted for a second-order transition to the
CDW ground state with long-range 3D order.11 In nanoscale samples,
resistive anomalies are also observed, but the results are somewhat

Applied Physics Letters PERSPECTIVE scitation.org/journal/apl

Appl. Phys. Lett. 118, 210502 (2021); doi: 10.1063/5.0052295 118, 210502-7

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/apl


inconsistent. In a study141 performed on a nanowire 15-nm thick, pre-
sumed transitions associated with T2 and T3 were evident at lowered
temperatures of 46K and 85K, while no evidence was found of the
expected transition at T1. In another report,159 in contrast, performed
on a nanosheet 26-nm thick, the features expected at T1 and T2 were
observed at 20K and 50K, respectively, while structure indicative of
T3 was now absent. In both studies, it was moreover found that these
temperature scales could be modified by varying the carrier concentra-
tion in the device via the field-effect. The common feature of these
experiments, that the anomalies observed in the nanoscale devices all
occur at temperatures below those of the bulk material, can be attrib-
uted to finite-size effects.162 These are well established in the more
widely studied CDWmaterials such as TaS3

163 and NbSe3.
164 In short,

as the dimensions of the sample shrink, the tendency for TCDW to
decrease, and for the CDW transition to broaden,162 as the sample size
is reduced is consistent with the influence of CDW fluctuations in the
mean-field theory.11,13

Power-law behavior has been observed in the current-voltage
characteristic of bulk TiS3 samples at the lowest voltages measured
below T2. This behavior is seen along all crystallographic directions
with the highest nonlinearity observed along the c direction [Fig.
5(b)].157 In most metallic CDW materials, this nonlinearity manifests
itself as a fairly well-defined threshold in the conductance. Below this
threshold, the conductance is small and constant, indicating an
Ohmic, single-particle contribution. At larger voltages, the conduc-
tance rises nonlinearly as the CDW becomes unpinned and freely

carries current in the channel.166 Often, however, the situation is not
as simple and various secondary effects such as CDW phase slip or
thermal creep can cause the observed power-law behavior with no
clear threshold. Such effects are most prominently manifested in
finite-size samples.162 In an experiment performed on TiS3 nanorib-
bons, for example, it was found that anomalies in the power-law
dependence of the current were correlated with the different CDW
transition temperatures.141 For a system with several CDWs such as
NbSe3, the threshold voltage for the onset of nonlinear conduction is
known to have extrema at the various transition temperatures.22 The
correlation reported in TiS3 nanoribbons

141 is therefore perhaps rea-
sonable.22 Exceptionally strong nonlinearity over a large voltage range
is observed in nanowires and is found to be carrier concentration
dependent. The nonlinearity is greatest at the lowest carrier concentra-
tions, creating a situation where the differential conductance is
quenched for small voltages.104 Non-Ohmic behavior at low fields can
manifest from contact resistance, a problem exacerbated in low-
dimensional materials,167,168 but such effects have been shown experi-
mentally104 and theoretically169,170 to be negligible in TiS3 with stan-
dard contact metals. It should be noted that at low-temperature,
saturation of the differential resistance has been observed for very low
fields in an h-BN encapsulated TiS3 nanoribbon,159 an observation
more typical of CDW systems.

Reflecting the anisotropic structure of TiS3, the temperature-
dependent resistance measured along different crystallographic axes is
found to be inequivalent. All of the resistive anomalies (T1, T2, T3) are

FIG. 5. (a) The MIT in TiS3 nanowires can be influenced by the channel carrier concentration, which increases with increasing gate voltage on the vertical axis.104 Adapted
with permission from [Randle et al., ACS Nano 13(1), 803–811 (2019). Copyright 2019 American Chemical Society. (b) Power-law nonlinearity is observed in the current-
voltage characteristic of bulk TiS3 samples at temperatures below 60 K.139 Adapted with permission from Gorlova et al., Physica B 460, 11–15 (2015). Copyright 2015 Elsevier.
(c) Bulk TiS3 exhibits modest resistance anisotropy at room-temperature, but it is greatly enhanced at low temperatures.140 Reprinted with permission from Gorlova et al.,
Physica B 407, 1707–1710 (2012). Copyright 2012 Elsevier. (d) Thick TiS3 samples have three resistive anomalies in the temperature-dependent resistance. Their exact posi-
tions vary slightly between samples, but in a 50 nm sample, they are observed at T1 ¼ 23 K, T2 ¼ 53 K, and T3 ¼ 103 K.141 Adapted with permission from Huang et al., Chin.
Phys. B 26(6), 067302 (2017). Copyright 2017 IOP Publishing. Very similar values are observed in truly bulk samples.142
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observed in both of the in-plane directions [(a) and (b)]. T3, however,
is not observed in the van der Waals c direction which separates
layers.157 Because there are multiple transition temperatures and they
display anisotropy, it has been suggested that two CDWs may form in
TiS3, along and across the chains.157 This claim is consistent with an
earlier XRD study that revealed additional reflections forming along
the a direction.140 Aside from these features, the resistivity anisotropy
is measured to be qc : qa : qb � 20 : 5 : 1 at room-temperature.
The anisotropy increases significantly below 100K and near T2 it is
qc : qa : qb � 106 : 103 : 1 [Fig. 5(c)].157 The significance of T2 is
moreover established by the behavior of the magnetoresistance below
this temperature, which indicates charge or magnetic ordering.158

Frequency-dependent noise and metastable states are well-
established phenomena that are intrinsic to CDW systems.166 One
characteristic not often discussed in the context of CDWs, however, is
mesoscopic conductance fluctuations. In the context of normal metals,
one can observe, for example, universal conductance fluctuations in
wires171–173 and Aharonov–Bohm oscillations in rings.174,175 Usually,
these phenomena arise from interference in the single-electron wave-
function. The electron phase coherence required to observe the fluctu-
ations is only preserved at low temperatures (�1K) and is washed out
quickly with increasing temperature.176–181 The situation is quite dif-
ferent for CDW systems, in which the phase coherence lengths can be
several tens of micrometers long at cryogenic temperatures and there
are large fluctuations of the order parameter. Conductance fluctua-
tions have been measured in rings of TaS3

165 and through columnar
defects in NbSe3.

182 In TaS3 rings, Aharonov–Bohm oscillations were
observed [Fig. 6(a)] and they persisted to high temperature.165 The
magneto-conductance oscillations arise from coupling of the CDW to
a vector potential generated by the magnetic field.183 Recently, meso-
scopic conductance fluctuations have been observed in TiS3 nanowires
[Figs. 6(b) and 6(c)].104 Their temperature dependence is nonmono-
tonic, having a global maximum near one of the CDW transition tem-
peratures (T2 � 40K). Moreover, the fluctuations persist to
temperatures exceeding 200K, suggestive of a large coherence length
in the system. Both of these observations strongly suggest that the fluc-
tuations are related to the dynamics of CDW formation and decoher-
ence with increasing temperature.

Overall, the experimental results in bulk and nanoscale TiS3 sam-
ples are consistent with those expected of a CDW material. Moreover,
the semiconducting nature of TiS3 suggests the formation of an
unconventional CDW in this material that is likely more related to
charge ordering and electron–electron interactions (type III) than elec-
tron–phonon interactions (type I and II). The mounting experimental
evidence in favor of CDW formation must be corroborated by mea-
surements that can probe crystal and electronic structure to verify this
assertion, and distinguish the CDW state from other possible ground
states. A collection of methods traditionally employed to characterize
CDW materials are summarized in Table II. As stated earlier, XRD
studies of TiS3

140 have revealed additional lattice reflections at low
temperature, suggesting an incipient structural change, but further
study is required. Specifically, those methods which can probe the cou-
pling of electronic degrees of freedom to the lattice, such as Raman
spectroscopy, and the different scanning probe methods would be
important for characterizing a system displaying type III behavior.
Aside from the long coherence lengths suggested by mesoscopic con-
ductance fluctuations in transport measurements,104 there is no direct

evidence of CDW domain formation or coherence in TiS3, which
could be explored by STM, STS, or AFM studies (Table II). We note
that Raman studies have been performed on TiS3,

76,184 but not at low
enough temperatures or with the intention of probing collective state
physics.

As a final note, we consider a recent first-principles DFT study185

of TiS3 monolayers in which a type I CDW with its origin in the
Peierls distortion is revealed for large electronic densities such that the
Fermi level is within the conduction band (i.e., under conditions where
the Fermi surface exists). Depending on the carrier concentration, TiS3
was predicted to exhibit different electrical properties. In the doping
interval 0–0.1 electrons per unit cell, it was found that the Fermi

FIG. 6. (a) Robust Aharonov–Bohm oscillations are observed in TaS3 at high tem-
peratures (5.1 K and 79 K) due to the large coherence length of the CDW in this
material.165 Adapted with permission from Tsubota et al., Europhys. Lett. 97, 57011
(2012). Copyright 2012 IOP Publishing. (b) and (c) Mesoscopic conductance fluctu-
ations are observed in TiS3 nanowires as a function of carrier density. They persist
to high temperature due to the existence of a CDW with large phase coherence
length.104 Adapted with permission from Randle et al., ACS Nano 13(1), 803–811
(2019). Copyright 2019 American Chemical Society.
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surface is closed and corresponds to a 2D metal. For 0.18–0.3 electrons
per unit cell, the Fermi surface opens, revealing a quasi-1D nature and
the possibility, dependent upon the exact doping level, of nesting.
Many of these observations stem from the fact that interchain coupling
in TiS3 is nontrivial.

185 Two studies considering the electric field-effect
in TiS3 discovered that the resistive anomaly near 50K (T2) experien-
ces a shift and narrows with increasing carrier concentration.159,186 It
has been suggested186 that this narrowing is consistent with the high
density Peierls distortion considered in the DFT study.185 This CDW
is predicted to form in an effectively metallic state of TiS3 and is
derived from the mono and few layer bandstructures. At this time, we
suggest that this type I CDW be considered separately from the type
III one discussed above.

III. CONCLUSION

The conventional wisdom that the Peierls distortion alone gives
rise to the CDW state has been challenged by recent simulations and
experiments on prototypical CDW materials with complex structures
such as NbSe3, which have several inequivalent chains in their unit cell
and thus complex bandstructures. The group IV TMTs are a class of
materials recently considered for CDW physics that are structurally
simpler, having only one inequivalent chain per unit cell. The metallic
tritellurides ZrTe3 and HfTe3 exhibit both CDW and superconducting
transitions, with rich interplay that can be explored by various pres-
sure dependent and doping experiments. ZrTe3 is fairly well studied,

while HfTe3 and the recently synthesized TiTe3 require further
inquiry. The results from the literature suggest that these materials
exhibit CDW physics closer to that envisioned by Peierls (type I) but
also underline the importance of more general electron–phonon inter-
actions in stabilizing the state (type II). We, however, tentatively sug-
gest that these materials are type I, in that the Fermi surface nesting
mechanism drives the CDW while other contributions are secondary.
Regardless of origin, these materials are promising for continued
exploration into how different collective states interact and develop-
ment of nanoelectronic devices based on this interaction. TiS3 is a
group IV TMT that is semiconducting but exhibits behavior that can
be attributed to collective state formation and, most likely, to CDWs.
Most discussion of CDWs is confined to metallic materials, so further
investigation into this material is called for. Collective states forming
in compounds in the semiconducting state are thought to be related to
electron–electron interactions instead of Fermi surface dynamics.
Some examples include Wigner crystallization, formation of an exci-
tonic insulator (such as in TiSe2), or Mott dielectrization (such as in
TaS2). These possibilities have been also suggested for some time by
other authors.142 TiS3 can then be said to exhibit a type III CDW,
driven by charge ordering. Measurements that continue to reveal the
true nature of prototypical CDWmaterials like NbSe3 are necessary to
determine the nature of the collective state and presumed CDW in
TiS3. Scanning probe methods, in particular, can be used to discern
structures formed by correlated electrons in detail, including the local

TABLE II. Summary of experimental techniques commonly implemented for characterization of the crystal and electronic structure of CDW materials.

Technique namea Structure probed Scope Information extractedb,c

X-ray diffraction Crystal Macroscopic Crystal structure and symmetry, lattice constants/angles,
structural phase transitions

Diffuse x-ray scattering Crystal Macroscopic Sharp scattering peak near qCDW reflections gives informa-
tion about pinning/defects

Inelastic x-ray scattering Crystal Macroscopic X-ray energy loss from different phonon branches can
reveal the Kohn anomaly, thus identifying qCDW

Inelastic neutron scattering Crystal Macroscopic Neutron energy loss from different phonon branches can
reveal the Kohn anomaly, thus identifying qCDW

Photoemission spectroscopy Electronic Microscopic Bandstructure mapping/occupation, Fermi surface topol-
ogy, and direct imaging of CDW gap/pseudogap

Reflectance spectroscopy Electronic Macroscopic Redistribution of spectral weight provides information
about Fermi surface gapping and CDW fluctuations

Scanning tunneling spectroscopy Electronic Microscopic Determination of the local density of states (LDOS) helps to
map CDW coherence lengths and pinning mechanisms

Raman spectroscopy Crystal and
electronic

Macroscopic Light scattering reveals CDW related vibrational modes, el-
ph coupling quantified by linewidth changes and peak

shifting
Selected area electron diffraction Crystal and

electronic
Microscopic Superlattice imaging gives components of qCDW and can

also give information about CDW commensurability
Scanning tunneling microscopy Crystal and

electronic
Microscopic Local density of states (LDOS) measurement. Reveals CDW

domains, periodicity, commensurability, and pinning
Atomic force microscopy Crystal and

electronic
Microscopic Surface electronic charge density measurement. Reveals

CDW domains, periodicity, commensurability, and pinning

aTemperature, time, and angle-resolved versions of many of these experimental techniques are available.
bThis is not intended to be comprehensive, but rather focuses on information relevant to characterizing a CDW.
cTemperature-dependent experiments with these methods will also reveal information about the CDW ordering temperature(s) (TCDW).
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order of a Wigner crystal.187 The exploration of the unconventional
CDW in semiconducting compounds such as TiS3 presents the oppor-
tunity for development of novel electronic devices that combine the
aspects of CDW conductors and band semiconductors.
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