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Abstract

The dynamics of a proposed microelectromechanical system (MEMS) consist-

ing of an array of limit cycle oscillators (LCOs) are analyzed. The LCOs have

dissimilar limit cycle frequencies and are coupled in a nearest-neighbor configu-

ration via electrostatic fringing fields. The emergence of synchrony in the array

is outlined for two cases: self-synchronization of the array to a single frequency,

and entrainment of the array to an external inertial drive. Numerical analysis

is used to study the dependence of synchrony on system parameters such as the

coupling strength, detuning in the array, inertial drive strength, and frequency

of the inertial drive. It is shown that the route to synchrony is complex due to

the formation of frequency clusters. The limit cycle frequency of a single equiv-

alent oscillator, with parameters averaged over the array is used as an estimate

for the frequency of locking for the array. This equivalent oscillator is used to

approximate the entire array and perturbation methods are applied to it. The

perturbation method qualitatively captures the entrainment characteristics of

the externally-driven array. This analysis is also used to track the complex se-

quence of bifurcations that occur as the drive strength changes, and to estimate

the threshold drive strength for entrainment.
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Numerical analysis, Perturbation methods, Beams

1. Introduction

Microelectromechanical (MEMS) and nanoelectromechanical (NEMS) oscil-

lators are a subclass of micro- and nano-sized devices and consist of a mechan-

ical resonating element driven by a steady energy source. The resonator can

be fashioned into different shapes such as doubly clamped beams, nanotubes,5

dual-disk structures, clamped membranes, and torsional paddles [1, 2, 3, 4, 5].

Notable among these shapes are cantilever and doubly-clamped beams, which

have been used in a multitude of frequency-shift based sensing applications such

as chemical vapor sensing, mass sensing and force sensing [6, 7, 8], and in various

time-keeping devices [9]. The wide range of applications motivates the study of10

the dynamics of MEMS oscillators that exhibit self-oscillations. Active oscilla-

tors which are capable of self-oscillations are to be contrasted with passive res-

onators which only respond to an external forcing function [10]. Self-oscillations

are generated by drawing power from an aperiodic source and maintained via

a dissipative mechanism and are described by stable limit cycles in the phase15

plane for the corresponding dynamical system. In this work, systems that ex-

hibit self-oscillations are termed as limit cycle oscillators (LCOs) or oscillators.

In a prior work, the dynamics of single MEMS LCO driven by a continuous-

wave laser has been analyzed [11]. The oscillator is modeled using a third-

order system of coupled nonlinear ordinary differential equations and one of20

the key findings is the minimum laser power at which the system demonstrates

limit cycle oscillations by undergoing a Hopf bifurcation. A single MEMS LCO

driven by an external inertial drive has also been studied [12]. Typically, there

is a mismatch in the frequency of the inertial drive and that of the LCO. If the

strength of the drive is above a threshold, the LCO is entrained by the inertial25

drive.

LCOs can also interact with each other via coupling fields to form networks

of different topologies. Oscillator networks can be engineered, but they are
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also found in nature in myriad forms, for example in intestinal muscles, in the

circadian rhythm of the human body and sleep-wake cycle, and in socially-30

synchronized organism colonies like that of fruit flies and honeybees [13, 14, 15].

Further, even simple networks of oscillators can show complex dynamical be-

havior [16]. This gives us a broader context to study the behavior of oscillator

networks. When MEMS LCOs are fabricated, they inadvertently have variable

dimensions due to manufacturing limitations and such defects can alter the ca-35

pabilities of the oscillator to act as high-resolution sensors or stable time-keeping

devices. To circumvent this limitation, the device can be built as a network of

two or more LCOs and coupled using different methods like mechanical linkages,

electrostatic fringing fields, optical radiation fields, and resistors [17, 18, 19, 20].

A network with nearest-neighbor coupling is the focus of this work and such a40

network is termed an array.

In an array of MEMS LCOs, the oscillators typically have different lengths

and hence different limit cycle frequencies. Such an array is said to be frequency-

detuned or detuned. An interesting feature of a detuned array of LCOs is the

emergence of synchronization. In the presence of sufficient coupling, the dissim-45

ilar LCOs interact amongst themselves and show steady oscillations at a single

frequency, and the network shows lower phase noise [21] and higher frequency

stability [22]. Such a system is said to be self-synchronized and the common

frequency of all the LCOs is called the locking frequency. When such an array is

driven externally by an inertial forcing function, it is possible for all the LCOs to50

oscillate at the frequency of the drive. This is termed as frequency-entrainment

or entrainment to the drive. If the oscillators are not synchronized, they are

said to be in a state of drift.

In this work, we study the dynamics of an array of eight detuned, electrostat-

ically coupled and laser-driven MEMS LCOs. The physical system is described55

in detail in Sec. 2. The mathematical model used to describe the system and the

numerical methods used to solve the model are discussed in Sec. 3. In Sec. 4,

we use these numerical methods to analyze the dynamics of the array of LCOs.

Self-synchronization and its onset for different parameter values are studied.
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A method to estimate the locking frequency is introduced, which allows us to60

approximate a self-synchronized array of LCOs using a single equivalent LCO.

The response of the array to an external inertial drive is detailed in Sec. 5. The

entrainment of all oscillators in the array to the drive is studied using pertur-

bation theory applied to the equivalent oscillator. The method allows us to

calculate the threshold drive strength for entrainment and reveals a sequence of65

bifurcations that the oscillator undergoes en route to entrainment.

2. Description of the physical system

A schematic of the device setup is shown in Fig. 1. The MEMS LCO ar-

ray envisioned here consists of eight beams, made of silicon, with lengths in

the order of tens of micrometers and thicknesses in the order of hundreds of70

nanometers. The lengths of the beams in the array are dissimilar, either due

to unavoidable fabrication imperfections or due to deliberate design choice, and

hence the array is detuned. The detuning increases with an increase in the vari-

ation in the lengths of the beams. The beams are doubly clamped to the silicon

dioxide layer underneath and the silicon dioxide layer itself is supported by a75

thick silicon handle. The entire device can be fabricated using photolithography

and etching on a silicon-on-insulator (SOI) wafer. The silicon beams are sup-

plied with energy using an external continuous-wave laser beam focused at their

center. The silicon beams absorb part of the incident laser light and transmit

part of it towards the substrate. The substrate then reflects the laser back to the80

beams which reabsorb the energy. The absorption of the laser light causes ther-

mal stresses to develop in the beams, causing them to bend in the out-of-plane

direction. Since the thickness of the beams is of the order of the wavelength of

the light, the motion of the beams in the laser field influences the amount of

light being absorbed, resulting in opto-thermal feedback. With sufficient laser85

power this feedback can lead to limit cycle oscillations of the beams [11].

Furthermore, the beams are alternately kept at a fixed non-zero voltage and

at ground voltage. This scheme causes electrostatic fringing fields to develop
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between the beams and the interactions between neighboring pairs are signifi-

cant [23, 18]. Due to the presence of the fringing fields, each pair of neighboring90

beams acts as a capacitor with the attractive force between them changing with

the out-of-plane displacement of the beams [24, 25]. The coupling strength can

be increased by increasing the voltage applied to the alternate beams. Thus, an

array of LCOs is envisioned with nearest-neighbor electrostatic coupling. The

entire MEMS device is bonded to a piezoelectric disk which can act as a shaker95

and provide inertial forcing to the LCO array [26]. The forcing function is typ-

ically modelled using a sinusoidal function and the two key parameters that

determine the effect of the drive on the array are the inertial drive strength, and

the inertial drive frequency.

1
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Figure 1: Schematic of a detuned array of eight MEMS LCOs coupled via electrostatic
fringing fields. A laser beam of sufficient power, focused at the center of the oscillators,
drives them to limit cycle oscillations at different frequencies. In addition, the MEMS device
is mounted on a piezoelectric disk which can provide inertial forcing.

3. Mathematical model and numerical methods100

The mathematical model describing the dynamics of an array of n > 2

detuned, coupled MEMS LCOs, is obtained by extending the model for a pair

of coupled MEMS LCOs [27], and is given by Eqs. 1-4.
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z̈1 +
ż1
Q

+ κ1(1 + CT1)z1 + βz31 +
V 2(z1 − z2)

1 + |z1 − z2|p
. . .

. . . = DT1 + E sin(ωdt), (1)

z̈i +
żi
Q

+ κi(1 + CTi)zi + βz3i +
V 2(zi − zi+1)

1 + |zi − zi+1|p
+ . . .

. . .+
V 2(zi − zi−1)

1 + |zi − zi−1|p
= DTi + E sin(ωdt), (2)

z̈n +
żn
Q

+ κn(1 + CTn)zn + βz3n + . . .

. . .+
V 2(zn − zn−1)

1 + |zn − zn−1|p
= DTn + E sin(ωdt), (3)

Ṫi = −BTi +HPlaser[α+ γ sin2(2π(zi − z̄))]. (4)

The model describes the limit cycle oscillations of the MEMS LCOs using

lumped variables, zi: the out-of-plane displacement of the center of the ith beam105

normalized by the wavelength of light, and Ti: the average temperature of the

ith beam. Q represents the quality factor of the oscillator and is identical for all

the LCOs in the array. κi is the detuning parameter for the ith oscillator. The

detuning parameter for the first oscillator in the array, κ1, is fixed at unity, and

this oscillator acts as the frequency reference. The average of all the detuning110

parameters in the array, i.e. κ̄ = Σκi/n, is termed as the average detuning

parameter. In this work, the detuning parameters, κi, are evenly spaced, and

in terms of the average detuning parameter, they vary from 1 to 2κ̄ − 1. The

farther the average detuning parameter is from unity the more heterogeneous,

or detuned, the array is. C is the thermal coefficient for linear stiffness and115

controls the change in the linear stiffness of the oscillator with change in its

average temperature. β is the cubic stiffness of the oscillator. V is the voltage

difference between neighboring oscillators and it is used to change the coupling

strength in the array. Every neighboring pair has the same voltage difference

and hence this parameter is the same in each coupling term in the network. It120

should be noted that the beams at the end of the array are coupled only to one
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Parameter Value Units

Q 1240 arb. units
C 0.02 1/K
β 15.5 arb. units
p 2.4 arb. units
D 2.84× 10−3 1/K
B 0.112 arb. units
H 6780 K/W
α 0.035 arb. units
γ 0.011 arb. units
z̄ 0.18 arb. units

Table 1: Values of normalized fixed parameters used in the numerical calculations.

neighboring oscillator while the beams in the interior are coupled to oscillators

on either side. This arrangement is reflected in the nature of the coupling terms

in Eqs. 1-3. p is a fitting parameter used which introduces nonlinearity in the

coupling term [28]. D is the static displacement per unit change in temperature.125

B and H are thermal constants. Plaser is the continuous-wave laser power and

represents the input energy fed into this system. A threshold value of laser

power is required to drive the silicon beams to limit cycle oscillations [11]. For

all calculations in Secs. 4 and 5.1, the laser power is fixed at Plaser = 2 × 10−3

W. α is a parameter representing the minimum absorption, γ is the contrast in130

absorption and z̄ is the equilibrium position of the oscillator with respect to the

absorption curve. If the array is externally driven by a piezoelectric disk, the

inertial drive strength is given by E, and the inertial drive frequency by ωd. The

values of the constant parameters used in the numerical simulations are given

in Tab. 1 and have been obtained from previous work [29]. In Tab. 1, the units135

for non-dimensionalized parameters are taken to arbitrary units (arb. units).

For performing the numerical study, the system of Eqs. 1-4 is numerically in-

tegrated using the odeint function from the Python scipy.integrate sub-package.

Starting with appropriate initial conditions, the system is solved for a total time

of 50Q; enough time for the LCOs to reach steady-state limit cycle motion for140

calculations in Sec. 4. The solutions for the displacement of the oscillators, zi(t),
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are sampled at 10 samples per unit time. The Fast Fourier transform (FFT)

of 216 samples from the tail of the displacement time series is computed with a

frequency resolution approximately equal to 1.5× 10−4. The Fourier frequency

corresponding to the maximum amplitude in the magnitude spectrum for an145

oscillator is assigned as its limit cycle frequency. For a single reference oscillator

with κ = 1, the limit cycle frequency is calculated to be 1.173. Two or more

oscillators are said to be self-synchronized if the frequencies, thus calculated,

agree up to three decimal places. If the numerically calculated oscillator fre-

quency is the same as that of the drive, up to three decimal places, then the150

oscillator is said to be entrained.

4. Self-synchronization in an array of coupled oscillators

4.1. Dependence on frequency detuning and coupling strength

The numerical procedure described in Sec. 3 is used in a parametric sweep

of 101 equally spaced values of the average detuning parameter, κ̄ ∈ [0.65, 1.35]155

and 101 equally spaced values of the coupling strength, V 2 ∈ [0, 0.04]. The

computation was carried out using parallel computing with jobs distributed

among 28 cores. In this case, there is no external inertial forcing in the system

and thus E = 0. For each combination of detuning and coupling strength, the

calculation is started with zero initial conditions and the limit cycle frequencies160

of the LCOs in the array are computed and compared for synchronization. In

this parameter space, the maximum number of LCOs locked to a frequency, or

the size of the largest frequency-locked cluster, is determined and plotted in

Fig. 2. The parameter space has eight nested tongue-like regions, all centered

at κ̄ = 1; the detuning value at which no coupling is needed to synchronize the165

array, since all the oscillators are identical. As the average detuning parameter

of the array deviates from unity the coupling strength required to synchronize

a certain number of oscillators increases. Also, for the same level of detuning in

the array, higher coupling strengths are required to form larger frequency-locked

clusters. Tongue-like regions in the frequency detuning vs. coupling strength170
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parameter space are characteristic of self-synchronizing networks of LCOs [30]

and are referred to as Arnold tongues [31, 32]. For the MEMS LCO array, each

Arnold tongue corresponds to a region of frequency-locked clusters of a certain

size. The boundaries of the tongue are of significance because a small change in

the detuning or coupling strength is enough to move the system from one tongue175

to another, a property that could be exploited in sensing applications. For this

system, the boundaries of the tongues are indistinct, and this suggests that the

synchronization may depend on other factors like initial conditions. This is

further explored in Sec. 4.2. For time-keeping applications a single frequency

would be desired and the innermost tongue in Fig. 2 gives the parameter values180

for achieving this.
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Figure 2: The size of the largest frequency-locked cluster in an array of eight coupled LCOs,
plotted in the detuning vs. coupling strength parameter space. The calculations are started
with zero initial conditions. A structure with nested Arnold tongues and indistinct
boundaries is observed and all the tongues are centered at κ̄ = 1.
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Increasing the coupling strength from a zero value, in a system with fixed

detuning, and mapping the frequencies of the oscillator reveals the complex

cluster states that exist en route to complete self-synchronization. Such a plot

is shown in Fig. 3 for detuning κ̄ = 1.168. In this parametric sweep, the coupling185

strength, V 2, takes 101 equally spaced values in the range [0, 0.04]. The limit

cycle frequency for each LCO is shown using a color map. For zero coupling,

the limit cycle frequencies are (1.173, 1.19, 1.206, 1.221, 1.238, 1.254, 1.27, 1.286),

and are all distinct because the array is detuned. As the coupling strength

is increased, frequency-locked clusters form in the system, but the growth of190

the cluster sizes is not uniform. Such irregular growth of the clusters can be

attributed to sensitive dependence on other parameters of the system such as

initial conditions. On complete synchronization, the locking frequency for the

array is computed to be 1.207. This frequency is less than the average of the

limit cycle frequencies of the individual LCOs in the array, which is 1.230.195

Because the array locks at a lower frequency, the stiffest oscillator, with the

highest detuning parameter, requires the highest value of coupling to join the

self-synchronized array. An averaging method to estimate the locking frequency

of the array is given in Sec. 4.3.

Fig. 4 shows an intermediate cluster state for a single coupling strength200

V 2 = 0.0012, and average detuning value κ̄ = 1.168. For these parameters four

clusters of different sizes are formed. The FFT plots corresponding to the limit

cycle oscillations of each of the eight LCOs in the array are plotted and the

amplitude peaks are shown in the zoomed inset. The coincidence of the peaks

implies synchronization of the oscillators. Side bands are present in the FFT205

plots due to the coupling interactions between the oscillators. The first oscillator

is vibrating at its uncoupled limit cycle frequency of 1.173. The second, third,

and fourth oscillators with uncoupled limit cycle frequencies of 1.19, 1.206 and

1.221, form a cluster of size three and lock at an intermediate frequency of

1.204. The fifth and the sixth oscillators with uncoupled limit cycle frequencies210

of 1.238 and 1.254, form a cluster of size two and lock at a frequency of 1.245.

The seventh and the eighth oscillators with uncoupled limit cycle frequencies of
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Figure 3: The frequencies of coupled LCOs in an array with detuning κ̄ = 1.168 as the
coupling strength is increased show the route to self-synchronization. The uncoupled
frequencies are (1.173, 1.19, 1.206, 1.221, 1.238, 1.254, 1.27, 1.286). Frequency-locked clusters
begin to form at weak coupling strengths. At high coupling, the array self-synchronizes at a
frequency of 1.207. The calculations are started with zero initial conditions.

1.27 and 1.286, form a cluster of size two and lock at a frequency of 1.277. It

can be noted that the locking frequency of each cluster is less than the average

of the uncoupled limit cycle frequencies of the LCOs constituting the cluster.215

The existence of frequency-locked cluster states differentiates the dynamics of

large LCO arrays from that of two coupled LCOs.

4.2. Sensitivity to initial conditions

We noted from Fig. 2 that the boundaries of the Arnold tongues are indis-

tinct and from Fig. 3 that the progression to complete self-synchronization is220

nonuniform. It has been shown in other work that there could be multiple co-
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Figure 4: Frequency spectrum for an array of eight coupled LCOs with average detuning
κ̄ = 1.168 and coupling strength V 2 = 0.0012. Frequency-locked clusters are formed as can
be seen from the coincidence of the amplitude peaks in the inset. The locked LCO
frequencies are (1.173, 1.204, 1.245, 1.277). The uncoupled LCO frequencies at this detuning
are (1.173, 1.19, 1.206, 1.221, 1.238, 1.254, 1.27, 1.286).

existing stable states for a dynamical system [33] and that the initial conditions

could dictate the final state of the system [34]. The initial condition space is

explored for the array of MEMS LCOs using a probability map in the average

detuning vs. coupling strength space. Again, 101 equally spaced values of the225

average detuning parameter, κ̄ ∈ [0.65, 1.35] and 101 equally spaced values of

the coupling strength, V 2 ∈ [0, 0.04] are used. The calculations are performed

for each (κ̄, V 2) pair starting with 25 random initial displacements chosen in

the interval [0, 0.4). The probability of reaching complete self-synchronization

from this set of initial conditions is shown in Fig. 5. There is a tongue-like230

region corresponding to certain complete self-synchronization, which is centered

at κ̄ = 1 and has the same qualitative shape as the innermost Arnold tongue

in Fig. 2. It can be noted that the ranges of the parameters in both the fig-
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ures are the same. The region of uncertainty, lying on the boundary of the

tongue, explains the indistinct boundaries of the innermost Arnold tongue and235

reveals that the system has sensitive dependence on initial conditions. Such

a plot also provides the appropriate choice of parameters for achieving robust

self-synchronization, which may be desired for sensing applications. This map,

however, does not address the probability of the formation of smaller clusters,

but it can be deduced that there would be a thin region of uncertainty for the240

formation of clusters of different sizes corresponding to each of the eight Arnold

tongues in Fig. 2.
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Figure 5: Probability map showing the fraction of initial conditions in the detuning vs.
coupling strength parameter space that lead to complete self-synchronization. Twenty five
initial displacements are randomly chosen in an interval [0, 0.4) for each detuning and
coupling combination. There is sensitive dependence on initial conditions at the border of
the tongue.
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4.3. Estimation of the locking frequency

In the discussion of Fig.3, it was observed that for high coupling strengths,

all the LCOs in the array oscillate at a single locking frequency which is less than245

the average of the limit cycle frequencies of the uncoupled LCOs. A method to

estimate this locking frequency is considered. Time traces of self-synchronized

arrays reveal that for high coupling strengths, not only do the frequencies match,

but so do the phase and amplitude of oscillation. The higher the coupling

the more identical the oscillators behave. In the strong coupling limit, it can250

be assumed that all the dynamical variables, zi(t) and Ti(t), coincide at z(t)

and T (t), respectively. Eqs. 1-4 can be averaged over the entire array. The

technique of averaging over a self-synchronized network of oscillators has been

applied in earlier works to phase-only oscillators to obtain the conditions for

synchronization [35]. Upon averaging the governing equations over the array,255

the coupling terms cancel out and the different detuning parameters, κ1-κ8, are

replaced with one average detuning parameter κ̄. We get,

z̈ +
ż

Q
+ κ̄(1 + CT )z + βz3 = DT, (5)

Ṫ = −BT +HPlaser[α+ γ sin2(2π(z − z̄))]. (6)

Since we are considering the case of self-synchronization, the inertial drive

is absent and E = 0. We get a single LCO, which will be termed as the

equivalent oscillator, in place of the entire self-synchronized array. The limit260

cycle frequency of the equivalent oscillator, which is independent of the cou-

pling strength, is compared to the locking frequency of the LCO array, at weak

coupling, V 2 = 0.01, and at strong coupling, V 2 = 100, and is shown in Fig. 6.

All the calculations are done using numerical integration. For an array with

no detuning, corresponding to κ̄ = 1, the frequencies trivially match. For a265

detuned array, the equivalent oscillator describes the array better in the strong

coupling regime than in the weak coupling regime.
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Figure 6: Comparison of the limit cycle frequency of the equivalent oscillator and the locking
frequency of the array of eight oscillators for weak coupling V 2 = 0.01 and strong coupling
V 2 = 100, as the detuning in the system is varied. The frequency of the equivalent oscillator
is a better estimate for the locking frequency of the array for higher coupling strengths.

Thus, a self-synchronized array of LCOs can be replaced by a single equiva-

lent oscillator, characterized by the average detuning parameter of the array, κ̄.

In Sec. 5.2, when the array is subjected to external inertial forcing, the array270

would be substituted by the equivalent oscillator, because entrainment of the

self-synchronized array to the drive is of importance. The reduction of a list of

equations to that of a single oscillator makes the application of the perturbation

theory more tractable.

5. Entrainment of an array of coupled LCOs by an inertial drive275

5.1. Dependence on coupling strength, inertial drive strength and inertial drive

frequency

In this section, a numerical analysis is done to describe the entrainment char-

acteristics of an array of LCOs driven externally by an inertial forcing function.

The array itself can be detuned and additionally, there might be a mismatch280
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between the frequency of the inertial drive and the limit cycle frequencies of the

individual LCOs. It should be noted that all the oscillators experience the same

inertial drive. If the LCOs vibrate at the same frequency as the inertial drive

then they are said to be entrained and the entrainment characteristics of the

array are studied for a range of coupling strengths, inertial drive strengths, and285

inertial drive frequencies. The calculations are performed using the numerical

procedure described in Sec. 3.

In Fig. 7, the average detuning parameter for the array is fixed at κ̄ = 1.07

and the inertial drive frequency is fixed at ωd = 1.4. A parametric sweep is

performed with 101 equally spaced values of the inertial drive strength, E ∈290

[0, 0.04], and 101 equally spaced values of the coupling strength, V 2 ∈ [0, 0.04].

The calculations are started with zero initial conditions. For low coupling

strengths, the transition from drift to full entrainment involves the formation

of entrained clusters. As the inertial drive strength is increased the number of

LCOs in the entrained cluster increases and beyond a threshold value of the drive295

strength the array is fully entrained. As the coupling strength is increased, the

drive strength required to entrain the array saturates at a constant value. This

is seen as the vertical shoulder in Fig. 7. Also, in the strong coupling regime,

the transition from a state of drift to full entrainment bypasses the formation

of clusters.300

In Fig. 8, we switch to looking at another slice of the parameter space and

fix the average detuning parameter for the array at κ̄ = 1.07 and the coupling

strength at a low value, V 2 = 0.0016. A parametric sweep is performed with

101 equally spaced values of the inertial drive frequency, ωd ∈ [0.9, 1.5], and 101

equally spaced values of the inertial drive strength, E ∈ [0, 0.04]. The calcula-305

tions are started with zero initial conditions. There is an Arnold tongue corre-

sponding to full entrainment of the array with regions of partial entrainment on

the border. Since the locking frequency corresponding to self-synchronization

of the array is 1.195, for drive frequencies close to this value, the drive strength

required to entrain the system is low. The more the drive frequency deviates310

from this value the higher the drive strength required to fully entrain the ar-
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Figure 7: The number of oscillators, in an array of eight coupled LCOs, entrained by an
inertial drive, plotted in the inertial drive strength vs. coupling strength parameter space.
The inertial drive frequency is fixed at ωd = 1.4. The average detuning parameter of the
array is fixed at κ̄ = 1.07 with uncoupled and undriven LCO frequencies of
(1.173, 1.18, 1.187, 1.194, 1.2, 1.207, 1.214, 1.22) and an undriven locking frequency of 1.195.
The calculations are started with zero initial conditions. There are entrained clusters at
weak coupling but not at strong coupling.

ray. In the weak coupling regime smaller entrained clusters can be observed

but for higher coupling strengths the transition from a state of complete drift

to complete entrainment would be immediate.

The features of the system at high coupling strengths are reminiscent of the315

features of a single LCO [12] and motivates us to analyze the entrainment char-

acteristics of the array using the concept of the equivalent oscillator, described

in Sec. 4.3. Perturbation theory is used to estimate the threshold drive strength

for full entrainment of a strongly coupled array in Sec. 5.2.
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Figure 8: The number of oscillators, in an array of eight coupled LCOs, entrained by an
inertial drive, plotted in the inertial drive frequency vs. inertial drive strength parameter
space. The coupling strength in the array is fixed at a low value of V 2 = 0.0016. The
average detuning parameter of the array is fixed at κ̄ = 1.07 with uncoupled, undriven LCO
frequencies of (1.173, 1.18, 1.187, 1.194, 1.2, 1.207, 1.214, 1.22) and an undriven locking
frequency of 1.195. The calculations are started with zero initial conditions. In this weak
coupling regime, an Arnold tongue is seen corresponding to full entrainment flanked by thin
regions of partial entrainment.

5.2. Perturbation analysis of threshold drive strength for entrainment320

In this section, we compute the minimum drive strength to fully entrain

a completely self-synchronized array of LCOs. The array is characterized by

a single equivalent oscillator as described in Sec. 4.3. The method of two-

variable expansion, a perturbation method, is applied to the equivalent oscillator

after appropriate scaling and the stability of the fixed points of the system is

analyzed to look for entrained oscillations. This analysis also reveals a sequence

of bifurcations that occurs as the drive strength is increased. The perturbation
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scheme applies only to weakly nonlinear oscillators and hence a scaling term,

denoted by ε, is introduced in Eqs. 5-6. Furthermore, for small values of ε,

the sine-squared term in Eq. 6 is approximated by the first two terms in its

Taylor-series expansion, resulting in the following set of governing equations,

z̈ + ε
ż

Q
+ κ̄(1 + εCT )z + εβz3 = εDT + . . .

. . .+ εE sin(ωdt), (7)

Ṫ = −BT +HPlaser

[
εα+ γ

(
4π2(z − εz̄)2 − . . .

. . .− (16π4/3)(z − εz̄)4
)]
. (8)

Two timescales are introduced in the solution, with ξ = ωdt representing stretched

time, and η = εt representing slow time. This allows us to write, ż = ωdzξ+εzη,

z̈ = ω2
dzξξ + 2ωdεzξη + ε2zηη and Ṫ = ωdTξ + εTη. Here, the subscripts, ξ and

η, represent partial differentiation with respect to the corresponding variable.

The dynamical quantities z and T are expanded in power series to get,

z(ξ, η) = z0(ξ, η) + εz1(ξ, η) + ..., (9)

T (ξ, η) = T0(ξ, η) + εT1(ξ, η) + .... (10)

We let the inertial drive frequency be nearly equal to the natural frequency of

the linearized and unperturbed oscillator and write,

ωd =
√
κ̄+ εω1 + ... (11)

Here, ω1 represents the frequency detuning between the oscillator and the iner-

tial drive. Substituting Eqs. (9), (10) and (11) into Eqs. (7)-(8) results in
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the following forms of the solution at the zeroth order,

z0(ξ, η) = a(η) cos ξ + b(η) sin ξ, (12)

T0(ξ, η) = c0(η) + c1(η) cos ξ + c2(η) sin ξ + ...

...+ c3(η) cos 2ξ + c4(η) sin 2ξ + c5(η) cos 3ξ + ...

...+ c6(η) sin 3ξ + c7(η) cos 4ξ + c8(η) sin 4ξ, (13)

where ci(η) can be solved for in terms of a(η) and b(η). Substituting Eqs. (12)-

(13) and removing the resonant terms from Eq. (7) at the first order, results

in two first-order differential equations in a(η) and b(η). The computer algebra

is performed using Maxima 5.42.2 [36] and the code to perform the calculation

is given in the Supplemental material [37]. The values of the fixed parameters

are substituted from Tab. 1. The detuning parameter is set at κ̄ = 1. The

laser power is set at a high value of Plaser = 0.02 W in order to obtain limit

cycle oscillations. Transforming to polar coordinates, a(η) = ρ(η) cos(θ(η)) and

b(η) = ρ(η) sin(θ(η)), the equations that describe the variation of the amplitude

in slow time are obtained,

dρ

dη
= −E cos θ

2
− 0.9656ρ5 + 0.07338ρ3 − ...

...− 4.032× 10−4ρ, (14)

dθ

dη
= ω1 +

E sin θ

2ρ
+ 26ρ4 − 8.445ρ2. (15)

Eqs. 14-15 are referred to as the slow flow equations. Fixed points, (ρ∗, θ∗),

in the slow flow equations correspond to entrained oscillations of the single

equivalent oscillator described by Eqs. (7)-(8), whereas periodic solutions of the

slow flow equations correspond to quasi-periodic oscillations of the equivalent

oscillator. Let the Jacobian matrix corresponding to Eqs. (14)-(15) be M . A

fixed point would be stable if, for the Jacobian matrix evaluated at the point,

the trace is negative, tr(M) < 0, and the determinant is positive, det(M) > 0

[38]. Eliminating θ∗ and solving for ρ∗, results in the following relation between
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the inertial drive strength, E, and the fixed point coordinate ρ∗,

E2 = 208ρ∗6ω1 − 67.56ρ∗4ω1 + 4ρ∗2ω2
1 + . . .

. . .+ 2.708× 103ρ∗10 − 1.757× 103ρ∗8 + 285.3ρ∗6 − . . .

. . .− 2.367× 10−4ρ∗4 + 6.503× 10−7ρ∗2 (16)

In Fig. 9, Eq.(16) is plotted for a fixed detuning ω1 = 1, and the linear

stability of the fixed points, obtained from the Jacobian matrix, M , is shown.

There are five qualitatively different phase portraits in the ρ−θ phase plane for

different ranges of the drive strength. These regions are marked (a)-(e) in the

figure. The phase planes were numerically plotted and examined on pplane [39]325

and their sketches are shown in Fig. 10. This figure also reveals the sequence of

bifurcations that the oscillator undergoes as the drive strength is increased.
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Figure 9: Fixed points of the slow flow system of Eqs. 14-15 and their stability calculated
using linearization. The curve itself is given by Eq.16 and the frequency detuning of the
drive is fixed using ω1 = 1. The labels (a)-(e) correspond to Figs. 10a-10e.

Numerical integration of the slow flow equations reveals that, in region (a),

E ∈ (0, 0.1053), there is a stable spiral surrounded by an unstable limit cycle

and a larger stable limit cycle as shown in Fig. 10a. Since the basin of attraction330
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Figure 10: Sketches of the equilibrium points corresponding to the slow flow system of
Eqs. 14-15 with ω1 = 1, and the associated phase portraits. The bifurcation sequence is
shown as the inertial drive strength, E, is increased. (a) A stable spiral surrounded by an
unstable limit cycle and a stable limit cycle for E ∈ (0, 0.1053). (b) An unstable spiral,
resulting from a subcritical Hopf bifurcation, surrounded by a stable limit cycle, for
E ∈ (0.1054, 0.2451). (c) Two fixed points, a saddle point and a stable node, born in a
saddle-node bifurcation. For E ∈ (0.2452, 0.2867), the stable node converts to a stable spiral.
(d) A stable spiral, resulting from a supercritical Hopf bifurcation, for E ∈ (0.2868, 0.2880).
(e) A globally stable spiral with the other two fixed points vanishing in a saddle-node
bifurcation, for E > 0.2881.
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Figure 11: Three qualitatively different behavior of the driven oscillator corresponding to
Eqs. 14-15 for ω1 = 1. For low drive strengths the system shows quasi-periodic oscillations
whereas for high drive strengths the system shows chaotic oscillations. For an intermediate
range of drive strengths, the system is entrained and the amplitude of oscillation predicted
by the perturbation theory is verified using direct numerical integration. The frequency
spectrum for each of the three regimes is shown in the insets.

for the spiral is relatively small, most initial conditions end up on the stable limit

cycle. At E ≈ 0.1053, the unstable limit cycle engulfs the spiral, rendering it

unstable, in a subcritical Hopf bifurcation. In region (b), E ∈ (0.1054, 0.2451),

the stable limit cycle is the only attractor in the phase plane as shown in Fig. 10b.

Thus, for small drive strengths, E ∈ (0, 0.2451), the perturbation theory predicts335

that the oscillator would exhibit quasi-periodic motion. At E ≈ 0.2451, a saddle

point and a stable node are born outside the stable limit cycle, in a saddle-node

bifurcation of fixed points. With an increase in the drive strength the stable

node converts into a stable spiral and the fixed points are shown in Fig. 10c.

In region (c), E ∈ (0.2452, 0.2867), the stable limit cycle shrinks around the340

unstable spiral causing the stable spiral to have a larger basin of attraction. At

E ≈ 0.2867, the stable limit cycle engulfs the unstable spiral in a supercritical

Hopf bifurcation, resulting in a stable spiral as shown in Fig. 10d. In region (d),

E ∈ (0.2868, 0.2880), the stable spiral born in the saddle-node bifurcation has a

larger basin of attraction resulting in entrained solutions of the original system345

for high drive strengths. At E ≈ 0.2880, the saddle point and the new stable

23



spiral collide and vanish in a saddle-node bifurcation of fixed points, resulting

in the original spiral being globally stable as shown in Fig. 10e. Thus, for higher

drive amplitudes, in region (e), E > 0.2452, the perturbation theory predicts

that the oscillator would be entrained by the inertial drive.350

The entrainment characteristics predicted by the perturbation theory are

compared to the results from the numerical resolution of Eqs. 7-8 with the same

parameters as the perturbation theory, with κ̄ = 1, ω1 = 1 and a small value of

the scaling parameter, ε = 0.01. This results in an inertial drive frequency of

ωd =
√
κ̄ + εω1 = 1 + 0.01 × 1 = 1.01, from Eq. 11. In the numerical calcula-355

tions, the system is started with initial conditions (z(0), ż(0), T (0)) = (0.2, 0, 0).

The computation predicts three qualitatively different behaviors as the drive

strength, E, is increased. These are shown in Fig. 11. For low drive strengths

up to E ≈ 0.245, the FFT spectrum corresponding to the LCO motion shows

two prominent peaks which are characteristic of quasi-periodic oscillations. A360

sample FFT spectrum is shown in the inset for E = 0.02. For E ∈ (0.245, 0.74),

the numerical calculations show entrained solutions with a single peak in the

FFT spectrum corresponding to the inertial drive frequency. A sample FFT

spectrum is shown in the inset for E = 0.4. The amplitude of oscillation due

to the perturbation theory and given by Eq. 16 is plotted for this range of365

drive strengths and compared with the amplitudes of oscillation from numerical

integration. The plot shows that the amplitudes calculated using the two meth-

ods agree. In particular, the minimum drive strength, or the threshold drive

strength for entrainment, is well-approximated by the perturbation theory. A

third qualitatively different behavior is obtained from the numerical solution370

for E > 0.74. A sample FFT spectrum is shown in the inset for E = 0.9. The

FFT shows a broad spectrum of frequencies, and for a system of low order (one

to three), this suggests the presence of chaotic oscillations [40]. Chaos at large

drive strength has not been investigated further since the focus of this work is

on the synchronization of the system. Nevertheless, transitions from entrained375

solutions to chaotic solutions at large drive strengths have been noted previously

in mechanically coupled MEMS resonators [41]. The perturbation analysis in
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this work is unable to capture this transition since the method is applicable at

low drive strengths.
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Figure 12: Comparison of the threshold drive strength for entrainment calculated using
Eq. 16 from perturbation analysis and using direct numerical integration of Eqs. 7-8 with
arbitrary initial conditions (z(0), ż(0), T (0)) in the interval [0, 0.2). The tongue-like shape is
analogous to Fig. 8.

Perturbation theory was used to predict the threshold drive strength for380

entrainment for a single value of detuning ω1 = 1 as shown in Fig. 11. A sim-

ilar perturbation analysis is done for a range of different detuning values. The

threshold strength for entrainment is obtained by selecting the drive strength

corresponding to the saddle-node bifurcation of fixed points resulting in the

birth of the stable spiral. This threshold is also obtained by direct numer-385

ical integration of Eqs. (7)-(8). This is done by performing the calculations

for a range of drive strengths and selecting the minimum value for which fre-

quency entrainment is seen. In the numerical calculation, the initial condi-

tions, (z(0), ż(0), T (0)), are chosen randomly from the interval, [0, 0.2). Fur-

ther, the undriven limit cycle frequency of the LCO is numerically calculated to390

ωLCO = 1.0046. Using this value, the percentage frequency detuning between
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the inertial drive and the undriven LCO is defined as 100× (ωd−ωLCO)/ωLCO.

In Fig. 12, the threshold drive strength for a range of percentage detuning from

−1% to +1%, calculated using perturbation theory is compared to the val-

ues obtained by numerical integration. Both methods predict the existence of395

tongue-like region centered at zero detuning and agree on the numerical values.

These curves qualitatively capture the trend shown in Fig. 8. The results relate

to the choice of inertial drive strengths for achieving entrainment in experiments.

6. Summary and conclusions

In this work, the dynamics of a coupled array of eight MEMS oscillators400

was analyzed and the emergence of synchronization was considered for the un-

driven network as well as the inertially driven system. Numerical calculations

reveal that some of the dynamical behavior of the array is similar to that of

two coupled oscillators: presence of Arnold tongues in parameter spaces, sen-

sitive dependence to initial conditions. The important distinction between two405

coupled LCOs and a larger array of coupled LCOs is the existence of frequency-

locked cluster states. Averaging over the array is used to estimate the frequency

of a completely self-synchronized array and this lets us replace the array with a

single equivalent oscillator for further analytical calculations. For the inertially

driven array, in the strongly coupled regime, a threshold drive strength is iden-410

tified and it is independent of the coupling strength. The equivalent oscillator is

used to qualitatively capture the entrainment trends of the self-synchronized ar-

ray. This analysis reveals a bifurcation sequence that the oscillator goes through

before getting entrained by the inertial drive. Numerical calculations also re-

veal that the system possibly transitions to a state of chaos for very high drive415

strengths.

The characteristics of the system are summarized as follows.The laser power

must be above a threshold value for limit cycles to exist in the system [11]. As

the detuning in the system is increased, the coupling strength required for com-

plete self-synchronization increases. The transition to fully self-synchronized420
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state occurs when the coupling strength is approximately equal to the differ-

ence in the linear stiffness between neighboring oscillators. The system reaches

complete synchronization via the formation of clusters and the cluster forma-

tion is non-uniform as the coupling strength is increased. At the boundaries

of Arnold tongues, full synchronization of the system depends sensitively on425

initial conditions. For an externally driven system, as the coupling strength is

increased, the inertial drive strength required to entrain the system decreases.

Additionally, as the mismatch in the frequency between the inertial drive and

the system is increased, the inertial drive strength required to entrain the system

increases.430

The primary motivation of this analysis was to uncover the qualitative nature

of the dynamics of the proposed MEMS LCO array so that we know what to look

for in experiments and to provide guidance in the design of the MEMS array and

experimental parameters. Future work could also address questions pertaining

to the response in the presence of noise terms, the locking of frequencies at other435

integer ratios such as 1 : 2, 1 : 3, 2 : 3 etc.
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