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WEIGHTED RESTRICTION ESTIMATES AND APPLICATION TO
FALCONER DISTANCE SET PROBLEM

By X1UMIN DU, LARRY GUTH, YUMENG OU, HONG WANG,
BOBBY WILSON, and RUIXIANG ZHANG

Abstract. We prove some weighted Fourier restriction estimates using polynomial partitioning and
refined Strichartz estimates. As application we obtain improved spherical average decay rates of the
Fourier transform of fractal measures, and therefore improve the results for the Falconer distance set
conjecture in three and higher dimensions.

1. Introduction. In this article we prove improved partial result for Fal-
coner distance set conjecture in dimension three and higher. Let £ C R? be a com-
pact subset; its distance set A(FE) is defined by

AE):={|lz—y|:z,y€ E}.
In [8], Falconer conjectured that:

CONJECTURE 1.1. (Falconer) Let d > 2 and E C R% be a compact set. Then

dim(E) > g — |A(E)| > 0.

Here |- | denotes the Lebesgue measure and dim(-) is the Hausdorff dimension.

Falconer distance problem is a very natural and important question in harmonic
analysis and geometric measure theory. It is known to be intimately related to a
number of other important open questions, some of which will be mentioned later
in the paper. Open in every dimension, Falconer’s conjecture has been studied by
several authors: see for instance Falconer [8], Mattila [15], Bourgain [1], Wolff
[27] and Erdogan [5, 6, 7]. The previously best known results are that dim(E) >
4+ 1 implies |A(E)| > 0, due to Wolff [27] in dimension two and Erdogan [6] in
dimension three and higher. Our main result is the following improvement:
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THEOREM 1.2. Letd >3 and E C R? be a compact set with

1.8, d=73,
dim(F) >a, «o:= 1 1
(E) d 1. d+ Cdsa
2 4 4Q2d+1)(d-1)

Then |A(E)| > 0.

It is well known (see [6, 15, 27] for example) that Falconer’s problem can
be approached by weighted Fourier restriction (extension) estimates, which is the
route we take in our proof. Consider the Fourier extension operator for the parabo-
loid

Ef(x):= /Bdl ei(x/'w+xd|w|2)f(w) dw

where B4~! denotes the unit ball in R~! and 2 = (2/,24) € RY.
Let F, 4 denote the collection of non-negative measurable functions H : RY —
R satisfying that

(1.1) / ‘H(:E)‘d:rgra, Vg € RY, Wr > 1.
B(zo,r)

Remark 1.3. Note that for p > 1, H € F, 4, and function F' with suppl?’ C
C' - B%, a constant dilation of the unit ball, there holds

/|F|pHd:E§Ca/|F|pdaz,

where C, denotes an absolute constant that depends on « and constant C'. We defer
the justification of this observation to Subsection 2.3.

We write A $ B if A < C.R°B for any € > 0, R > 1, where C. is an absolute
constant depending on . Let le% denote an arbitrary ball of radius R in R%. When
it is clear from the context what the dimension is, we sometimes abbreviate le%
as Br. We also use B? to denote the unit ball in R? centered at the origin. By a
standard argument, Theorem 1.2 follows from the weighted restriction estimates
below.

THEOREM 1.4. Let d >3 and o € (0,d]. Then,

0
”Ef”de/(dfl)(B%;de) < Rwd(a)Hf”Lz(Bd*I)
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holds for all f € L>(B4™"), all R > 1 and all H € Fa,d» where

07 a6(072]7
BE@=qa 2
§—§7 a€(273]7
d—1D(a+1-d
( )(Zd )’ OZE(#dyd]7
(1+288)a S¢
4d _%_747 aE(d—la#d]>
. Sja 1 3 5
@) =457 ta g esdm Al (@24
Sla 1 (-1 S £l
Sla 1 -1 8¢ P gt vs<r<
2 i ag 20 ef\dTgdmg Ty Wstsd
0’ OZE<07§:|7
K 2
_n_qd
with Sg = Z?:g% and #q := H'

It is known that weighted restriction estimates in the vein of the above can be
used to prove partial results towards Falconer’s problem via a famous scheme due
to Mattila. Briefly speaking, Theorem 1.4 implies improved estimates for spherical
average decay rates of the Fourier transform of fractal measures, from which im-
proved results for the Falconer distance set conjecture follow. We provide a detailed
discussion of Mattila’s approach in Section 2. In fact, only the range o € [%, %]
of Theorem 1.4 is relevant for the sake of proving our main Theorem 1.2. However,
understanding the sharp spherical average Fourier decay rates of fractal measures
for all « € (0,d] is of its own interest, which for instance is related to the diver-
gence set of solutions to Schrodinger and the wave equations (see for example [14]
and the references therein). Moreover, it would be interesting to see whether our
method can be extended to study sharp Fourier decay rates of measures with re-
spect to geometric objects other than the sphere, such as the cone, which is known
to have an application to projection problems in geometric measure theory [18].

To give the precise description of our improved estimates for spherical average
decay rates of the Fourier transform of fractal measures, we make the following
preliminary definition.

Definition 1.5. A compactly supported probability measure g is called
a-dimensional if it satisfies

(1.2) ,u(B(a:,r)) <Cur®, Vr>0,Vxe RY.
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Let 54(a) denote the supremum of the numbers /3 for which
~ 2 _
(1.3) HM(R')HL%Sd”;dU) < Coult™”

whenever R > 1 and . is a-dimensional. Here S%~! denotes the unit sphere in R?
and do denotes its surface measure.

The problem of identifying the precise value of S;(«) was proposed by Mattila
[16]. In two dimensions, the sharp decay rates are known:

a, a€(0,1/2], (Mattila [15])
Br(@) =4 1/2, ae[l/2,1], (Mattila[15])
a/2, acll,2,  (Wolff [27]).

The problem remains open when d > 3 and « > %. See Luca-Rogers [14] and
the references therein, for example, for a discussion of various partial results. In
higher dimensions, the previously best known lower bounds are

d—1
a, aE (0,7}, (Mattila [15])
d—1 (d—1 d
— a€ T’E]’ (Mattila [15])
Bala) > :
d+2—2« dd 2 1 y
a—l—i—T, ae _5’5+§+E]’ (Erdogan [6])
(d—a)? d 2 1 .
a 1+(d—1)(2d—a—1)’ ac _2+3+d’d , (Luca-Rogers [14]).

For d > 3, we obtain the following lower bound of §4(«), o € (0,d], which
improves the previously best known results above for all a € (d/2,d):

THEOREM 1.6. Let d >3 and o € (0,d]. If d =3, then

?7 OZE(O,Z],

4 ) 19
Ba(a) = { 3 ac{=g |

3 19

Za—%{, o€ <—,3}

Ifd >4, then
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with 39(c) defined as
(d—1)°

d M

2d—3—-284
( S4)a+1+55f, a e (d—1,#),

o€ (#d,d],

2d d

d—1-SHa 1 3
(a) = [d=1=S%)a y i) —§+ﬁ+S§l, ae(d—2,d—1],

(d=1-SHa 1 -1 _, ¢ 01

—— —— d—=+= <r<
y 5+57 50 a€<d 5+d 2+2},V5_€_d,
(d—1)a d
d ) ae 0727

where Sg, #,4 are defined as in Theorem 1.4 above.

In the higher dimensional case of Theorem 1.6 above, o — 1+ ZlfTof gives the
better lower bound if « is large while ﬁg(a) is better if « is small. We also point
out that for « € (0,d/2), the lower bound in Theorem 1.6 is not as good as the
result of Mattila [15].

Remark 1.7. Note that by Stein-Tomas restriction theorem and Holder’s in-
equality, for d > 3 we have

a(d—1)
N E S| p2ara-n(primaz) S BPTEV| fll 2(pa
(Br ) ( )

for all f € L>(B% "), all R > 1 and all H € F, 4. This estimate is better than
Theorem 1.4 when o« > d — é. In our approach, when « is large, the exponent
yg(a) = w comes from a technical constraint in the proof. More pre-
cisely, it arises in the step of applying parabolic rescaling (as introduced in Lemma
2.1 below) when reducing the linear estimate to a (weak) bilinear one, and that
estimate is not good enough. While for application to the average decay rates for
large v, instead of applying Theorem 1.4, we prove a linear L? estimate using
directly the so-called refined Strichartz estimate (see Theorem 3.1 below), which
gives the decay rates o — 1+ ‘;’Tol‘ in Theorem 1.6 and improves previously best
known results when « is large (see Section 3 for details).

Remark 1.8. It follows from the variable-coefficient generalization as dis-
cussed in [10, 11], that the same weighted restriction estimates in Theorem 1.4
above still hold true if one replaces the paraboloid by sphere or other positively
curved hypersurfaces. In particular, to deduce Theorems 1.2 and 1.6 from Theorem
1.4 using Mattila’s approach, as described in Subsection 2.2 below, we will replace
the paraboloid in the weighted restriction estimates by the sphere. For the sake of
simplicity, we choose to present the proof of Theorem 1.4 using the paraboloid,
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where computations such as ones arising in parabolic rescaling (see Lemma 2.1)
can be made much cleaner.

The estimates of the Fourier decay rate of fractal measures in Theorem 1.6
also imply the following improved result for the pinned distance set problem, by
applying Theorem 1.4 of a very recent work of Liu [13].

COROLLARY 1.9. Letd >3 and E C R% be a compact set with

1.8, d=3,
dim(F) >a, «o:= 1 1
(E) d 1. d+ Cdsa
2 4 4Q2d+1)(d-1)

Then there exists x € I such that its pinned distance set
Ay(E):={lz—y|:ye E}
has positive Lebesgue measure.

In addition, Theorem 1.6 implies directly improved upper bounds of the Haus-
dorff dimension of divergence sets of solutions to wave equations, by applying [14,
Proposition 1.5]. We omit the details.

The key ingredients in our proofs are the method of polynomial partitioning
developed by the second author [9, 10] and (linear and bilinear) refined Strichartz
estimates obtained by Li and the first two authors in [4]. Polynomial partitioning
has proved to be extremely powerful in the study of restriction type problems such
as the restriction estimates for the paraboloid [9, 10], the cone [22] and Hormander-
type oscillatory integral operators [11]. The sharp Schrodinger maximal estimate in
IR? [4] was also recently derived via the polynomial partitioning scheme, combined
with the aforementioned refined Strichartz estimates.

Compared to [6], where the previously best known result for Falconer’s prob-
lem in d > 3 was proved via a similar route through weighted restriction estimates,
our argument has the following advantages. First, the use of polynomial partition-
ing enables one to obtain a more delicate estimate by inducting on dimensions and
extracting information from every intermediate dimension. Second, in every fixed
intermediate dimension, compared to Holder’s inequality that is used in [6], the
(linear and bilinear) refined Strichartz estimates provide much finer estimates. The
latter advantage is particularly important for deriving the three-dimensional case
of Theorem 1.4, where there is not much information available from lower dimen-
sions while the bilinear refined Strichartz estimate plays a key role. In fact, in a
recent work of Shayya [23], polynomial partitioning alone was applied to obtain
some improved weighted restriction estimate in R3, which doesn’t seem to im-
ply improved partial result towards Falconer’s conjecture without the help of the
refined Strichartz estimate.
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Other than weighted restriction estimates and decay of spherical means of
Fourier transform of fractal measures, other approaches (with a heavier geomet-
ric flavor) have been tried as well for Falconer’s problem. For instance, in two
dimensions the full Falconer conjecture has been established by Orponen [20] un-
der the additional assumption that the set considered is Ahlfors-David regular, with
a slightly weaker conclusion that the upper Minkowski dimension of its distance
set is equal to 1. This assumption was later relaxed by Shmerkin [25] to the one
that the packing dimension of the set coincides with its Hausdorff dimension. We
also point the interested reader to [12, 19, 21, 24] and the references therein for
more results along this line of research.

The structure of the paper is as follows. In Section 2, we review preliminaries
including parabolic rescaling, wave packet decomposition and Matilla’s approach,
and explain the connection between Theorems 1.4 and 1.6 and how they imply The-
orem 1.2. In Section 3, we review linear and bilinear refined Strichartz estimates,
and obtain some partial improvements towards Falconer’s distance set problem and
average decay rates. In Section 4, we prove Theorem 1.4 in the case d = 3, using
polynomial partitioning and bilinear refined Strichartz. The proof of the d > 4 case
of Theorem 1.4 in the restricted range o € [%, %] is presented in Section 5, and
additional ingredients that are needed in generalizing it to the full range of « are
discussed in Section 6.

List of notation. We write A < B if A < C.R°B for any ¢ >0, R > 1;
AS.Bif A<C.B, ASkeBif A<Ck.B,etc; AS Bif A<CB for a
constant C' which only depends on some unimportant fixed variables such as d, «
and sometimes ¢ too.

Let m be a dimension in the range 1 < m < d. Denote

2(m+1) 2m 2(m+1)
T = ——————— =Pl <P = —— < Q= ———.
m m—1 m—1

Let B}Y stand for a ball of radius R in R, B"* denote the unit ball in R™ and Bpr
abbreviate le% for simplicity.

Acknowledgment. The authors would like to express their gratitude to the
anonymous referee whose feedback has significantly improved the exposition of
the article.

2. Preliminaries.

2.1. Parabolic rescaling.

LEMMA 2.1. There exists an absolute constant C' so that the following holds
true. Let p > 1, a € (0,d] and R be a sufficiently large constant. Suppose that

2.1 IEf|| v (Bpimrde) < CRY| fll r2(par)
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holds for all f € L>(B4"), all 1 < R< R/2 and all H € Fo,d- Then

ol _dol_
IEfLr(Britar) < CCK R fll g2 ga

holds for all H € Fo 4, all 1 < R < Rand all f € L? with support in some ball of
radius 1/ K inside Bd ! where K is any large constant < R.

Proof. Let H € F,, g and f € L* with supp f C B(wo, 1/K) C B!, We write
w=uwy+ %5 € B(wo, 1/K), then by change of variables,

1
‘Ef(x’vmdﬂ = ng(y/,yd) )

where g € L>(B%!) with ||g||2 = || f||2, more precisely,

1 1
g(&) = Wf(%‘i' ?f)

and the new coordinates (y’,y,) are related to the old coordinates (z/,z4) by

;. 1 +2IL’dw

y _K K 0
T4

Vs g

For simplicity, we denote the relation above by y = T'(x). Therefore,

d+l _ d—
— K% T HEg

HEf HLP (Bgr;H(x)dx) — )HLP(B;H*(y)dy)’

where B = T(Bp) is contained in a box of dimensions ~ £ x --- x 4L x %,

the function H* is given by

and

H*(y) =K “H(T'y).

Note that for any o € R? and any 7 > 1,

/ H*(y)dy = KoK~ (@+) / H(z)dx
B(xo,r) B

where B =T~!(B(x,r)) is contained in K balls of radius ~ K, hence it follows
from H € F, 4 that

/ H* (y)dy < K~ K (Kr)® =,
B(zo,r)
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i.e., a constant multiple of H* lies in F, 4. Applying (2.1) to functions g and H*
with radius R/K we obtain

at+l _d—1
2

IEflLr(Brimar) S CK »

This completes the proof. (]

TR fl g2

2.2. Mattila’s approach. Our study of Falconer’s distance set problem fol-
lows a scheme that goes back to Mattila [15]. We briefly recall this approach here.
See also for example Lemma 2.1 in [7].

Let do be the (d — 1)-dimensional surface measure on S?~! and Ega-i stand
for the extension operator from the unit sphere S~

THEOREM 2.2. (Mattila [15]) Fix o € (d/2,d). Assume that for all «-
dimensional compactly supported probability measure L there holds

~ a=d
(2.2) AR 20100 S CuBR T, VR> 1.
Then Falconer’s conjecture holds for o, i.e., for any compact subset E of RY,
dim(E) > o = |A(E)| > 0.

Sketch of the proof of Theorem 2.2. If E is a compact subset of R? with
dim E/ > «, then by Frostman’s lemma (see for instance [17, Theorem 2.7]) E
supports an (« + £¢)-dimensional measure (i, for some € > 0. In particular, yu is
also a-dimensional and the a-dimensional energy of p is finite:

To(n) = / / & — () dpu(y) = ca / APl d < oo

We refer the reader to [28, Chapter 8] for more details of a-dimensional energy
and the justification of the equality above. We then have by assumption (2.2)

(2.3) /100 </qu1 !ﬂ(Rx)\zda($)> sz”dR
. S /lw </3d1 |/7(Ra:)|2da(a;)> R R GR s [ (1) < o,

where the last equivalence follows from the Fourier representation of the energy.
Matilla proved that the quantity on the left-hand side of (2.3) can be related to
A(FE). More precisely, let v = A(u X p), i.e.,

[ 1= [ sa=yhaut@du(o).

It is easy to see that U € L? would imply |A(E)| > 0. Via a fairly straightforward
calculation, one can reduce ||7||;2 to the left-hand side of (2.3), thus the desired
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result follows immediately from (2.3). See [28, Chapter 9, Section B] or [13, Ap-
pendix] for more details. O

Remark 2.3. As noted in Wolff [27] and Erdogan [6], Mattila’s approach de-
scribed above cannot be used to prove the full Falconer’s conjecture in dimension 2
or 3. The reason is due to counter-examples which restrict the range of the Fourier
decay rates 3;(a) when av > d/2:

2 d=2, [15,26]
2
1
Bala) < % d=3, [17, Chapter 15.2]
2d—
a—l+%, d>4, [14].

Therefore, the best possible thresholds towards Falconer’s conjecture that Theorem
2.2 would imply are % when d =2 and % when d = 3. However, one might be able
to prove Falconer’s conjecture in dimension d > 4 using this method.

PROPOSITION 2.4. Let o € (0,d), p > 1, and Ega1 f := (fdo)", the inverse
Fourier transform of fdo. Suppose that

24) |‘E5d*1fHLp(BR;HdI) S RPH&H]CHLZ(SUH)» VR>1
holds for all f € L*(S%~') and all H € F, 4, and that

1 1 d
. < 4= —=.
(2.5) ’y_a<p+2> 5

Then, Falconer’s conjecture holds for a, i.e.,
dim(E) > a = |A(E)| > 0.

Proof. The proof is essentially contained in Wolff [27] and Erdogan [7]. We
follow their treatment here.

Given (2.4), it suffices to verify the averaged decay estimate (2.2) and apply
Theorem 2.2. Without loss of generality we assume  is supported in the unit ball.
We use a duality argument. Take an arbitrary function f € L>(S%"!). By (2.4), we
have for all H € F, 4,

(2.6) </B \(fda)v(w)lpH(m)dHC) "SRl st

Now take a radial Schwartz bump function ¢ such that ¢)(z) = 1 for all |x| =1,
and such that ¢) has compact support. Notice that a constant multiple of R - (3 ) *
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\z/p\ | is a function in F, 4, where the dilated measure yi(3;) is defined as

[ t@rin() = [ 1(ro)an

Indeed, for any r > 1, the measure of any ball of radius r with respect to R* -
() * 9] is < RY(5)® = r“. Moreover, R* - u(3) * 9| has its L' norm < R®
times the total measure of x4, which is in turn bounded by a constant times R®.

Applying (2.6) to the function H = R - p( ) |4)| and using Holder’s inequal-
ity, one obtains

) [ 1) @l @ S BF N oo

or
ey z N S+e
28 [ ((aoy @ (R () 1o S BT s
Br R
Since ¢ = 1 on the unit sphere, (fdo)" x Y= (fdo). Hence,

@ [ (@l F) SEE U s i,

Note that the measure dji() has Fourier transform 7i(R-). By duality and
Matilla’s Theorem 2.2, Falconer’s conjecture holds for « as long as v — % < QT’d
(we removed the € here because when dim(E) > «, it is also > some « +¢). This
is equivalent to v < a(% + %) - %l, as claimed in (2.5). (]

It is now clear, according to Proposition 2.4, that Theorem 1.2 follows directly
from Theorem 1.4.

Remark 2.5. From the proof of the proposition above, one concludes directly
that under the assumption of Proposition 2.4 except for (2.5), there holds the lower
bound estimate for the Fourier decay rates of fractal measures

210 ful) 22(5 =),

where [3;(«) is as defined in (1.3). From this we see that Theorem 1.6 follows from
Theorem 1.4 and (3.7) below.

2.3. Proof of Remark 1.3. For the sake of completeness, we give a justifi-
cation of Remark 1.3 in this subsection.
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Let 1) be a Schwartz bump function such that ¢ = 1 on the ball C'- B¢, hence
F = F x4 as supp F' C BY. Therefore for all p > 1, by Holder’s inequality,

/|F|pde—/'/F (z—y)dy
g/(/|F<y>\p|«Z<x—y>|dy> (/Wx—y)\dy)le(x)dx
< [l ([ 13-l ) .

Observe that for any y € R? and sufficiently large M = M (o) > 0,

[ 19— )|H@)de < Cu S [ g2 M H @) da
=0

p

H(z)dx

SCu Y 20 <o,
=0

where we have used the fact that H € F, 4. Hence the desired estimate follows.

2.4. Wave packet decomposition. We use the same setup as in Section 3
of [10], which we briefly recall here. Let f be a function on B! we break it up
into pieces fy , that are essentially localized in both position and frequency. Cover
B! by finitely overlapping balls 6 of radius R~'/% and cover R%~! by finitely
overlapping balls of radius R#, centered at v € R 71, Using partition of
unity, we have a decomposition

f=S" fou+RapDec(R)|f]:.

(6,v)eT

where fy ,, is supported in  and has Fourier transform roughly supported in a ball
of radius R'/?*9 around v. The functions fo,, are approximately orthogonal. In
other words, for any set T C T of pairs (6,v), we have

2

2.11) So doul| ~ X fowlze

(0,0)eT 2 (0T

For each pair (6,v), the restriction of F fy , to Bp is roughly supported on a tube
Ty ,, and rapidly decays away from it. Ty ,, has radius RY2%0 and length R, with
direction G(#) € S9! determined by # and location determined by v: more pre-
cisely,

Ty, = {(a;’,xd) € Bp: \x’+2mdw9—y| < R1/2+5}.
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Here wy € B! is the center of , and

( — 2wy, 1)
(= 2w )]
In our proof, a key concept is a wave packet being fangent to an algebraic va-

riety. We write Z(Py,...,P; ) for the set of common zeros of the polynomials
Py,...,P; . The variety Z(P},...,Py ) is called a transverse complete inter-

G(0) =

section if
VP (x)N---AVPj_,(xz)#0 forall x € Z(Pl,...,Pd,m).
For each € > 0, there is a sequence of small parameters
Sdeg KO K g1 K 0gp K-+ K0 < 6 < €.

For Z = Z(Py,...,Py_mm), Dz denotes an upper bound of the degrees of
P,....,P; . Usually Dy < Rd%e: unless noted otherwise.

Let Z be an algebraic variety and M be a positive number. For any (0,v) € T,
we say that Ty , is MR~2-tangent to Z if

Ty C Nyp2ZNBg, and Angle(G(0),T.Z) < MR '/?

for any non-singular point z € Ny, p1/2(Th,,) N2BrN Z.
Let

Tz (M) :={(0,v) €T | Ty, is MR~/ *-tangent to Z},

and we say that f is concentrated in wave packets from Tz (M) if

> ||fowll,> <RapDec(R)||f]l:.

(0,0)¢Tz (M)

Since the radius of Tj ,, is RY/2+9 RY is the smallest interesting value of M.

3. Linear and bilinear refined Strichartz estimates in higher dimensions.
One of the key ingredients in our proof is the linear and bilinear refined Strichartz
estimates established in [4]. Below by “dyadically a constant” we mean “a constant
up to a factor of 2”.

THEOREM 3.1. (Linear refined Strichartz for m-variety in d dimensions) Let
d > 2 and m be a dimension in the range 2 < m < d. Let ¢,, =2(m+1)/(m —1).
Suppose that Z = Z(P\,...,Py ) is a transverse complete intersection where
Deg P; < Dy. Suppose that f € L>(B%") is concentrated in wave packets from
Tz (M). Suppose that Q1,Qa, ... are lattice R'/*-cubes in B, so that

|Efll am (Q;) s dyadically a constant in j.
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Suppose that these cubes are arranged in horizontal strips of the form R x --- x
R x {to,to+ R'/?}, and that each such strip contains ~ o cubes Q. Let Y denote

U; Qj. Then

d—m
3.1) IEf || am vy § MOWo™me1 RAmT || £[| (g

THEOREM 3.2. (Bilinear refined Strichartz for m-variety in d dimensions)
Let d > 2 and m be a dimension in the range 2 < m < d. Let q,, = 2(m +
1)/(m — 1). For functions f, and f, in L*(B%"), with supports separated by
~ 1, suppose that fy and f, are concentrated in wave packets from T z(M ), where
Z =Z(Py,...,Py_n) is a transverse complete intersection with Deg P; < D .
Suppose that Q1,Qa,--- ,Qn are lattice RY/*-cubes in Bp, so that for each i,

HE sz Lam (Q lS dyadically a constant in j.

LetY denote U;V:I Q;. Then

1/2 1/2

[EAREEIALS .
3.2)

<MO( )R 2m+1 TN~ 2(m+1 Hflu

2/22311 1 HfZngzBd h

Theorem 3.1 and Theorem 3.2 were proved in [4] in the case m = 2,d = 3,
via the Bourgain-Demeter Kz—decoupling theorem [2] and induction on scales. The
proof for general m and d follows from exactly the same lines, with only changes
in numerology, thus we skip the proof and refer interested readers to Section 7 in
[4].

The following weighted linear and bilinear restriction estimates are immediate
consequences of Theorem 3.1 and Theorem 3.2.

COROLLARY 3.3. (Linear weighted L? estimate) Let d > 2 and o € (0,d]. Let
m be a dimension in the range 2 < m < d. Suppose that Z = Z(P\,..., Py ) is
a transverse complete intersection where Deg P; < Dy, and that f € Lz(Bdfl) is
concentrated in wave packets from T z(M) and H € F,, q. Then

1 _d-«o
(3.3) IEfll2(By:bdz) S MOW R %D £l z2(pa-1)-

Proof. Without loss of generality, assume that || f||;> = 1. We break Bp, into
RY/2_cubes Q;. Let ), , denote the collection of those ;s such that

o [|[EfllLam(q;) ~ s

o the horizontal R'/?-strip containing Q; contains ~ o R'/?_cubes satisfying
the above condition.

Define Y, , := UQjeyw @;. Note that we can assume 1 < o < R% and
R ¢ <~ < R®, where C is a large constant. More precisely, the upper bound
of v follows from the trivial estimate || Ef||z~ < 1, and the lower bound of ~ can
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be assumed since the contribution to || E | 12 (g . rr4x) from those subsets Y, , with
sufficiently small +y is negligible. Hence there are only ~ (log R)? relevant dyadic
scales (v,0), and

IEf 2Bz S 108 RNEfl| 2y :mde)

where Y =Y, , for some (v,0). Therefore by Holder’s inequality and Theorem
3.1 one has

1/(m+1)
IEf2(Brstrdz) < 1 FIl aomen /om-n vy </y de)

— m —(d—m m le% 1/(m+1)
< MOWg=1/(m+1) g=(d=m)/2(m+1)| ]| (NR /2) :

where N is the number of R'/?-cubes in Y. Note that N < o R'/2, the above is
thus further bounded by

< MO B2~ 3men

as desired. O

COROLLARY 3.4. (Bilinear weighted L™ estimate) Let d > 2 and o € (0,d).
Let m be a dimension in the range 2 < m < d. For functions f, and f» in L*(B%~1),
with supports separated by ~ 1, suppose that f| and f» are concentrated in wave
packets from Tz (M), where Z = Z(Py,...,P;_,) is a transverse complete inter-
section with Deg P; < Dy. Let 1y, := 2(me and H € F, 4. Then,

1/2 1/2

oo MR

S MOURTS Hf1|!1L/zzBdanzHlL/zzBdn

Proof. Without loss of generality, assume that || f1]|;2 = || f2]| ;2 = 1. We break
Br into R'/?-cubes Q;. Let V., ~» denote the collection of those ();’s such that

HEfiHLQm(Q]-)Nina 121,2

Define Y, -, : UQjeyw Y Q;. Note that there are only ~ (log R)? relevant dyadic
scales (1,72), similarly as in the proof of Corollary 3.3, hence

H\Ef1|1/2\Ef2\1/2

S (log R || EAI' 2 EL2

Lrm (Bg;Hdz) Lrm (Y:iHdz)
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where Y =Y, ., 1= Uj\f: | Q; for some (71,72). Therefore by Holder’s inequality
and Theorem 3.2 one obtains

1/2

\lEAl" R

Lrm (Bp:Hdz)

. H\EfI!”!Efz!”HLqm e Hd)

< MOWR i N H1/2Hf2H1/2< )m _ MO0 R

as desired. O

Remark 3.5. The linear weighted L? estimate in Corollary 3.3 in the case m =
d says that for alld > 2, a € (0,d), f € L*(BY"), H € Fy 4.

=

_ d-«a
(3.5) IEfllz2(Brmdz) < B 0| £l 2

Therefore it follows from Proposition 2.4 that for a compact subset E of R,

d 1 3
3.6 di — = |A(F 0.
(5.0) m(E) >3+ 3 gaya  AEN>
This already improves Erdogan’s result [6] for d > 4. In addition, by Remark 2.5
one obtains

d—a

This improves Erdogan’s result [6] in the range o > %l + ﬁ and Luca-Rogers’
result [14] in the full range.

The results (3.6) on Falconer’s problem and (3.7) on average decay rates in the
above can be further improved to Theorem 1.4, by combining refined Strichartz es-
timates and the method of polynomial partitioning developed by the second author
[9, 10]. This will be the content of the rest of the paper.

4. Weighted extension estimates in three dimensions: proof of Theorem
1.4 for d = 3. In this section, we prove the case d = 3 of Theorem 1.4 using
polynomial partitioning and bilinear refined Strichartz estimates, building on the
work of [4, 9].

For any « € (0,3] and p > 3, we will prove that

@.1) IEfl| o (Breran) S BEONf Nl 22
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holds for all f € L?>(B?),all R > 1 and all H € F, 3, where

o

a € (0,2],
(@) =

(OS]

. ae(2,3].

W[ o

The weighted L3 estimate in Theorem 1.4 follows from Holder’s inequality
and the estimate (4.1) by taking p — 3. Note that one can assume R is sufficiently
large, as otherwise the bound (4.1) becomes trivial. The proof uses induction on the
radius . More precisely, we will show that the desired estimate follows if it holds
true with a smaller R value.

4.1. Polynomial partitioning and cell contributions. We pick a degree
D = R%e, where ddeg <K . We first recall the following polynomial partitioning
theorem (cf. Theorem 1.4 in [9]):

THEOREM 4.1. (Guth [9]) Suppose that W > 0 is a (non-zero) L' function on
R"™. Then for each D there is a non-zero polynomial P of degree at most D so that
R"\ Z(P) is a union of ~ D" disjoint open sets O;, and the integrals [, W are
all equal.

According to the theorem above, there exists a non-zero polynomial P of de-
gree at most D such that R*\ Z(P) is a union of ~ D? disjoint open sets O; and
for each ¢ there holds

4.2) ~ D3

”Ef”Lp (Br:Hdz) HEfHLp (BrNOy:Hdz)"

Moreover, the polynomial P is a product of distinct non-singular polynomials.
Define the wall

(4.3) W := Npij»:sZ(P)N Bg,

where § < ¢ and Npi2.5 Z(P) stands for the R'/>*9-neighborhood of the variety
Z(P) in R3. For each cell O;, set

4.4) O;:=[0;NBr|\W and T;:={(0,v)eT:Ty,N0;#0}.

For each function f, define

(4.5) fir= > fou

(9 ,V)GTZ‘
Then on each cell O, up to a rapidly decaying tail,

(4.6) Ef(x)~ Efi(z), xz€O,,
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since E fy, is roughly supported on the tube T ,. As the number of roots of any
non-zero polynomial over a field is at most its degree, we have a simple geometric
observation: for each (0,v),

(4.7) #{i:Ty,NO;#0} <D+1.

This geometric observation and orthogonality (2.11) allow us to control the L?
norms of f;’s:

(4.8) ZHsziz S D13
Break HEfHLp (Br;Hdzx) into

Z ||Ef||Lp O/;Hdz) + HEfHLP (W;Hdx)’

and call it the algebraic case if the wall contribution ||E f||? Lo (W:Hdy) dominates,
ie.,

||Ef||Lp (Bg;Hdx) HEfHLP Wi Hdz)*

We first consider the non-algebraic case, where the main contribution to
EfIP LP(Bp:Hdz) COMES from the cells O). In the non-algebraic case,

4.9 HEfHLp (Br;Hdz) ™ D3”Ef”Lp O};Hdz)

still holds for ~ D3 indices i’s, and among which by pigeonholing one can pick an
1 such that

(4.10) 1 fiol[32 S D2IIFI12.

Now the non-algebraic case can be handled by induction:

~ DES s 0 1as) S D)

||Ef||LP (Br;Hdz) ‘EfZOHLP (Br:;Hdz)

<D (B3| £y 2 )
< D7 (RERe p1 0 )"
Recall that D = R%e and R is assumed to be sufficiently large compared to any

constant depending on ¢, therefore D3P < 1 provided that p > 3, thus the induc-
tion closes.
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4.2. 'Wall contribution. To deal with the wall term ||E f||" Lo(W:Hdz) Ve

break By into ~ R balls B; of radius R'~°.
For any (0,v) € T, Ty, is said to be tangent to the wall 1 in a given ball B;
if it satisfies that Ty , N B; N W # 0 and

4.11) Angle (G(9),T.[Z(P)]) < R1/2+20

for any non-singular point z € 107y, N2B;N Z(P). Recall that G(#) € S? is the
direction of the tube T} ,.. Here T'.[Z (P)] stands for the tangent space to the variety
Z(P) at the point z, and by a non-singular point we mean a point z in Z(P) with
VP(z) # 0. Since P is a product of distinct non-singular polynomials, the non-
singular points are dense in Z(P). We note that if Tp ,, is tangent to W in B;, then
Ty, N B; is contained in the R'/>*%-neighborhood of Z(P)N2B;.

We say that Ty, is transverse to the wall W in the ball B; if it enjoys the
property that Ty , N B; N W # 0 and

4.12) Angle (G(6),T.[Z(P)]) > R1/2+26

for some non-singular point z € 107y, N2B; N Z(P).

Let T tang represent the collection of all (0,v) € T such that Tp,,’s are tangent
to the wall W in Bj, and T} yrans denote the collection of all (§,7) € T such that
Tp,,’s are transverse to the wall W in B;.

Define f; tang 1= Z(ﬂ,u)eT]-,mg fop and f; irans := Z(G,V)GTJ-,MS fo,,- Since non-
singular points are dense in Z(P), any T, intersecting W inside B; is either
tangential or transverse. Therefore on B; MW, up to a rapidly decaying tail, £ f(x)
can be split into a transverse term and a tangential term:

(4.13) Ef(l') ~ Efj,tang(x) + Efj,trans(l')-

However, since we will need to use a bilinear structure when analyzing the tangent
contribution, here we use a more refined decomposition instead: breaking E f(x)
into a linear transverse term and a bilinear tangential term.

More precisely, decompose the unit ball B2 into balls 7 of radius 1/K, where
K = K(¢) < R is a large parameter. Decompose f =) _ f;, where supp f, C 7.

Let S, :={z € Bp: 37 s.t. |[Ef,(x)| > K—='|Ef(x)|}. We will show by para-
bolic rescaling that the contribution from S; is acceptable. In fact, by the definition
of S¢,

|Ef(x HLPS ;Hdx) <K€pZHEfT LP (Br;Hdz)'



194 X. DU, L. GUTH, Y. OU, H. WANG, B. WILSON, AND R. ZHANG

By parabolic rescaling and induction on scales (Lemma 2.1), the right-hand side is
bounded by

SKOE KSR A ]
a_+1, _A0 0 p
< gEe e |:R5+'Y3(O‘)”f”L2:|

Note that O‘Tfl —1—192 <0 (this is the reason why we set 7 = O‘T’z for a > 2). By
choosing K = K (¢) large enough so that

ghypatl

K( D 7175772) << 1’

the induction closes and therefore the term involving S, plays an unimportant role.

For points not in S, we have the following decomposition into a transverse
term and a bilinear tangential term (cf. [4, Lemma 6.2]), which follows quickly
from a standard argument that reduces linear estimate to multilinear ones.

LEMMA 4.2. For each point x € B; N W satisfying max, |Ef(x)| <

K *54\E f(x)|, there exists a sub-collection I of the collection of all possible
1/ K-balls T, such that

(4.14) |Ef(2)] S |Ef1jwans(@) |+ K'OBil (Efjang(2)),

where

f[,j,trans = Z nyj,transv

Tel
and the bilinear tangent term is given by

. 1/2 1/2
Bil(Efjune(2)) =  max  |Efrjane(@)]"*|Efr jrane(@)|".

T1,T2

dist(ty,m)>1/K

By Lemma 4.2 we bound the wall term HEfHLp Wi dr) OY

(4.15) S Z H max ‘Efl,j,tram H! B;nW:Hdz)

(4.16) +K1°”ZHBII E fjang (0)) 1o (3,0 110
J

We handle the transverse term by induction on the radius of the physical ball and
control the L? norms of fj,wans using the following lemma, which says that Tj ,,
crosses the wall TV transversely in at most R9(%ez) many balls B;.

LEMMA 4.3. (Lemma 3.5 in [9]) For each (0,v) € T, the number of R'~°-balls
B for which (8,v) € T yrans is at most Poly(D) = ROace)
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Note that the geometric lemma above is essentially the tube version of the fact
that a line can transversely intersect Z(P) in at most D points. Lemma 4.3 and
orthogonality (2.11) imply the bound:

3 2 < B0 £
J

We now estimate the linear transverse term (4.15). The term (4.15) is dominated
by

(“.17) 22 B s @) Lo, sy

J ICT

where 7 is the collection of all possible 1/ K -balls in B2, and the sum is taken over
all subsets of 7. Since there are at most 25° T ’s, we apply (4.1) with radius R0
to obtain

P
Z Z | Efr,jwans (@) HiP(Bij;Hdm) < Zsz [CER(F&)(EH?) Hfj7trans”L2]
J

J ICT

§2K2RO(6deg)765p76’y§)p |:CER€+’Y§)H]CHL2:|;D

Since dgeg K O, it follows that 2K RO(Sueg)—02p—373p 1, thus the induction on
the transverse term closes.

It remains to estimate the bilinear tangent term (4.16). The proof uses the bi-
linear refined Strichartz. By Corollary 3.4 in the case m = 2 and d = 3, we have
the following:

Let o € (0,3]. For functions fi and f> in L?(B?), with supports separated by
~ 1, suppose that fi and f, are concentrated in wave packets from T (M), where
Z = Z(P) and P is a product of distinct non-singular polynomials. Then for any
He fa73,

TN BN S MOWRE D2 A 2|

L3(Bpr:Hdz) ™~

Now we estimate the bilinear tangent term (4.16).

KIOPZHBﬂ (Efjtang( )HLP B;NW;Hdz)

<Kwpz DR (CTAPECTT AL

ey Lr(Bj;Hdx)
dist (T] ,Tz) >1/K

To finish the proof of the estimate (4.1), it suffices to show

1/2 1/2 1/2

@19 125 el B gl < B2

L3(By;Hdzx)



196 X. DU, L. GUTH, Y. OU, H. WANG, B. WILSON, AND R. ZHANG

for each pair (71,7,) with dist(r,72) > 1/K. We will do so by applying (4.18) to
fr;,j tang ON each ball B;.

Expand f, ; tang into smaller wave packets at the scale p = R'-9 on the ball Bj,
i.e., cover B2 with caps 6 of radius p~ /2 and cover IR? by finitely overlapping balls
of radius ~ p 5 , centered at vectors 7 € p 5272 Each new wave packet £ fa - s

roughly supported on a tube Tj ; of radius p2+5 and has length p. For a detailed
description of the wave packet decomposition of f-, ; 1ane On a smaller ball, see [10,
Section 7].

By definition of f7, jng, €ach new wave packet lies in the ~ RY/2H4_
neighborhood of Z and the angles between the wave packets and the tangent space
of Z are bounded by R~'/2+29_ In order to apply (4.18), one needs to verify that
[ jang 1s indeed concentrated in new wave packets (at the scale p) from T.(M)
for some M. Define M so that p'/2M = R'/?9. Since p = R'9, it follows
M = RG/29 thus Mp~1/2 = R~1/2+20_ Each new wave packet lies in the M p'/2-
neighborhood of Z, and the angles between the wave packets and the tangent space
of Z are bounded by M p~'/2. Therefore, the new wave packets are concentrated
in Tz (M), which enables one to apply (4.18). Now since M) = RO®) and
(a—2)/12 < 44, the bound from (4.18) implies (4.19). The proof is complete.

5. Weighted extension estimates in higher dimensions: proof of Theorem
ldford>4,a € [d 41l In this section we prove Theorem 1.4 in the case d > 4

and o € [d dgl] using polynomlal partitioning. Our goal is to show that

o 1
(.1 VEf N p2asan(Baprar) < B2 fllr2(pa)

holds for all f € L?>(B%!),all R> 1 and all H € F, 4.

Roughly speaking, we will iterate the argument in Section 4 in each dimension.
Because of the complexity of the iteration scheme and some technical issues, we
present the argument using the notion of narrow and broad part of E f. The broad
part, which is the main body of the proof, is estimated by Theorem 5.1 below, and
the narrow part is handled by Lemma 5.2 based on parabolic rescaling.

To start with, fixing a large constant K&, we decompose B%! into balls 7 of
radius K~ and Bp, into balls B of radius K 2. One naturally has f = Yoo fri=
> .. fxr, and G(7) denotes the set of directions of wave packets of f,. We use
Angle(G(7),V) to denote the smallest angle between v € G(7) and v/ € V'\ {0}
whenever V is a vector space in R%. We are now ready to define the following
broad norm of E'f. Fix H € F, 4,

(52) ||Ef||BLP (Br; de) Z IuEf(BKZ)’

BchBR
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where
1ef(Br)

= min max / ‘EfT‘pHdac
B

Vi,...,Va:1—subspace of R¢ T:Angle (G(T),Va) >K-1forallav B2

Here A < K is a large constant to be determined later. Note that the exact value
of A is not very important, which is only included in the definition to ensure that
certain versions of triangle inequality and Holder’s inequality hold true for the
broad norm (which, strictly speaking, is still not a norm). Therefore we usually
write ||| gz as || [ e for short. We also point out that iy can be extended to
be a measure on Br, by making it a constant multiple of the Lebesgue measure on
each ball Bj». More precisely, one can define

Q
‘_;KL‘MEJC(BKZ)’ VQCBKza

per(Q) =
and let

pefU)=> pef(UNBy)

B

for general set U.

The k-broad norm (a slightly different one, where there is no weight H in the
integral on B2) was first invented by the second author in [10, Section 1], where
unweighted Fourier extension estimates with respect to the unweighted k-broad
norm are obtained (see [10, Theorem 1.5]). As explained in [10], the significance
of such k-broad estimates is that, it can be used as a formally weaker substitute for
the (still open) k-linear restriction conjecture to obtain improved linear restriction
estimate, following a fairly standard scheme originated in Bourgain-Guth [3] that
converts multilinear estimates to linear ones. The broad norm we are using here is
the weighted version of the one in [10] with k£ = 2.

The main chunk of the proof of (5.1) is the following weighted extension esti-
mate with respect to our newly defined broad norm.

THEOREM 5.1. Letd >4, o € [%, %] and pg = dz—jil. Forall e >0, there is a

large constant A so that the following holds for any value of K, R > 1, H € F, 4:

IEf I Breappman) Sice BTN fll2(pa),

where vq 1= 53 — ﬁ.

Note that Theorem 5.1 will be further generalized to Theorem 6.1 in Section
6. To see that Theorem 5.1 implies the desired estimate (5.1), in other words, to
see that the leftover narrow part of ||Ef||1»(By:rar) that is not taken care of by
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the broad norm is harmless, it suffices to apply Lemma 5.2 below with p = p4, and
note that it is straightforward to check
1—-d a+1

Vi > —— +
2 Pd

We point out that the terminology narrow here refers to the fact that if
I Ef Lo (By:Hdz) is not dominated by || Ef || pre(Bg;rdx). then f must be concen-
trated in caps 7 that are contained in a K~ '-angular neighborhood of one of the
vector spaces {V, }.

LEMMA 5.2. Let d >3, p > 2 and « € (0,d]. Assume that for all € > 0, there
exists large constant A = A(e) such that

(5.3) IEfl By, (Brifde) SK.e R4 f[| 2 pa)
holds for all K,R > 1,H € F, 4, and that

1—d 1
(5.4) 7>t et
2 D

Then, for all e >0, R> 1, H € F, 4, there holds

(5.5) IEf|| Lo (Bp:idsy < C=RT fll 12 pa-ry.-

Proof. The main tools that will be used here are induction on radius R and
parabolic rescaling. It is easy to see that it suffices to consider the case that R is
large. Suppose that the desired estimate holds true if one replaces R by R/2. We

write || Ef||Lr(By:Hdr) a8

1/p

> B 5, irrany |

BK2 CBR
and for each By, take 1-subspaces V/,..., V) of R? depending on By and f to
be the minimizers obeying
(5.6)

max |Ef|PH dx = min max |Ef:|PH dx
)
T¢V! forall a By Vi,...,Va:1—subspace 7¢V, forall a B

where T ¢ V, means that Angle(G(7),V,) > K~!. Then on each Bz, by applying
the Minkowski inequality to function

Ef= Y., EfL+ Y,  Ef,

T¢ V! forall a TeV/ for some a
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we bound || Ef || 1B Hdz) DY

» 1/p
>l > Ef
B2 CBR ||T¢V] forall a L?(B 2;Hdx)
» 1/p
+ > Ef
B2 CBR ||T€V, for some a L?(B, 2 Hdx)

By the choice as in (5.6) and assumption (5.3), the first term is bounded by
© 1)HEfHBL‘;\(BR;de) Ske B fll 2 pa)-
Note that there are only O(A) many 7’s that are within an angle of K ~' to one of

V{,...,V}. We choose K = K () large enough so that A = A(g) < K°. Hence,
the second term is controlled by

1/p
< KOO max |Efl|| o 5,:1100) < (Z 15N e ) |

Note that to prove the desired estimate (5.5), one can induct on radius R. Therefore
by applying Lemma 2.1 which is based on parabolic rescaling and induction on
radius R, the narrow part above is further estimated by

I/p
S CKOO RS T e T et T (Z HfTHiz) .

Due to orthogonality and the fact p > 2, we have (>__[|f-[7.) 1/ < | fl z2- More-

. o)+ -4l Ty
over by the assumption (5.4), K P2 <& 1. Therefore, the narrow
part can be estimated as desired by induction and the proof is complete. U

It remains to prove Theorem 5.1. As in the three-dimensional case treated in
the previous section, we apply polynomial partitioning (but iteratively in different
dimensions). To make use of induction on dimensions, we generalize Theorem 5.1
to the following main inductive proposition:

PROPOSITION 5.3. Given d >4, a € [4, 4], For all ¢ > 0, there exist a large

constant A > 1 and small constants 0 < § < 5d,1 K ... K 0| < € so that the fol-
lowing holds. Let m be a dimension in the range 2 < m § d, and py, := % Sup-
posethat Z = Z(P\,..., Py ) is a transverse complete intersection with Deg P; <
Dy, and that f € L*(B%") is concentrated in wave packets from T z(R™). Then
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forany 1 <A< A R>1 and H € F 4,
S NEflprerm gz < C(K,e,m, Dz) R™ ROUCEATEA R ] 1,

where

d 1
_ Ll d<m<d—1
dm g csmsa—l

o b
22 4d’

Ym =
m=d.

In the proposition, the condition that f is concentrated in wave packets from
Tz(R%) is defined at the end of Subsection 2.4. It is easy to see that the case
m=d, Z =R% A= A in the proposition above is precisely the desired result of
Theorem 5.1. Proposition 5.3 will be proven by induction (on dimension m, radius
R, and on A) with the assistance of the linear refined Strichartz in each step (more
precisely, the linear weighted L? estimate in Corollary 3.3 for each dimension m).
The rest of this section is devoted to the proof of Proposition 5.3.

The base case m = 2 (for all R and A) follows immediately from the un-
weighted estimate (Proposition 8.1 of [10]):

i _d1
(5.8) ||Ef||BLf4(BR;dx) < REROoe Aot A =5t £ o,

where the unweighted broad norm is defined as in (5.2) except that one replaces

each [, |Ef:|[PHdx by [, |Ef;[Pdx. Indeed, applying Remark 1.3 to each
K2 K2

B>, one can show that

IEf | Brs, (Br:trdan) S 1ES N B4, (Bda):

thus the desired estimate follows.

If R is small, then choosing the implicit constant large enough will finish the
proof. If A = 1, then by choosing A large enough, the desired estimate follows
from the trivial L! — L= estimate of E. Now fix m < d and assume that the desired
estimates hold true if one decreases m or A, or decreases R by half.

We say we are in algebraic case if there is a transverse complete intersection
Y™~ c Z™ of dimension m — 1, defined using polynomials of degree < D(e, D)
(a function to be determined later), such that

:u'Ef(NRl/ZJrém (Y) ﬂBR) z NEf(BR)-

Otherwise we say that we are in the non-algebraic (or cellular) case.

5.1. Thenon-algebraic case. In the non-algebraic case, we use polynomial
partitioning and induction on radius R. Since the argument is exactly the same as in
Subsection 8.1 of [10], here we just give a brief description. One would like to ar-
gue similarly as in the cellular case for d = 3 presented in Subsection 4.1. However,
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since f is concentrated near a sub-manifold Z whose dimension is smaller than d,
one needs to be careful with the construction of the polynomial that is needed for
the partitioning.

First by pigeonholing we can locate a significant piece of Npi 215, (Z) N Br
where at each point the angle between the tangent space of Z and a fixed m-plane V'
is within 1/100. Then perform the regular polynomial partitioning in V" and pull the
polynomial on V back via the orthogonal projection 7 : R? — V. We end up with a
polynomial P on R? of degree < D = D(e, D), for which R?\ Z(P) is a union of
~ D™ open sets O; and the following properties hold. Define W := Np1/215 Z(P),

=0;\W and f; = 2(971,)6% fo.,» where

T; = {(6,v):Tp,, NO; #0}.
Since we are in the non-algebraic case, for ~ D™ cells O},

<DmHEfHBLP <DmHEf2

HEfHBLp (Bgr:Hdz) (O};Hdz) HBL" (Br:Hdz)*

In addition, by orthogonality and the geometric observation that each (¢,v) belongs
to < D collections T;, as mentioned in (4.7) above, we have

> 4illze S DIFIZ-.

Therefore, by the same argument as in three dimensions, the induction for the non-
algebraic case closes provided that p > p,, = % Then, applying Holder’s in-
equality and choosing p close enough to p;| justifies the same estimate for the
endpoint p = py,.

5.2. The algebraic case. In the algebraic case, there exists a transverse
complete intersection Y of dimension m — 1, defined using polynomials of degree
< D(e,Dgz) such that

LEF (NR1/2+5m Y)n BR) 2 BEf (BR)‘

In this case, we first subdivide Bp into smaller balls B; of radius p, chosen
such that p!/2t9m-1 = R1/2+0m_QOne has

HEfHBLPm (Bg;Hdz) <Z‘|Ef] Bme B; Hdz)_‘_RapDeC(R)Hf‘i?a

where

> fow Ti={(0.1): Toy N Ngipisn (V)N B; #0}.
(0,v)€eT;
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Similarly as in Section 4, we further subdivide T; into tubes that are tangent to Y
and tubes that are transverse to Y. We say that Ty , € T is tangent to Y in B if

(5.9) TQ’VQZB]' - NRI/H‘SW (Y)QZBJ = Np|/2+5 (Y)ﬁ2B]

m—1

and for any non-singular point y € Y N2B; N\ N ori/2+5m Lo.1s
— 1/2+5m,|

(5.10) Angle (G(0),T,Y) <p :

We denote the tangent and transverse wave packets by

T} tang := {(H,V) € T;: Ty, is tangent to Y in Bj}, T} trans := T \ T’ tang

and let

(5-11) fj,tang = Z féhm fj,trans = Z féhm
(G,V)GT]"[ang (67V)€Tj,trans

then

ZHEf] BLPm Bj;Hdz) NZHEmeg‘ Bme (Bj;Hdx)

+ Z 1B e, 1)
J

We will control the contribution from the tangent wave packets by induction of the
dimension m, and the one from the transverse wave packets by induction on the
radius R.

5.3. The tangent sub-case. In this subsection, we control the tangent term

ZHEf] tangHBLg% Bj:Hdz)
J

by induction on dimension m. In order to apply the induction hypotheses t0 E f; tang
on Bj, one needs to first redo the wave packet decomposition at the scale p. By def-
inition of T ane, it is easy to check, via (5.9) and (5.10), that such a wave packet
T}, of dimensions Pl /20 o pl /240 pis p~1/2H0m-1 tangent to Y in By, in
other words, f; wang satisfies the hypotheses of Proposition 5.3 at scale p in dimen-
sion m — 1. Therefore, by induction on the dimension one has

HEfj,tangHBLir;gl (Bj;Hdzx)

(5.12) _
< C(K,z—:,m — 1,D(€,DZ))p(mﬁl)ep(s(logAilog(A/z)) Jm! Hf] tangHLz
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On the other hand, it follows immediately from the definition of the broad norm
and Corollary 3.3 that

HEfj,tangH?BU(Bj;de) < Z HEfTJ?tangHiZ(Bj;Hdm)

T

_d-a 2
(513) S Cgpo(émfl)p&“{*l m Z Hfij7[angHL2
< C:—:po( )p€+li_Hf] tangHLz
Observing that 2 < p,, = =7 1 < u = Pm—1, ONe can interpolate estimates

(5.12) and (5.13) above to obtain

HEfj,tang HBLIX;LZ(BJ- ;Hdx)

O(0m—1)+(m—1)e+6 (log Aflog(A/Z)) +Ym,m—-1

< CKe;m—1,D(c,D )P HfjﬂangHLZ’

(1 d-« 1+ ! 1
Ymm—1 = 3 m m TYm—1 m)

Note that the number of balls B; is < RO©m-1)_hence one can sum over the balls
to obtain

where

1/pm

Z 1B sane 57 LY, (Bj;Hdz)
(5.14) J

< CK,amfl,D(aDZ)RO(ém")Jr(m*1)EM(]OgA*lOg(A/z))Pwm’mf1 £l 2

O(8—1)+(m—1)e+(log2)6 pd(log A—log A)+~Ym.m—
SCK,a7m7D(a,DZ)R (Om—1)+(m=1)e-+(log2) R (log A~log A4) 7, ]HfHLZ-

In the last inequality above, even though 7,,,,—1 can be negative, one still has
p'Ym,m—l S Ro(am—l)R'Ym,m—l . Since 5, 57’)7,71 < &,

RO((Sm,] )+(m—1)e+(log2)d < R™=

hence the inductive argument for the tangent term is done as long as

1 d—« 1 1
1 m2>|\s——— | — m-1 | 1——].
(5.13) " _<2 2m> m—i_’y ! < m>

5.4. The transverse sub-case. In this subsection we deal with the trans-
verse term

ZHEf] trans Bme (B;:Hdz)
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by induction on the radius R. The argument is exactly the same as in the Subsection
8.4 of [10], hence we omit the details and only briefly recall several essential steps.

As in the tangent sub-case, in order to apply induction on radius, we need
to redo wave packet decomposition for f; yans at scale p. Since the old relevant
wave packets are in Tz( R ), for a new relevant wave packet T} ;, of dimensions
pl/240 s pl/2H0 . the angle between G(#) and the tangent spaces of Z near
their intersection is < R™!/2F0m 4 p=1/2 < p=1/240m However, in the transverse
case, it is not necessarily true that the new smaller wave packets are contained
in the pl/ 2+0m -neighborhood of Z, which prevents us from directly applying the
induction hypothesis.

To overcome this, we decompose Npi/2is,(Z) N Bj into translates of
N /21m (Z) 0 By, say Nijzisn (Z +b) N By, b < RY2m. Define f; irans.b
using the new wave packets which intersect N /215, (Z + ) N B;. Because
of the angle condition, f; yans,, 1S concentrated in new wave packets that are
p~1/2H0m _tangent to Z 4 b inside B;. We can choose a set of translations {b} such
that

(5.16) |5, lranSHBLPm . (Bj:Hdz) ~ S (log R) ZHEfJ trambHBme (B;;Hdx)"

peL

By orthogonality and Lemma 5.7 in [10] which controls the transverse intersections
between a tube and an algebraic variety, one has

(5.17) ST Fiansl 52 S I1F 12

J,b

Moreover, there holds the equi-distribution estimate (cf. Section 7 of [10])

5 R1/2 (d=m) 5
(5.18) ml?x Hfj,trans,bHLz < ROGm) <W> Hfj,transHLz'

By inductive hypothesis we can apply (5.7) to || F fj7[rans7b||BLi’72( B;:Hdx) L0 Obtain

ZHEthrﬂm BLPm Bj;Hdz) < (log R) ZHEfJ transI’HBLP’" (Bj:Hdz)
7,0

<(logR)Y" [ e pillon Atea(4/2) | fjﬂran&bHLz]p”'
7,b

It follows from (5.17) and (5.18) that

—(d—m)(Pgr—1)
Rl/2
Z Hf] trans b” < ROCm (m) ”f”L2 )



WEIGHTED RESTRICTION AND FALCONER’S PROBLEM 205

therefore,

ZHEfJ ‘ranSHBLP’" (Bj:Hdz)

I£15™

~

< RO((Sm) [pmaRé(logAflogA)p'ym]pm (

Choosing 0, < £d,,_1, one has

—me
ROGn) (%) _ ROGm) R-0(bn-1) 1,

Henceforth the induction closes as long as

1
5(d—m) <%m - 1> +Pm¥m 2> 0,
that is,
d 1
5.1 >__" 4
(5.19) TmZ =ty
5.5. Summary. Because of the inductive argument for the non-algebraic
case, the exponent p,, = 2m1 is the smallest possible one can work with. Starting
with
_d i 1
"2 = g ' 4’

the algebraic case gives the constraint

< d +1 1 d—« 1+ 1 1
max{ ——+—, ( =——— | - — —— 5.
T = 4m  4°\2  2m m Ym—1" m

It is straightforward to check that in the range a € [§, “3~], one can take

d 1
——t -, 2<m<d-1
dm p T=mse—h
Ym =
o 1 d
———, m=d.
2d%  4d’

This completes the proof of Proposition 5.3.

6. Generalized weighted extension estimates in higher dimensions: proof
of Theorem 1.4 for d > 4, a € (0,d]. In this section, we prove Theorem 1.4 for
d>4andall a € (0,d]. As in Section 5, by Lemma 5.2, the desired estimate follows
from the following broad extension estimate.
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THEOREM 6.1. Let d > 4, o € (0,d] and pg = %. For all € > 0, there is a

large constant A so that the following holds for any value of K, R > 1 and any
He fa,d-’

IEf| BreaBpmas) Sie BN fll2(pa),
where
1+25Ha 1S9
( 4d4) _2_(1_74’ OéE(d—l,d],
d 1 3 d
sia L3 S c—2d-t],

Ya(a) == d d
Sfa 1 =15 ae<d—§,d—§+%],V5§£§d>

d
0 0,=
Y a6<72:|7

and SZ = Z?:z% if £ < d, 0 otherwise.

To prove Theorem 1.4 in the general case, recall that according to Lemma 5.2,
an estimate for the broad part implies the same estimate for the regular LP norm as
long as condition

a+1
Pd

1—d
vala) 2 ——+

is satisfied. It is straightforward to check that this is indeed the case when

o 2d(d—2-S%)
B Y Y

When #; < e < d, in order for the narrow part to be controlled, the best bound one
can get from the broad estimate above is

Ld_ atl
IEf|l tra(Bpemaz) < C(E)RT 2 v ||f| 12,

which is exactly the desired estimate for v € (#4,d] in Theorem 1.4.

We also point out that when o € (%, %], the estimate in Theorem 6.1 coin-
cides with Theorem 5.1.

It remain to prove Theorem 6.1. The proof follows from the same strategy as
Theorem 5.1, where the main tools are polynomial partitioning and induction on
scales and dimensions. To make all inductions work, we formulate the following

main inductive proposition in a more general setting:
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PROPOSITION 6.2. Given d > 4, o € (0,d]. For all € > 0, there exist a large
constant A > 1 and small constants 0 < § < 841 < ... < §) < € so that the fol-
lowing holds. Let m be a dimension in the range 3 < m < d, and p,, := % Sup-
pose that Z = Z(Py, ..., Py_y,) is a transverse complete intersection with Deg P; <
Dy, and that f € L*(B%") is concentrated in wave packets from T z(R%™). Then
forany1 <A< A R>1 and H € F, g4,

(61) ”Ef”BLim(BR,Hd.’E) S C(K,E,m,DZ)RmsRé(logA,logA)R’Ym ”f”L27

where
a d 1
___+_7 m:37
n(@)i=4 2 03 e fae(d—1,d);
(1+ 4)oz+m— —(+4),4<m<d,
4dm 2m 2m
(d 1
TS m=3,
(@) = fae(d—2,d-1];
Sita 2m—3  (14+25")d
+ — , 4<m<d,
2m 4m 4m
( d 1
—d— + -, 3<m<l—1,
dm 4
M@= g a1 (14257
L4 - L, <m<d,
\ 2m 4m 4m
if e(d—gd—&rl] V5 <0 <d;
v 2T Tk s
d 1 d
= <m< ' ~.
Ym (@) 4m+4’ 3<m<d, ifac <0,2}

Theorem 6.1 follows from Proposition 6.2 by taking m = d, Z = R% and A =
A. And Proposition 6.2 coincides with Proposition 5.3 when a € (%l, %]

The proof of Proposition 6.2 proceeds very similarly as Proposition 5.3. To
begin with, assume m = 3. To validate the inductive argument for the non-algebraic
case, the exponent p3 = 3 is the smallest possible one we can work with. The

transverse case gives a constraint (5.19):

d 1
>4

As for the tangent sub-case, recall that by interpolating with an L? estimate which
is based on linear refined Strichartz, we have an estimate with essential exponent

a 5d 1

’73,2:ﬁ—%+§-
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On the other hand, by the bilinear weighted L? estimate in Corollary 3.4 (it follows
from a randomization argument that k-linear estimate is stronger than k-broad es-
timate, cf. [11]), we have another estimate for the tangent term with essential ex-
ponent

, o d 1

271263

In summary, we have the estimate (6.1) when m = 3 with

(o) = d 1 fo si 1o d |
PO EMAN T T ™M s T3 7312 6 3 [

Note that
a 5d 1 a d 1
>

18 3 3-12 6 3
for all & < d, meaning that the bilinear refined Strichartz works better than the
linear refined Strichartz in this case. And

d . 1 < a d . 1
12 4712 6 3
for « < d— 1. This completes the proof for the base case m = 3.
Now, fix 4 < m < d and assume that the desired estimates hold true if one
decreases m, R, or A. From the same argument as in the previous section, we have

the desired estimate (6.1) with

() = A (L dma) T (@) L
T =M Ty T\ T o ) m)

where the second exponent in the above is a consequence of interpolation with
the L? estimate in Corollary 3.3 implied by the linear refined Strichartz estimate,
Va € (0,d]. Note that even though for certain m, bilinear refined Strichartz would
provide a better bound (i.e., a smaller exponent) for the tangent contribution, it
would not translate into a better v,,,(«) due to the constraint from the transverse
contribution (i.e., the first exponent in the above).

It remains to check that one can indeed take 7,,(«) as stated in Proposition
6.2, which follows from straightforward computation and is left to the reader.

6.1. Comparison of tools. There are various tools that have been used in
the argument above and in Section 4 and 5, such as linear and bilinear refined
Strichartz estimates, which we would like to discuss a bit more and compare in this
subsection.

First, as pointed out in Remark 3.5, applying the linear refined Strichartz esti-
mate directly, one can immediately obtain some result on Falconer’s problem for
d > 4, which is already better than the previously best known bounds but is not as



WEIGHTED RESTRICTION AND FALCONER’S PROBLEM 209

good as Theorem 1.2. In fact, as shown in Theorem 1.6, the linear refined Strichartz
estimate produces better result for estimating the spherical Fourier decay rates of
fractal measures when « is close to d, while when « is close to %, the relevant
value for Falconer’s problem, it doesn’t behave as well as desired without the help
of polynomial partitioning. The reason here is that the strategy of combining re-
fined Strichartz and polynomial partitioning becomes more and more effective as
a decreases from d to %, which is because, roughly speaking, that as o decreases,
it becomes more sensitive to information extracted from intermediate dimensions.

Second, in the proof of Proposition 5.3 and 6.2, we have studied the tangent
sub-case using interpolation between the induction hypothesis from one dimension
lower and the weighted L? estimate in Corollary 3.3 which is based on the linear
refined Strichartz. Alternatively, one may instead apply directly Holder’s inequality
or the bilinear weighted estimate in Corollary 3.4 which is based on the bilinear
refined Strichartz.

More precisely, Corollary 3.4 can be applied for each m, similarly as in the
proof of the base case m = 3 of Proposition 6.2, to obtain an estimate for the

tangent term. Or, Holder’s inequality implies that

|1 Efjang || BLom (B;:Hdx)
1 1

Pm  Pm-—1

S Efangll BLrm-1 (B;:Hde) (/N N Hdl’) ;
R/2+8m 1 J

which, combined with the fact that H € F, 4 and the induction hypothesis on
(m —1)-dimensional varieties, produces another estimate for the contribution from
tangent wave packets.

Both estimates already yield improvement of previously best known results
for Falconer’s problem and the Fourier decay rates of fractal measures, but are
weaker than Theorem 1.2 and Theorem 1.6. Roughly speaking, the method involv-
ing Holder’s inequality produces the weakest result among all options, the method
via interpolation is the best when m is larger than d/2, otherwise the bilinear re-
fined Strichartz approach behaves better. However, as already mentioned in the

(6.2)

proof of Proposition 6.2, it turns out that it is unnecessary to apply the stronger
bilinear refined Strichartz even if m is small, which is because in this case the
constraint arising from the transverse sub-case is too strong.
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