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Abstract: We introduce a trimmed version of the Hill estimator for the
index of a heavy-tailed distribution, which is robust to perturbations in the
extreme order statistics. In the ideal Pareto setting, the estimator is es-
sentially finite-sample efficient among all unbiased estimators with a given
strict upper break-down point. For general heavy-tailed models, we estab-
lish the asymptotic normality of the estimator under second order regu-
lar variation conditions and also show that it is minimax rate-optimal in
the Hall class of distributions. We also develop an automatic, data-driven
method for the choice of the trimming parameter which yields a new type
of robust estimator that can adapt to the unknown level of contamination
in the extremes. This adaptive robustness property makes our estimator
particularly appealing and superior to other robust estimators in the set-
ting where the extremes of the data are contaminated. As an important
application of the data-driven selection of the trimming parameters, we ob-
tain a methodology for the principled identification of extreme outliers in
heavy tailed data. Indeed, the method has been shown to correctly identify
the number of outliers in the previously explored Condroz data set.
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1. Introduction

The estimation of the tail index for heavy-tailed distributions is perhaps one
of the most studied problems in extreme value theory. Since the seminal works
of [23, 26, 33] among many others, numerous aspects of this problem and its
applications have been explored (see e.g., the monographs [7] and [19]).

Let X1, -+, X, be an i.i.d. sample from a distribution F'. We shall say that
F has a heavy (right) tail if:

P(X,>2z)=1- F(z) = (z)z ¢, (1.1)
for some £ > 0 and a slowly varying function ¢ : (0,00) — (0, 00), i.e., £(Az)/¢(x)

— 1, x — oo, for all A > 0. The parameter £ is referred to as the tail index of
F. Tts estimation is of fundamental importance to the applications of extreme
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Fic 1. Exploratory plots of the Condroz data set. Left: Pareto quantile plot, Middle: Di-
agnostic Plot and Right: Hill plots viz classic Hill plot, trimmed Hill plot and biased Hill
plot.

value theory (see for example the monographs [7], [15], [34], and the references
therein).

The fact that the tail index £ governs the asymptotic right tail-behavior
of F' means that, in practice, one should estimate it by focusing on the most
extreme values of the sample. In many applications, one may quickly run out of
data since only the largest few order statistics are utilized. Since every extreme
data-point matters, the problem becomes even more challenging when a certain
number of these large order statistics are corrupted. Contamination of the top
order statistics, if not properly accounted for, can lead to severe bias in the
estimation of the tail index. For example, the right panel of Figure 1 shows
the classic Hill plot, its biased version and our new trimmed Hill plot for the
Condroz data set which has been previously identified to have 6 outliers (see
[35, 37] and Section 5.1, below, for more details). We shall elaborate more on
the construction of these three plots in the rest of the introduction but observe
the drastic difference in the tail-index estimates produced by these methods (see
also the R shiny app at [29]).

Recall the classic Hill estimator of &:

k
1 TL’L n
EE og< ast )>, 1<k<n-—1. (1.2)

X(n k,n)
It is based on the top-k of the order statistics:
X(n,n) > X(n—l,n) R X(l,n)

of the sample X;, i =1,--- ,n

Naturally, one can trim a certain number of the largest order statistics in
order to obtain a robust estimator of £. This idea has already been considered
in Brazauskas and Serfling [12], who (among other robust estimators) defined a
trimmed version of the Hill estimator:

k
ani n
Erimin) = > i) log <¥> 0<ko<k<n.  (13)

i=kot1 X(n—k,n)



Data-adaptive trimming of the Hill estimator 1875

where the weights ¢, ,(¢) were chosen so that the estimator is asymptotically
unbiased for & (see Section 3.1 in [12]). The weights used by Brazauskas and Ser-
fling, however, are not optimal. In Section 2.1, we show that the asymptotically
optimal trimmed Hill estimator has the form

~ ko X(n—ko n) 1 k X(n—i—i—l n)
= 1 : 1 —_ 14
Gt = g (S} L5 (1

X(n—k.n) Mt X(n—k,n)

&

for 0 < ky < k < n. Note that if kg = 0 the trimmed Hill estimator Ekmk(n)
coincides with the classic Hill estimator.

A number of authors have also considered trimming but of the models rather
than the data. Specifically, the seminal works of [2] and [6] studied the case
where the distribution is truncated to a potentially unknown large value. In
contrast, here we assume to have non-truncated heavy-tailed model and trim
the data as a way of achieving robustness to outliers in the extremes.

Suppose now that somehow one has identified that the top-kg order statistics
have been corrupted. Following [30], if one were to simply ignore them and
apply the classic Hill estimator to the observations X, ) > -+ = X(n_n)s

the estimator would be biased. Indeed, the second summand, gk)ok(n) in (1.4)
gives the expression for this biased Hill estimator. The recent work of Zou et
al [39] uses this biased Hill estimator in a different inferential censoring—type
context, where an unknown number kg of the top order statistics is missing.

Let us return to Figure 1 (right panel) based on the Condroz data set. It
shows the classic Hill plot, i.e., the plot of gk(n) as a function of k as well as
the plots of é\kovk(n) and égok(n) as a function of k. We refer to the last two
plots as to the trimmed Hill and biased Hill plots, respectively. Since the data
exhibits six outliers (Figure 1 left panel), the trimmed Hill and biased Hill plots
are based on kg = 6. The significant difference in the three plots demonstrates
the effect that outliers can have on the estimation of the tail index.

In this paper, we introduce and study the trimmed Hill estimator gko’k(n)
defined in (1.4). We begin by establishing its finite sample optimality and ro-
bustness properties. Specifically, for ideal Pareto data, we establish in Theo-
rem 2.5 that the trimmed Hill estimator has nearly minimum-variance among
all unbiased estimators with a given strict upper break-down point (see Defi-
nition 2.4). For heavy tailed models in (1.1), since the Pareto regime emerges
asymptotically, it is not surprising that the trimmed Hill estimator is also min-
imax rate-optimal. This was shown in Theorem 3.2 for the Hall class of heavy-
tailed distributions. Furthermore, under technical second-order regular variation
conditions, we establish the asymptotic normality of the trimmed Hill estimator
in Section 3.2.

The optimality and asymptotic properties of the trimmed Hill estimator al-
though interesting are not practically useful unless one has a data-adaptive
method for the choice of the trimming parameter k. This problem is addressed
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in Section 2.2. We start by introducing a diagnostic plot to visually determine
the number of outliers kg. It is a plot of the trimmed Hill estimator as function
of ko for a fixed k. Figure 1 (middle panel) displays this plot for the Condroz
data set with previously identified six outliers. A sudden change point at kg = 6
further corroborates the hypothesis of six plausible outliers in the data set. This
value of ky was automatically identified by the method we introduce in Section
2.2. The methodology for the automatic selection of kg is based on a weighted
sequential testing method, which exploits the elegant structure of the joint distri-
bution of &k, k(n), ko =0,1,...,k—1 in the ideal Pareto setting. In Section 3.2,
we show that this test is asymptotically consistent in the general heavy-tailed
regime (1.1) under second order conditions on the regularly varying function ¢ of
[4]. In fact, the resulting estimator E,;O’k(n), where %0 is automatically selected,
has an excellent finite sample performance and is adaptively robust to shifting
degrees of contamination in the data. This novel adaptive robustness property
is not present in other robust estimators of [12, 13, 18, 21, 28, 32|, which in-
volve hard to select tuning parameters. Also none of these estimators is able to
identify outliers in the extremes, a property inherent to the adaptive trimmed
Hill estimator. An R shiny app implementing the trimmed Hill estimator and
the methodology for selection of kg is available at [29].

The paper is structured as follows. In Section 2, we study the benchmark
Pareto setting. We establish finite-sample optimality and robustness properties
of the trimmed Hill estimator. We also introduce a sequential testing method for
the automatic selection of k. Section 3 deals with the asymptotic properties of
the trimmed Hill estimator in the general heavy-tailed regime. The consistency
of the sequential testing method is also studied. In Section 4, the finite-sample
performance of the trimmed Hill estimator is studied in the context of various
heavy tailed models, tail indices, and contamination scenarios. In Sections 4.3,
4.4 and 4.5, we demonstrate the need for adaptive robustness and the advantages
of our estimator in comparison with established robust estimators in the litera-
ture. In Section 5, we demonstrate the application of the adaptive trimmed Hill
methodology to the Condroz data set and French insurance claim settlements
data set.

2. Optimal and adaptive trimming: The Pareto regime

In this section, we shall focus on the fundamental Pareto(o, £) model and assume
that
P(X > z) = (z/0) V¢, 2> 0, (2.1)

for some ¢ > 0 and a tail index £ > 0.

Motivated by the goal to provide a robust estimate of the tail index £, we
consider trimmed versions of the classical Hill estimator in Relation (1.2) and
thereby study the class of statistics, E,ZE“,‘C‘(n) of Relation (1.3). Proposition 2.1
below finds the optimal weights, ¢y, 1 (¢) for which the estimator, A,tcfj“}c‘(n) is not
only unbiased for &, but also has the minimum variance. This yields the trimmed
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Hill estimator of Relation (1.4). Its performance for general heavy-tailed models
(see Relation (1.1)) is discussed in Section 3.

2.1. The trimmed Hill estimator

We develop our trimmed Hill estimator as the minimum variance unbiased es-
timator (MVUE) of ¢ among the class of estimators given by Relation (1.3).
The class of estimators in Relation (1.3) is linear in terms of the log ratio of
order statistics to the k' order statistic. Thus, the following result shows that
the trimmed Hill estimator may be viewed as a best linear unbiased estimator
(BLUE).

Proposition 2.1. Suppose X1, -+ , X, are i.i.d. Pareto(o,£) random variables,
as in Relation (2.1). Then, among the class of linear estimators in Relation

(1.3), for 0 < ko < k < mn, the BLUE of £ is given by

~ ko X(nfko n) 1 b X(nfiJrl n)
— 1 2 1 _ 2.2
Guosln) = 0 og< Fe 3 (S e

X(n—k,n)

The proof is given in Section C.2.

Remark 2.2. The second summand, Egok(n) in Relation (2.2) is nothing but
the classic Hill estimator applied to the observations X (p_rom) =+ 2 Xn—k,n)
which denote the top-k order statistics excluding the top-kg ones. Note that,
@Oyk(n) which belongs to the class of estimators in Relation (1.3), is not only
suboptimal but also biased for the tail index &. We shall thus refer to it as the
biased Hill estimator. The biased Hill estimator has been previously used for
robust analysis (see [37]) and inference in truncated Pareto models (see [30],

[39]).

Remark 2.3 (Classic, Biased and Trimmed Hill Plots). The classic Hill
plot is a plot of the classic Hill estimator, Ek(n) as function of k. Likewise,
for a fized ko, a plot of the trimmed Hill estimator, g}o,k(n) and the biased
Hill estimator, égok(n) as function of k will be referred to as the trimmed Hill
plot and the biased Hill plot, respectively. Since ngok(n) < Ekoyk(n), the biased
Hill plot always lies below the trimmed Hill plot. Depending upon the nature of

outliers in the extremes, the classic Hill plot can either lie above or below the
trimmed Hill plot (see Figures 1 and 11).

In the rest of the section, we discuss the robustness and finite-sample opti-
mality properties of the trimmed Hill estimator. In this direction, inspired by
[12], we define the notion of strict upper breakdown point.

Definition 2.4. A statistic T is said to have a strict upper breakdown point (3,
0<B<Lif T =T Xtnonsln)> " >X(1,n)) where X(npny > -+ > X(1,4) are
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the order statistics of the sample, i.e., T is unaffected by the values of the top
[nB] order statistics.

In Proposition 2.1, we showed that the trimmed Hill estimator is the BLUE
for a large class of estimators with strict upper break down point of kq/n (see Re-
lation (1.3)). We next prove a stronger result on the finite sample near-optimality
of the trimmed Hill estimator. As stated in the next proposition, the trimmed
Hill estimator is essentially the minimum variance unbiased estimator (MVUE)
among the class of all tail index estimators with a given strict upper break down
point.

Theorem 2.5. Consider the class of statistics given by

{T = T(X(’nfko,n% T 7X(1,n)) : E(T) = §7 Zf X17 T 7X’I’L z'Z\Jd Pareto(a, f)}

which are all unbiased estimators of & with strict upper breakdown point 3 =
ko/n. Then for &y n—1(n) as in Relation (2.2), we have
52

52 . =
< V )<V n)y)=————. .
n—=ky — Tlenlxtfkg ar(T) < ar(gko’n_l( ) n—ky—1 (2:3)

In particular, é\koyn_l(n) is asymptotically MVUE of & among the class of esti-
mators described by Uy, .

The proof is given in Section C.3.

Though the trimmed Hill estimator has nice finite sample properties, it is of
limited use in practice unless the value of trimming parameter kg is known. In
the following section, we will develop a data-driven method for the estimation
of ko.

2.2. Automated selection of the Trimming parameter

In this section, we introduce a methodology for the automated data-driven se-
lection of the trimming parameter ky. The trimmed Hill estimator with this
estimated value of kg will be referred to as the adaptive trimmed Hill estimator.
Its performance as a robust estimator of the tail index £ is discussed elaborately
under Section 4. In addition, the ky-estimation methodology also provides a tool
for the detection of outliers in the extremes of heavy tailed data.

We begin with a result on the joint distribution of the trimmed Hill statistics,
which is a starting point towards the estimation of k.

Proposition 2.6. The joint distribution ofgko,k(n) can be expressed as follows:

{Ekoyk(n), ko=0,....k— 1} 4 {glf’“_—*l’z; ko=0,....k— 1}, (2.4)
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where I'; = Fy + --- + E; with By, Es,--- i.i.d. standard exponential random
variables. Consequently, as k — kg — oo,

VE = k(€ n(n) —€) =5 N(0,62) (2.5)

The proof is given in Section C.2. This result motivates a simple visual device
for the selection of k.

Diagnostic plot For a fixed value of k, the plot of gko’k(n) as a function
of ko will be referred to as a trimmed Hill diagnostic plot. The plot also in-
cludes additional vertical lines representing &y, (n)+0k, x(n) with ok, x(n) =
fko’k(n)/\/k — k‘o.

Note that for observations from ideal Pareto, oy, x(n) is indeed the plug
in estimate for standard error of E,m,k(n) (see Proposition 2.6). Figure 2, shows
diagnostic plots for data simulated from Pareto(1,1) under the case of no outliers
(left panel) and kg = 5 outliers (right panel).

o | Num of Outiers = 0 o | ~-- Num of Outiiers = 5
: [ ot o : [ memorousen ]
. .
: :
o M 2] M
3 0 /7 3w : /7
of 2 i I P i
o | FOOTREAMPREMDIAOMOL o OO o | MMW
" "
o k o k
. .
0 20 40 60 80 100 0 20 40 60 80 100
ko ko

F1G 2. Diagnostic Plot for Pareto(1,1) with n = 100,k = n — 1. Left: No outliers. Right: 5
outliers.

In the absence of outliers, modulo variability, the diagnostic plot should be
constant in kg (see left panel in Figure 2). The right panel in Figure 2 corre-
sponds to a case where extreme outliers have been introduced by raising the
top-ko = b order statistics to a power greater than 1. This resulted in a visible
kink in the diagnostic plot near kg = 5. Note that, in principle, the presence
of outliers could lead to a kink/or change point with an upward or downward
trend in the left part of the plot. The diagnostic plot, while useful, requires visual
inspection of the data. In practice, an automated procedure is often desirable.

The crux of our methodology for automated selection of kg lies in the next
result. The idea is to automatically detect a change point in the diagnostic plot
by examining it sequentially from right to left. Formally, this will be achieved
by a sequential testing algorithm involving the ratio statistics introduced next.

Proposition 2.7. Suppose all the X;’s are generated from Pareto(o, ). Then,
the statistics

(k — ko — D)ékyr1,1(n)
(k — ko)Eno 1 (1)

Tho .k (n) == ko=0,1,---  k—2 (2.6)
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are independent and follow Beta(k—ko—1,1) distribution for kg =0,1,--+  k—2.

Remark 2.8. Note that, Ty, r(n) depends only on X_jonys > X(n—kmn)-
Therefore, the joint distribution of Ti, 1(n)’s remains the same as long as

d
(X(n—krom)v T aX(n—k:,n)) = ()/(n—k:o,n)v e 7)/(n—k,n))

where Y(n ny > -+ > Y(1,n) are the order statistics of n i.i.d. observations from
Pareto(o,&). In other words, Proposition 2.7 holds even in the presence of out-
liers provided that the outliers are confined only to the top-ko order statistics.
This motivates the sequential testing methodology discussed next.

Weighted sequential testing By Proposition 2.7, in the Pareto regime, the
statistics

Uko.k(n) := 2|(Thy 1 (n))¥ k071 — 0.5, ko =0,1,--- ,k —2. (2.7)

are i.i.d. U(0,1). This follows from the simple observation that T,fo_,,fo_l(n) ~
U(0,1). For simplicity, both in terms of notation and computation, we use the
transformation in Relation (2.7) to switch from beta to uniformly distributed
random variables.

Assuming that outliers affect only the top-kg order statistics, one can identify
ko as the largest value j for which U x(n) fails a test for uniformity. Specifically,
we consider a sequential testing procedure, where starting with j = k — 2, we
test the null hypothesis Ho(j) : Ujx(n) ~ U(0,1) at level ;. If we fail to reject
Ho(j), we set j = j — 1 and repeat the process until we either encounter a
rejection or j = 0. The resulting value of j is our estimate %0. The methodology
is formally described in the following algorithm.

Algorithm 1 Weighted Sequential Testing

1: Consider a set of a; € (0,1),j =0,1,--- ,k—2.

2: Set j =k — 2.

3: Compute Uj k(n) as in Relation (2.7).

4: IfUjk(n) <1—ay, set j =7 — 1 else go to step 6.
5: If j = 0, go to step 6 else go to step 3.

6: Return ko = j.

Since «; varies as a function of j, we refer to Algorithm 1 as the weighted
sequential testing algorithm. As shown in the following Proposition, the family
wise error rate of the algorithm is well calibrated at level ¢ € (0, 1), provided

k—2

[[a-e))=1-4q (2.8)

Jj=0

Proposition 2.9. For i.i.d. observations from Pareto(c,§), let EO be the value
from Algorithm 1 with a;’s as in Relation (2.8). Then, under the null hypothesis

Ho : ko =0, we have Py, (79\0 >0) =q.
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Proof. We shall instead show, Py, (EO = 0) = 1 — ¢. Since the U;x(n)’s are
independent U(0, 1),

k-2 k—2
Prgy (Fo = 0) = Poy ( (V(Wk(m) < 1-0y)) = [[01—a) =1-q, (29)
§=0 §=0
which completes the proof. O

Remark 2.10 (Choice of «;). For the purposes of this paper, the levels a; in
the above algorithm are chosen as follows:

ji—1

aj=1-(1—g)" 7" j=0-- k-2 (2.10)

with a > 1 and ¢ = 1/2;:3 a*=3=1. This choice of v satisfies Relation (2.8),
which in view of Proposition 2.9, ensures that the algorithm is well calibrated.
In addition, this choice puts less weight on large values of j and thereby allows
for a larger Type I error or fewer rejections for the hypothesis Ho(j) : Uj k(n) ~
U(0,1). This implies that large values of j are less likely to be chosen over
smaller ones. This guards against encountering spurious values of/lgo close to k,
which can lead to highly variable estimates of &k, 1(n). Our extensive analysis
with a variety of sequential tests indicate that the choice of levels as in Relation
(2.10) with a = 1.2 works well in practice.

Remark 2.11. Proposition 2.9 shows that in the Pareto case the weighted se-
quential testing algorithm is well calibrated and attains the exact level Type 1
error. In the general heavy tailed regime, Theorem 3.11 (below) establishes the
asymptotic consistency of the algorithm. In Section 4, we show that the algorithm
can identify the true ko in the ideal Pareto regime as well as the challenging cases
of Burr and T distributions (see Section 4.5).

3. The general heavy tailed regime

In this section, we study the asymptotic properties of Eko’k, the trimmed Hill
statistic of Relation (2.2), for a general class of heavy-tailed distributions F' as in
Relation (1.1). Consider the tail quantile function corresponding to F', defined
as follows:

Qt)=inf{z: F(x)>1—-1/t} = F (1 —1/t), t > 1. (3.1)
Following [4], for F' as in Relation (1.1), one can equivalently assume that
Q(t) =t L(t) (3:2)

Remark 3.1. The relation between the slowly varying functions £ and L in
Relations (1.1) and (3.2) is well known (see e.g., [4], [11] and [34]). Specifically,
one can show that

L(EYE) ~ E(LL(HEYE)), as t — . (3.3)
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Thus, ((z) = ¢5(z) and L(x) = L(z"/¢) satisfy L(x) ~ l(xL(z)). This in_view
of Theorem 1.5.13 of [10] implies that 1/¢ is the de Bruijn conjugate of £ and
hence unique up to asymptotic equivalence.

We start with a conceptually important derivation used in the rest of the sec-
tion. Using the tail-quantile function, one can express the trimmed Hill statistic
under the general heavy-tailed model (1.1) as the sum of a trimmed Hill statistic
based on ideal Pareto data plus a remainder term. In view of Relations (3.1)
and (3.2), let

Xi=QV:) =Y L(Y), i=1,...,n, (3.4)
where Y;’s i.i.d Pareto(1,1). Then X;, ¢ = 1,...,n, represent an i.i.d. sample

from F.
Therefore, using X ,,—; ) = Q(Y{(5—i,n)) in Relation (2.2), we obtain

3 k—1 3
~ k Yn_ n 1 Yn—in
Suoln) = o log = 4 —— 3 log —r=tt
0 Yv(n—k,n) 0 i=ko (n—k,n)
€0

kO ‘C(Yv(nfkg n)) 1 = ‘C(Yr(nfz n))
+ lo e log ————= 3.5
& LY n-kn) k—ko Z . (3:5)

k— ko
Ry k(1)

where Y{; ,,)’s are the order statistics for the Y;’s. Since Yf’s follow Pareto(1,£),

the statistic EAZO x(n) in Relation (3.5) is simply the trimmed Hill estimator for
ideal Pareto data and Ry, x(n) is a remainder term that encodes the effect of
the slowly varying function L.

The nature of the function £ determines the rate at which the remainder
term Ry, r(n) converges to 0 in probability. We establish the minimax rate
optimality of the trimmed Hill estimator under the Hall class of assumptions on
the function £ (see Section 3.1). To establish the asymptotic normality of the
trimmed Hill estimator, we use second order regular variation conditions on the
function £ (see Section 3.2). Under the same set of conditions, the asymptotic
consistency of the weighted sequential testing algorithm of Section 2.2 is also
established in Section 3.3.

3.1. Minimax rate optimality of the trimmed Hill estimator

Here, we study the rate-optimality of the trimmed Hill estimator for the class of
distributions in D := D¢ (B, p), where Relation (3.2) holds with tail index £ > 0
and L of the form:

L(z)=1+r(x), with |r(z)]<Bz™", (z>0) (3.6)

for constants B > 0 and p > 0 (see also Relation (2.7) in [11]). This is known
as the Hall class of distributions.
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In [24], Hall and Welsh showed that no estimator can be uniformly consistent
over the class of distributions in D at a rate faster than or equal to n?/(2p+1)
Theorem 1 of [24] adapted to our setting and notation is as follows:

Theorem 3.2 (optimal rate). Let En be any estimator of & based on an inde-
pendent sample from a distribution F' € De(B, p). If we have

. . . - _ < — )
lim inf Fefa?(fs,p) Pr(l&n — €l < a(n)) =1 (3.7)

then liminf,_,. n?/2rtDa(n) = co. Here by Pr, we understand that En was
based on independent realizations from F.

In Theorem 3 of [24], it is shown that for the case of no outliers, the classic Hill
estimator, g}(n) with k = k(n) ~ n??/(1+2) is a uniformly consistent estimator
of ¢ at a rate greater than or equal to any other uniformly consistent estimator.
In other words, the classic Hill estimator is minimax rate optimal in view of
Theorem 3.2 wherein &, = () satisfies Relation (3.7) for every a(n) with
a(n)n?/ P+ 5 oo,

Note that, Theorem 3.2 also applies to the trimmed Hill estimator. We next
show that in the presence of outliers, the trimmed Hill estimator with ky =
ko(n) = o(k) and k = k(n) ~ n?¢/(1+2) is minimax rate optimal with the same
rate as that of the classic Hill. In addition, the minimax rate optimality holds
uniformly over all ko € [0, h(k)] for h(k) = o(n2r/(1+20)),

Theorem 3.3 (uniform consistency). Suppose that k = k(n) oc n?/(2»+1 and
h(k) = o(k), as n — oo.
Then, for every sequence a(n) | 0, such that a(n)\/k(n) — oo, we have

liminf inf P 3 —¢) < = 1. 3.8
minf nf FF <O<g}g;§(k) |Eko,ke(n) — €| < a(n)) (3.8)

The proof of this result is given in Section C.3.1. Observe that /k(n)
ne/ (1i2p) is the optimal rate in Theorem 3.2. Therefore, Theorem 3.3 implies
that &, x(n) is minimax rate-optimal in the sense of Hall and Welsh [24]. Also,
note that the trimmed Hill estimator &, x(n) is uniformly consistent with re-

spect to both the family of possible distributions D as well as the trimming
parameter ko, provided ko € [0, h(k)] for h(k) = o(k).

Remark 3.4. The above appealing result shows that trimming does not sacri-
fice the rate of estimation of & so long as ko = o(n?/(2+1) n — co. In the
regime where the rate of contamination ko exceeds n*?/ 201 to achieve robust-
ness and asymptotic consistency, one would have to choose k(n) > n2e/(2p+1)
which naturally leads to rate-suboptimal estimators. In this case, similar uni-
form consistency for the trimmed Hill estimators can be established along the
lines of Theorem 3.3.
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3.2. Asymptotic normality of the trimmed H:ll estimator

Here, we shall establish the asymptotic normality of Ekok(n) under the gen-
eral semi-parametric regime (Relation (1.1) or equivalently Relation (3.2)).
In Proposition 2.6, we already established the asymptotic normality of the
trimmed Hill estimator in the Pareto regime. Recalling Relation (3.5), we ob-
serve that fAkO’k(n) differs from a tail index estimator based on Pareto data
only by a remainder term Ry, r(n). Thus, proving the asymptotic normality
of Ekmk(n) amounts to controlling the asymptotic behavior of the remainder
term.

Indeed, we begin with a much stronger result which establishes the conver-
gence rate of Ry, x(n) uniformly for all kg € [0, h(k)] where h(k) € o(k). To
this end, following [4], we adopt the following second order condition on the
function L:

E(tl’) xT —pe1 Eg(t) lf p > 0
_ < :
Rl R0 Cg(t)/l vl < egt)a®  if p=0. (39

for all ¢ > 0 and some ¢. dependent on ¢ and g : (0,00) — (0, 00) is a —p varying
function with p > 0 (see Lemma A.2 in [4] for more details).

Theorem 3.5. Suppose the X;’s are independent realizations with tail quantile
function Q as in Relation (3.2) with £ as in Relation (3.9). If, for some 6 > 0
and constant A > 0,

K g(n/k) — A for k/n — 0 as k,n — oo, (3.10)

then for Ry, r(n) = Ek.(,’k(n) — E,’;Ok(n) as in Relation (3.5) and h(k) = o(k), we

have

P

A -0
L N (3.11)

1+p

kK max

R
0<ko<h(k) Kook (1)

The proof is given in Section C.3.2.

Remark 3.6. Simulation results of Section A show that the rate § in Relation
(3.11) is indeed optimal for the Hall class of distributions (Relation (3.6)) and
cannot be improved further (see Table 8). The exact proof is however beyond the
scope of this paper.

The asymptotic normality of gkmk(n) is a direct consequence of Theorem 3.5
with § = 1/2 and Relation (2.5). This is formalized in the following corollary.

Corollary 3.7. If ko = o(k) and Vkg(n/k) — A € [0,00),

cA
1+p’

\/E(gkok(n) —&) L N ( §2) ,  asm — oo. (3.12)
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Proof. By adding and subtracting the estimator g;o’k(n) defined in Relation
(3.5), we have

VEEror(n) =€) = VE(Erok(n) — &y k() + VE(E, 1(n) — &)
= VkRik(n) + VE(E, 1(n) = ). (3.13)

For the first term in Relation (3.13), we have VARg, x N cA/(1 + p). This

follows from Relation (3.11) with 6 = 1/2. By Relation (2.5), the second term

in Relation (3.13) satisfies \/E(E;;ok —£) N N(0,£2), as k — oo, and hence

(3.12) follows. O

Remark 3.8. Consider the asymptotic normality result of Corollary 3.7 for the
Hall class of distributions in Relation (3.6). In this case, we have g(x) x z=°
and the convergence Vkg(n/k) — A > 0 implies that k = k(n) oc n?/Ce+1)
as n — oo. This is the optimal rate, which as we know from Theorem 3.3,
cannot be achieved by an asymptotically unbiased estimator of £. Indeed, the limit
distribution in Relation (3.12) involves the bias term cA/(p + 1). To eliminate
the bias term, one can pick k = 0(n2p/<2p+1)), which in this case implies that
Vkg(n/k) — A =0. That is, asymptotically unbiased estimators can be obtained
but one needs to sacrifice the optimal rate.

3.3. Asymptotic behavior of the weighted sequential testing

In this section, we establish the asymptotic consistency of the weighted sequen-
tial testing algorithm (Algorithm 1) under the same set of second order regular
variation conditions on the function £ as in Section 3.2. We begin with a con-
vergence result on the ratio statistics of Relation (2.6).

Theorem 3.9. Assume that the conditions of Theorem 3.5 hold and Relation
(3.10) holds for some § > 0, then

K max =50, (3.14)

T - T
0<kooh (k) ko & (12) kg,k(n)

where Tk, 1(n) and T} . (n) are based on Eko,k(n) and E;O’k(n), respectively as
in Relation (2.6).

The proof is described in Section C.3.3.

Remark 3.10. The question of whether the rate § in Relation (3.14) can be
improved or not is unresolved. Simulation results in Section A (see Table 8)
show that the achievable optimal rate is indeed greater than §. The exact proof
of this is however more involved requiring additional assumptions on the slowly
varying function L of Relation (3.2).

We next establish that the weighted sequential testing algorithm is well cal-
ibrated and attains the significance level ¢ even for the general class of heavy
tailed models in Relation (1.1).
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Theorem 3.11. Suppose Relation (3.14) in Theorem 3.9 holds with § = 0%,
then

1. Based on Ty, k(n) and Tj; ;. (n), suppose Uk, k(n) and U} ;. (n) are defined
as in Relation (2.7), then

0D max 50, (3.15)

0< ko2 h (k) Uko.k(n) — Uko,k(n)

2. Suppose in Step 2 of Algorithm 1, j starts from h(k) instead of k —2, then
under Hg : kg =0 N

Py, [ko > 0] — q. (3.16)
as long as 6* > 2.
The proof is given in the Section C.3.3.

Remark 3.12. If Relation (3.14) holds at a rate 6 = §*, there is very little scope
of improvement in rates for Relations (3.15) and (3.16). Extensive simulation
results of Section A demonstrate that the rates of Theorem 3.11 as derived from
the rate in Theorem 3.9 are indeed optimal (see Table 8 and Figure 12) at least
for the Hall class of Relation (3.6).

Remark 3.13. For the Hall class of distributions, g(x) ~ =", thus Relation
(3.10) holds whenever
k = k(n) oc n?/ (P9, (3.17)

For this choice of k, by Theorem 3.9, the Ty, 1(n)’s converge at least at the rate
0. This implies that Uy, (n)’s and the Type I error of Algorithm 1 converge
at least for 6 > 1 and § > 2, respectively'. By Remark 3.8, the minimaz rate
optimality and the asymptotic normality of the trimmed Hill estimator &g, i
with § = 1/2 in Relation (3.17). Choices of 6 > 1 and § > 2 produce suboptimal
choices of k in terms of rate. If p is large, the difference between these suboptimal
values and the optimal value n?/(P+t1/2) js negligible. For small values of p, the
difference is greater and the consistency of Algorithm 1 may be compromised.
However, in Section 4.5, we show that even at smaller values of p, we do a
reasonably good job in terms of determining the true ky.

4. Performance of the adaptive trimmed Hill estimator
4.1. Swmulation set up

In this section, we study the finite sample performance of the adaptive trimmed
Hill estimator, & ,(n), which is the trimmed Hill statistic in Relation (2.2)

with kg = EO (see also the R shiny app at [29]). Here, the value of the trimming
parameter kg is obtained from the weighted sequential testing algorithm, Algo-

1 We believe that the conditions § > 1 and § > 2 can be made less stringent since there is
scope of improvement in the rate ¢ for Ty, 5 in Relation (3.14).
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rithm 1. We also evaluate the accuracy of the algorithm as an estimator of the
number of outliers kg. The parameters for the algorithm, a and ¢ are set at 1.2
and 0.05 respectively.

Measures of performance The performance of an estimator E of £ is eval-
uated in terms of its root mean squared error (v M SE), where
MSE() = E(€ - €)% (4.1)

Using criterion (4.1), we evaluate the performance of the adaptive trimmed Hill
estimator and several other competing estimators of the tail index &£. The com-
putation of the vV M SE is based on 2500 independent Monte Carlo simulations.

Data generating models We generate n i.i.d. observations from one of the
following heavy-tailed distributions:
Pareto(o,¢) : 1—F(z) = o ex Ve 1> 00> 0,6 >0, p = oo

“A
Burr(n, A\, &) @ 1—F(z)=1- (ﬁ)

;o x>0 >0A>0>0,p=1

. _ [T e
;o >0,6>0,p=2¢ (4.2)

Sections 4.3 and 4.4 deal with the performance of the weighted sequential testing
algorithm and the adaptive trimmed Hill estimator for Pareto observations.
Section 4.5 delve deeper into the performance under challenging cases of non
Pareto scenarios like the |T| and the Burr distributions.

Choice of k£ In [25], Hall and Welsh proved that the asymptotic mean squared
error of the classic Hill estimator &;(n) is minimal for

1/(2p+1
vt (L’(p - 1)2) R (4.3)
n 2D2p3

for the Hall class of Relation (3.6). Thus, k°P' provides an optimal choice of k
for computing the classic Hill estimator for data arising from the Hall class of
distributions. For the Hall class, in Theorem 3.3, we showed that the trimmed
Hill estimator is also optimal at the same rate as the classic Hill estimator as
long as the number of outliers, kg = o(k). Since for Pareto p = co, the optimal
k in view of Relation (4.3) is n — 1. Sections 4.3 and 4.4 which deal only with
Pareto examples use this value of k. For Sections 4.2 and 4.5 which deal with
non-Pareto examples as well, k is chosen approximately around the optimal
value as in Relation (4.3).

In Section 4.2, we demonstrate the performance of the adaptive trimmed Hill
estimators in the regime of no outliers. In this scenario, the classic Hill estimator
(recall Relation (1.2)) is an asymptotically optimal estimator of £ (see [26]) and
is therefore used as the comparative baseline.
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Outlier scenarios In Sections 4.3, 4.4 and 4.5, we demonstrate the perfor-
mance of the adaptive trimmed Hill estimator in the presence of outliers. We
next discuss the mechanism of outlier injection to introduce outliers in the ex-
treme observations of the data.

1. Ezponentiated Outliers: The top-kg order statistics are perturbed as fol-
lows:

X(n7i+1,n) = X(nfko,n) +(X(nfi+1,n) _X(nfkg,n)))La 1=1,---, ko,
(4.4)
2. Scaled Outliers: The top-kqg order statistics are perturbed as follows:

X(n—i+1,n) = X(’I’L—k07n)+0(X(TL—i+17n)_X(TL—IC07TL)))7 =1, 7k03
(4.5)
3. Mized Outliers: For S = {s : Xy > 7}, set

(X}oes = M7, M >1 (4.6)

i.e., observations above a given threshold 7 are perturbed.

Firstly note that the L, C' and M are constants whose values can be changed
to control the intensity of the injected outliers. Secondly, all the above three
nature of outliers preserve the order of the bottom-(n — kg) order statistics.
Unlike the case of mixed outliers, the exponentiated and scaled outliers preserve
the order of the top-ky order statistics as well. The case of mixed outliers is a
challenging one because the trimming parameter kg, though controlled by 7,
is random and not well defined. In contrast, kg is fixed and well defined for
exponentiated and scaled outliers. Thus, for exponentiated and scaled outliers,
we demonstrate the efficiency of Algorithm 1 in determining k.

Competing robust estimators In the presence of outliers, the adaptive
trimmed Hill estimator is indeed a robust estimator of the tail index £. Thus,
for a comparative baseline we use two other robust estimators of the tail index
in Sections 4.3, 4.4 and 4.5. These are the optimal B-robust estimator (OBRE)
of [38] and the generalized median estimator (GME) of [12]. For a parametric
model, the asymptotic relative efficiency (ARE) of an estimator is defined as
the ratio of its asymptotic variance to that of the maximum likelihood estimator
(MLE) expressed as a percentage. The tuning parameters of OBRE and GME
are chosen such that the ARE can be controlled at a given level. Two values
of ARE levels viz 78% and 94% are to allow for varying degrees of robustness.
Section B explains the form of these two estimators in addition to the connection
between the ARE levels and choice of tuning parameters.

The constant ¢ which serves as a bound on the influence function (IF') controls
the degree of robustness for optimal B-robust estimator (see Relations (B.2) and
(B.3) in Section B.1). Indeed, the values ¢ = 1.63 and ¢ = 2.73 result in 78%
and 94% asymptotic relative efficiency (ARE), respectively, for the optimal B-
robust estimator. Similarly, the parameter £ which controls for the subset size in
defining the generalized median statistic also controls for its degree of robustness
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(see Relations (B.6) and (B.7) in Section B.2). Indeed, the values x = 2 and
k = 5 produce ARE values 78% and 94%, respectively, for the generalized
median estimator. Other robust estimators of the tail index like the probability
integral transform statistic estimator of [20] and the partial density component
estimator of [36] were also considered but their results are similar and have been
omitted for brevity.

4.2. Case of no outliers

For the three distribution models in Relation (4.2), we report the performance of
the adaptive trimmed Hill estimator (ADAP) under the regime of no outliers.
The classic Hill estimator (HILL) is used as the comparative baseline. For a
sample of n = 1000 data points, Figure 3 gives the v M SE values for the ADAP
and the HILL as a function of k for the distributions Pareto(1,£), Burr(1,0.5,¢),
|T|(§) with tail index € = 2. The value of k in Relation (4.3) leads to the smallest
vV MSE for the HILL. This explains the occurrence of a minima in the plot of
VMSE values.
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Fic 3. VMSE of the ADAP for £ =2 and ko = 0.

TABLE 1
Type I error of the weighted sequential testing algorithm for ko = 0

Pareto(1,2) k=50 k=100 | k=200 | k=500 | k=800
0.0500 | 0.0472 | 0.0496 | 0.0448 | 0.0556

Burr(1,0.5,2) k=50 k=80 | k=100 | k=150 | k=200
0.0476 | 0.0496 | 0.0416 | 0.0408 | 0.0392

[T|(2) k=50 | k=100 | k=200 | k=400 | k=600
0.0484 | 0.0556 | 0.0472 | 0.0520 | 0.0464

400 600

We observe that for a wide range of k, the ADAP is virtually indistinguish-

able from the HILL irrespective of the distribution under study. This indicates
that the weighted sequential testing algorithm can precisely determine ky = 0
for the same wide range of k-values as in Figure 3. This encouraging finite sam-
ple performance complements the theoretically established consistency of the
algorithm in Theorem 3.11. Indeed, Table 1 shows that the algorithm attains
the nominal significance level of ¢ = P(ky > 0) = 0.05.
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4.3. Adaptive robustness

In this section, we study how the presence of outliers in the data influences the
performance of the adaptive trimmed Hill estimator (ADAP) and the weighted
sequential testing algorithm. For clarity and simplicity, the data in this section
are generated from Pareto as in Relation (4.2) with o = 1,£ = 2 for varying
sample sizes n = 100, 300, 500.

The value of k is fixed at n — 1 which is indeed the optimal k for the Pareto
regime (see Relation (4.3)). Section 4.5 illustrates the adaptive robustness phe-
nomenon as explained in this section in the context of general heavy tailed
models as in Relation (1.1). Outliers are injected by Relations (4.4), (4.5) and
(4.6), with L = 3, C = 200 and M = 100, respectively. Varying values of the
parameter kg and 7 are chosen to control for the number of outliers in the data.

Figures 4, 5 and 6 produce a plot of the vV MSFE for the ADAP for outlier
generating mechanisms in Relations (4.4), (4.5) and (4.6), respectively.
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Fic 4. VMSE of ADAP for Pareto(1,2) with exponentiated outliers: L = 3, varying ko.
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Fic 5. VMSE of ADAP for Pareto(1,2) with scaled outliers: C' = 200, varying ko.

For comparison, the performance of the optimal B-robust estimator (OBRE)
and the generalized median estimator (GME) at 78% and 94% ARE levels have
also been included. The figures clearly show that the ADAP is uniformly the
best estimator in terms v M .SE. The figures also show an intriguing adaptive ro-
bustness property of our estimator. Namely, its v M SFE is nearly flat and grows
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slowly with increase in the degree of contamination (parametrized by either the
number of outliers k¢ in Figures 4 and 5 or the threshold 7 in Figure 6). On
the other hand, the competing estimators break down completely with increase
in the degree of contamination. This can be explained as: the competing esti-
mators must be calibrated to a predefined level of robustness by setting their
ARE level in advance. To the best of our knowledge, none of the existing works
in the literature provide a data-driven method for selecting this optimal ARE
value. In contrast, the trimming parameter kg involved in the ADAP is esti-
mated from the data itself which allows it to adapt itself to unknown degrees of
contamination in the data.

Figures 4 and 5 show that whenever the target ARE value is greater than
(1—ko/n)x100%, the performance of the ADAP is much superior to that of the
competing estimators. For example, the OBRE-94 and the GME-94 breakdown
completely when 1 — kg/n < 0.9 (n = 100,kp > 15 and n = 300,ky > 30).
Similarly, the performance of the OBRE-78 and the GME-78 is drastically poor
where 1 —ko/n < 0.7 (n = 100, kg > 30). If the target ARE of two estimators is
less than (1 — ko/n) x 100%, then the estimator with greater ARE has higher
efficiency. This explains why the performance of the OBRE-78 and the GME-78
is quite poor in comparison to that of the OBRE-94 and the GME-94 when
1—ko/n>0.95 (n=100,ky <5 and n = 300, kg < 15).

By automatically estimating the number of outliers, ADAP not only produces
an estimator of £ robust to varying levels of data contamination but also provides
a methodology for outlier detection in the extremes of heavy tailed models.
Indeed, Tables 2 and 3 which produce the mean and standard errors of kg for
outliers injected by mechanisms (4.4) and (4.5), show that for all values of n,
the weighted sequential testing algorithm picks up the true number of outliers
ko for almost all values ko (exception is kg = 2 for scaled outliers).

TABLE 2
E(ko) =+ Standard Error(ko) for Pareto(1,2) with exponentiated outliers, L =3
n ko =2 ko =5 ko =15 ko = 30 ko = 50
100 | 2.194+1.42 | 510+ 1.04 | 14.994+0.51 | 29.84 £0.41 | 49.47+0.78
300 | 2.23£1.61 | 5.08£0.95 | 14.98 +0.44 | 29.85+0.44 | 49.55+0.70
500 | 2.17+1.19 | 520£3.95 | 14.98+£0.49 | 29.85+0.39 | 49.55+0.70
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TABLE 3

E(EO) + Standard Error(%g) for Pareto(1,2) with scaled outliers, C' = 200

n ko =2 ko=5 ko =15 ko = 30 ko = 50
100 | 1.10£2.09 | 4.66 +1.87 | 14.914+0.90 | 29.89 £0.70 | 49.68 £ 3.01
300 | 1.06 £1.85 | 4.68+1.75 | 14.94+1.02 | 29.91+£0.84 | 49.88+0.39
500 | 1.094+1.96 | 4.69+1.83 | 14.91+£0.82 | 29.97+2.81 | 49.89+0.37

4-4. Impact of outlier severity and tail index

In this section, we study the influence of the magnitude of outliers and tail index

on the performance of the adaptive trimmed Hill estimator (ADAP) for Pareto

observations with sample size n = 500. The conclusions were similar for other

heavy tailed models explored.
ko=10
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Fic 7. VMSE of ADAP for Pareto(1,2). Left: Ezponentiated outliers with varying L. Middle:
Scaled outliers with varying C. Right: Mized outliers with varying M.

We begin with the impact of outlier severity on the performance of the ADAP.
For outlier generating mechanisms in Section 4.1, the outlier severity is con-
trolled by the parameters L, C and M. The data generating model is Pareto
as in Relation (4.2) with ¢ = 1 and £ = 2. Figure 7 produces a plot of the
VMSE for ADAP for outlier generating mechanisms in Relations (4.4), (4.5)
and (4.6) with kg = 10, 7 = 5000 and varying L,C and M. For comparison,
VM SE values for the optimal B-robust estimator (OBRE) and the generalized
median (GME) at 78% and 94% ARE levels have also been included. The ADAP
performs better than both the OBRE and the GME for almost all values of L,
C and M no matter what their ARE levels is. The only exception is C' = 10 for
the case scaled outliers (see Relation (4.5)). Though more robust, the estimators
the OBRE-78 and the GME-78 perform poorly at lower levels of contamination
in the data. This explains their overall inferior behavior in Figure 7 right panel
where the degree of contamination is only 2% (n = 500, ko = 10).

The superiority of the ADAP grows with increase in the severity of the out-
liers. For exponentiated and scaled outliers, the increase in severity is manifested
through an increase in L,C for L,C' > 1 and decrease in L,C for L,C < 1. For
mixed outliers, the increase in severity occurs with increase in the value of M.
With an increase in severity of outliers, the weighted sequential testing algo-
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N  TaBLE 4
E(ko) £ Standard Error(ko) for Pareto (1,2) with ko = 10 outliers
Exp outliers
L 0.01 0.05 2 5 10
E(ko) £ SE(ko) 9.74 £ 1.06 9.59+1.11 | 9.91+£0.51 | 10.054+0.87 | 10.05£0.71
Scl outliers
C 0.0001 0.001 10 100 1000
E(ko) £ SE(ko) | 10.05+0.70 | 8.83+2.17 | 3.86 £4.73 9.57 £ 1.83 10.03 £0.61
N N TABLE 5
E(ko) £+ Standard Error(kg) for Pareto (1,€) with ko = 10 outliers for L = 3 and C = 200
£=025 £=05 e=1 E=15 £=25
Exp outliers 5.68 £4.23 7.33 £2.32 9.57+1.03 | 9.95+0.73 | 10.03 +0.51
Scl outliers 10.00£0.59 | 10.01£1.18 | 9.98£0.72 | 9.99 £1.05 9.79 £ 1.47

rithm can correctly detect the true number of outliers ko (see Table 4) and
hence the greater efficiency of ADAP.

We next study the impact of the tail index £ on the performance of ADAP.
The data generating model is Pareto as in Relation (4.2) with ¢ = 1 and
varying values of £. Outliers are injected according to Relations (4.4), (4.5)
and (4.6) with ky = 10, 7 = 5000, L = 3, C = 200 and M. Figure 8 pro-
duces a plot of the VMSE values for the ADAP along with those of the
OBRE and the GME at 78% and 94% ARE levels. The performance of the
ADAP is superior to that of the remaining estimators. For exponentiated and
mixed outliers, the improvement is even more prominent at larger values of
£. This is because for the same values of L and M, the severity of outliers
is greater for heavier tails (§ = 2.5) than lighter ones (£ = 0.5). In contrast,
for scaled outliers, the improvement is more prominent at smaller £ values.
This is because for the same value of C, the severity of outliers is greater
for lighter tails than heavier ones. This is in consensus with the findings of
Table 5 where the accuracy of the weighted sequential testing algorithm, Al-
gorithm 1 in correctly estimating the true number of outliers improves with
increase in £ for exponentiated and mixed outliers and decrease in £ for scaled
outliers.

L=3, k=10

C=200, k=10 M=100, 7= 5000

0.10 0.14

0.06

0.02

Fic 8. VMSE of ADAP for Pareto(1,€) for varying §. Left: Exzponentiated outliers. Middle:
Scaled outliers. Right: Mized outliers.
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4.5. Owutliers in non Pareto distributions

In this section, n = 1000 sample points are generated from non-Pareto dis-
tributions as in Relation (4.2). These include the |T|(§) and the Burr(n,A.¢)
distribution with £ = 2, = 1 and A = 0.5. Outliers are injected by mech-
anisms (4.4), (4.5) and (4.6) with L = 3, C' = 200, M = 100, ky = 10 and
7 = 5000. The adaptive trimmed Hill estimator (ADAP) is constructed with k
in the neighborhood of its optimal value as in Relation (4.3)2.

L=3, k=10 €=200, k=10 M=100, 7= 5000

ADAP
OBRE-78
OBRE-94
GME-78
GME-94

-
thedy

|

JMSE

0.10 015 020 025 030 035
I
JMSE

0.10 015 020 025 030 035
I

+MSE
0.10 0.15 020 025 0.30 035
L

T T T
50 100 200 400 600 50 100 200 400 600
k k k

F1G 9. VMSE of ADAP for |T|(2) as a function of k. Left: Exponentiated Outliers. Middle:
Scaled Outliers. Right: Mixed Outliers.

L=3, k=10 C=200, k=10 M=100, 7= 5000
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Fic 10. VMSE of adaptive trimmed Hill for Burr(1,0.5,2) as a function of k. Left: Ezpo-
nentiated Outliers. Middle: Scaled Outliers. Right: Mized Outliers.

In Tables 4, 5, 6 and 7, the exponentiated and scaled outliers have been
referred to as exp and scl outliers respectively.

Figures 9 and 10 display the performance of the adaptive trimmed Hill esti-
mator (ADAP) for |T|(2) and Burr(1,0.5,2), distributions, respectively together
with that of the optimal B-robust estimator (OBRE) and the generalized me-
dian estimator (GME). Overall, the ADAP is uniformly better than the OBRE
and the GME. Exceptions include small values of k for the scaled outliers. For
k < 100, the OBRE-94 and the GME-94 break down completely irrespective

2The optimal k for the trimmed Hill estimator is of the same order as that of the classic
Hill estimator (see Theorem 3.8). For a sample of size n = 1000, the optimal k is 464 and 97
for |T| and Burr distributions, respectively.
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of the nature of the outliers and distribution under study. The OBRE-78 and
the GME-78, though more robust than the OBRE-94 and the GME-94, cannot
surpass the efficiency of the ADAP. Also for mixed outliers, even the OBRE-78
and the GME-78 break down for k& = 50. This is because the OBRE and the
GME are immune to outliers only if their target ARE value is less than the
ratio 1 — ko/k. This is another manifestation of the fact that the OBRE and the
GME, unlike ADAP are not adaptive to the unknown levels of contamination
in the extremes (see also Figures 4, 5 and 6 in Section 4.3).

N N TABLE 6
E(ko) £ Standard Error(kg) for |T|(2) for L =3, C =200 and ko = 10
k k =50 k =100 k =200 k =400 k =600
Exp outliers | 10.04 £0.91 | 10.01 £0.66 | 10.02£0.72 | 10.02+0.82 | 10.02+0.78
Scl outliers 9.74+1.71 9.86 + 1.44 9.91 +£1.00 9.91 +0.95 9.87 £ 0.98
N N TABLE 7
E(ko) £ Standard Error(kg) for Burr(1,0.5,2) distribution for for L =3, C = 200 and
ko = 10
k k=50 k=280 k=280 k =100 k=120
Exp outliers | 10.01 £0.71 | 10.00 £0.67 | 10.01 £0.88 | 9.98 =0.43 | 9.99 £ 0.49
Scl outliers 9.69 £ 1.72 9.76 £ 1.58 9.76 £ 1.36 9.78 £1.46 | 9.77+£1.29

Due to their slow rate convergence to Pareto tails, both Burr and |T| are
difficult cases to analyze. For the Burr distribution with p = 1, the rate of
convergence is further slower than that of the |T| with p = 2 = 4. However, the
ADAP performs well even in this challenging regime. This can be attributed to
the accuracy of the weighted sequential testing algorithm, Algorithm 1 which
correctly identifies true number of outliers kg irrespective of the distribution
under study for a wide range of k-values (see Tables 6 and 7).

5. Application

In this section, we apply our weighted sequential testing algorithm, Algorithm
1 and adaptive trimmed Hill estimator to real data. Two data sets have been
explored in this context (see also the R shiny app at [29]). The first one provides
the calcium content in the Condroz region of Belgium [35]. The data is indeed
heavy tailed and has already been explored in the works of [5] and [37]. The
second data set involves insurance claim settlements [9]. Both these data sets
on analysis revealed the presence of outliers in the extremes and are therefore
suitable for the application of our methodology.

5.1. Condroz data set

Figure 1 produces exploratory plots for the Condroz data set of [35] which
measures the calcium content of soil samples together with their pH levels in
the Condroz region of Belgium. As in [37], the conditional distribution of the
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calcium content for pH levels lying between 7-7.5 has been considered. The left
and middle panels use the value of k = 85 based on the kqpy value from [37]. The
left panel displays a pareto quantile plot [5] of the data where an apparent linear
trend indicates Pareto distributed observations. Nearly six data points show up
as outliers in the pareto quantile plot. This has already been observed in [35]
but no principled methodology for the identification of such outliers has been
proposed. Our trimmed Hill estimator (recall Relation (2.2)) diagnostic plot in
the middle panel also shows a change point in the values of the trimmed Hill
statistics at kg = 6. On applying the Algorithm 1 with Type I error ¢ = 0.05
and a = 1.2, we formally identify exactly ko = 6 outliers for this data set?. This
is in consensus with the findings of [35] and [37].

The right panel in Figure 1 displays the values trimmed Hill estimator as a
function of k for kg = kg = 6. Also displayed as a function of k are the values
of the estimators, classic Hill and biased Hill with ko = 6 (recall Relations (1.2)
and (1.4)). The robust estimator of £ as reported in the analysis of [37] is same as
that of the biased Hill. When compared with the trimmed Hill, the classic Hill
plot produces much larger estimates and the biased Hill plot produces much
smaller estimates of the tail index &. This can be explained by the apparent
upward trend in the outliers as shown in left and middle panels of Figure 1.
Thus, ignoring the presence of outliers by either using the classic Hill estimator
or by naively truncating them and using the biased Hill statistic can lead to large
discrepancies in the tail index values. The trimmed Hill estimator with kg = 6,
also the adaptive trimmed Hill estimator, produces more credible estimates of
the tail index €.

5.2. French claims data set

Next, we consider a data set of claim settlements issued by a private insurer in
France for the time period 1996-2006 from [9]. We investigate the payments of
claim settlements for the year 2006. Figure 11 produces exploratory plots of this
data where the left and middle panels use the value of £k = 130. The left panel
displays a pareto quantile plot [5] of the data where an apparent linear trend
indicates Pareto distributed observations as well as a large number of outliers.
Nearly thirty three data points show up as outliers in the pareto quantile plot.
This is further confirmed by the diagnostic plot in the middle panel where a
change point in the values of trimmed Hill statistics is evident at ky ~ 33. On
applying the Algorithm 1 with ¢ = 0.05 and a = 1.2, we identify kg ~ 33 outliers
for this data set.

In contrast to the case of Condroz data set (Figure 1 right panel), now the
both classic and biased Hill plots lie under the trimmed Hill plot (see the right
panel of Figure 11 constructed with ky = 33 and varying k). This can be ex-
plained by the apparent downward trend in the outliers as shown in left and
middle panels of Figure 11.

3The ties in the data are broken using a suitable dithering technique like adding a small
perturbation ¢ ~ U(0,0.1) to the data or considering unique values in the data
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Observe that the trimmed Hill plot in Figure 11 (right panel) has a rather
high peak for k close to kg, but then it quickly stabilizes around the value of
2, when k grows. It is well-known that except in the ideal Pareto setting, the
classic Hill plot can be quite volatile for small values of k (see Figure 4.2 in [34]).
The same holds for the trimmed Hill plots, but ultimately, in Figure 11 for a
wide range of k’s the trimmed Hill plot is relatively stable and it provides more
reliable estimates of ¢ than the classic and biased Hill plots therein. This simple
analysis shows that ignoring or not adequately treating extreme outliers can
lead to significant underestimation of the tail index £. This in turn can result
in severe underestimation of the tail of loss distribution with detrimental effects
to the insurance industry.

k=130 k=130
/ oo o ° Num of Outiiers = 33 T [ Trimmed Hi Piot with k;=33
000 - -
© P L |72 Classic Hil Plot
=7 §/ A | |-+ Biased Hill Plot with k=33
©
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T °- g "‘\.@"“f“ﬂw
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Fic 11. Ezxploratory plots of the French claim settlements. Left: Pareto quantile plot, Middle:
Diagnostic Plot and Right: Hill plots viz classic Hill plot, trimmed Hill plot and biased Hill
plot.

Appendix A

A.1. Empirical estimation of the rates of convergence

If a statistic 7,, satisfies
n" T, = Op(l), asn — oo,

then the optimal (largest) r can be estimated empirically by numerical simula-
tions. Adopting the simplifying assumptions that n"7, — Z, in probability, for
some finite and possibly random Z and that {|n"7,|, n € N} are uniformly inte-
grable, for example. Then, we will have n"m,, — E|Z| < co, where m,, := E|T,|.
One can compute empirical Monte Carlo estimates m,, of m,, using a large num-
ber of independent realizations of 7, for each n from a range of large sample
sizes. Then, the negative of slope estimate in a log-linear regression of m,, versus
n can be taken as an estimate of the rate r. We employed this simple method
below to gain some intuition behind the optimal rates for the statistics involved
in our adaptive trimmed Hill estimator.
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A.2. Rates of convergence of kg ks Tho,k and U, i

In Theorem 3.5, it has been shown that whenever Relations (3.9) and (3.10)
hold,
~ ~ CA/{Z_‘S P
K? —& o ———| —0. Al
Ogg)l?’i(k) Eko k fko,k 1+p ( )
where Ek(),k and &* ko are defined in Relation (3.5). Whether the rate § is optimal
or not is what we explore next.

Simulation setting For the Hall class of distributions as in Relation (3.6),
g(x) ~ x7” which implies Relation (3.10) holds if k = k(n) ~ nf/(P+9). We
thereby work with this choice of k, for varying sample sizes n. We simulate a
sample of size n from Pareto(1,1) and then construct a sample from a general
distribution function F' by using Relation (3.4). Then, Eko k is the trimmed
Hill estimator based on the sample from F' (see Relation (2.2)). Let & be the
tail index associated with F', then f Kok 55, where § is the trimmed Hill
estimator based on Pareto(1, 1) sample. Three different distribution functions F
are considered viz | T|(0.25), Burr(1,0.5,1) and |T|(2). The sample sizes used are
n =10%x{1,2,5,10,20},n = 10*>x{1,2,5,10,20} and n = 10®x {1,2,5,10, 20},
for |T|(0.25), Burr(1,0.5,1) and |T|(2), respectively.

Using Section A.1, we numerically evaluate the rate of convergence for \Ekg E—
E,’;D,k\ for varying 0, n and F. The rate 5e so obtained is a power of n which is
then converted to a power of k by noting that n = k(Pt9/P Table 8 gives
the rates d, as a power of k. The values thus obtained closely follow the true
value of 0 used in Relation (3.10), irrespective of the value of p and the dis-
tribution function F'. Thus, the rate § in Relation (A.1) cannot be improved
further.

In Theorem 3.9, we prove that whenever Relations (3.9) and (3.10) hold,

kO T — T3 1] — 0 (A.2)

where Tj, , and T  are defined using fko r and {* ko ks T€spectively, based on
Relation (2.6). Whether the rate § is the best achievable rate or not is what we
explore next.

TABLE 8
Rate of convergences. 0.: convergence rate for |Exy k — 5};0 |, Ot: convergence rate for

|Thg, e — leo,kl and 8, : convergence rate for Ukg, ke — U,:Oyk|

|T](0.25), p=0.5 Burr(1,0.5,1), p=1 IT|(2), p=14
5 de ot Ot — Ou Oc 0t 0t — b de ot 8¢ — Ou
0.5 0.57 1.34 0.88 0.51  1.36 0.86 0.51  1.17 0.64
0.75 | 0.78 1.54 0.86 0.75 1.58 0.84 0.75 1.42 0.62
1 1.07  1.73 0.83 0.99 1.78 0.8 0.99 1.64 0.59
1.25 | 1.34 1.87 0.79 1.23 2 0.78 1.26 1.9 0.56
1.5 1.66 2.08 0.75 147 221 0.75 1.53 2.16 0.53
2 2.35 2.62 0.66 2.01 2.68 0.69 2.08 2.68 0.49
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We compute T, ; and T, , based on fAk-O,k and é*ko,k. Using Section A.1,
the rate, §; of convergence of |Tho,k — T, x| is obtained as a power of n which is

then converted to a power of k using n = k(»+9)/P_Table 8 gives the rates 5, as
a power of k. The results show that the numerically obtained rate, &, is indeed
larger than ¢ and lies approximately in the interval [§ 4+ 0.5, 4 0.8] depending
on the value of p and the distribution function F'. This suggests that there is
a scope of improvement of the rate in Relation (A.2). The proof, however, may
require additional assumptions on the slowly varying function £ in Relation
(3.2) and goes beyond the scope of the present paper.

In Theorem 3.11 part 1., it has been shown that if

N (A.3)
holds for some §* > 0, then
KO DU = Ug 1l =0 (A.4)

where Uy, » and U, ;:0’ i are defined using T}, 1 and T,:‘O’k, respectively, based on
Relation (2.7). Thus, we expect the rate of convergence of |Uy,r — Uy .| to
differ from that of |Tj,x — T} | by a margin of 1. Whether this difference can
be further improved or not is what we explore next.

The rate of convergence, &; for |Th, 1 — Ty, x| has already been obtained.
Using Section A.1, the rate, , of convergence of |Uko,ke — Uy, x| 1s obtained as
a power of n which is then converted to a power of k by using n = k(P+9/7,
Table 8 gives the values of the difference, ¢ — 0. The results demonstrate that
b, — by lies approximately in the interval [0.5,0.9] depending on the value of
p and the distribution function F. This indicates that the convergence rate of
|Uko,ke — Up, 1| is nearly 1 unit smaller than the rate for [T, , — T} .| Thus,
for a given rate 0* in Relation (A.3), the rate §* — 1 in Relation (A.4) cannot
be improved further.

A.3. Rate of convergence of Type I error

In Theorem 3.11 part 2., it has been proved that if Relation (A.2) holds for
some ¢6* > 0, then under Hg : kg = 0,

Py [ko > 0] — ¢

as long as §* > 2. Here 76\0 is the output of weighted sequential testing, Algorithm
1 when applied to the statistics Uy, » constructed from Ty, 5 using Relation (2.7).
The question of whether the condition §* > 2 is necessary or not is explored
next using the same simulation setting as in Section A.2.

For the computation ko, the significance level g in Algorithm 1 is fixed at
0.05. The Type I error, Py, [ko > 0] is computed empirically by considering the
proportion of Monte Carlo iterations where %0 > 0. The rate of convergence, o
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for [Ty, x — Ty, x| as obtained in Section A.2 is considered. For varying values
of the rate (St is denoted as § in Figure 12), Figure 12 gives a plot of the Type
I error as a function of the sample size n. The plot clearly shows that as 5
approaches 2, the Type I error converges to the true significance level 0.05. For
values of §; smaller than 2, the Type I error is much larger than the significance
level 0.05. This suggests that the condition * > 2 is necessary and cannot be
further relaxed.

|T|(0.25) Burr(1,0.5,1) 1Ti(2)

0.085

Type lermor
006
N
Type lemor
Type lermor
0050

d\n
\ R
\

0.05

0.040

T T T T T T T T T T T T T T
1e+05 2e+05 50405 16406 20406 1000 2000 5000 10000 20000 100 200 500 1000 2000

n n n

F1G 12. Type I error at varying values of the rate of convergence for |Tyy 1 — T,jo x| (denoted
by §). Left: | T| with p = 0.5, Middle: Burr with p = 1, Right: |T| with p = 4.

Appendix B
B.1. The optimal B-robust estimator

The optimal B-robust estimator (OBRE) was first defined in [22] in terms of the
influence function (IF), to allow for the assessment of robustness of an estimator
in a parametric model. In [38], the OBRE estimator was adapted to the Pareto
model to provide a robust estimator of the tail index &.

For a parametric model Fyp with density fy, § € © C RP, suppose T, =

Tn(x1, 22, -+ ,2y,) is an estimator of € for a sample of n observations, 1, ..., T,
from Fy. Let F,, denote the empirical distribution function based on z;’s. The
influence function (IF) viewed as a functional of F,,, T(Fy,) = Tn(x1, 22, ,Tp)

is defined as
T((1—e)Fy+edy) — T (Fp)

- (B.1)

IF(z;T; Fy) = 31_1%

Thus, the IF describes the effect of a small contamination 4, at the point x on
the estimate standardized by the mass of the contamination.
An M-estimator 7, of 6 satisfies

Z \I/((Ei, 7;1) =0
=1

for some function ¥ : X x RP — RP. Using (B.1), it can be shown that the IF
of an M-estimator defined by ¥ at Fjy is given by

[F (2, Fy) = [—/%\Il(xﬁ)ng(w)}_llll(x,G)
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The OBRE is an M-estimator which minimizes the trace of the asymptotic
covariance matrix under the constraint that it has a bounded IF. For given
bound ¢ on the influence function (IF< ¢), the OBRE is defined as the solution
to the equation

n

Z U(x;;0) = Z(s(a@l, 0) — a(0))Wz(x;;0) =0 (B.2)

where
b A0 (5(w:0) - a(9))||)' (B.3)

The matrix A(#) and the vector a(f) in Relations (B.2) and (B.3) are defined
implicitly by

s(z,0) = %log fo(x)  Wgz(x;0) = min (

E[W(x;0) W (2;0) "] = (A(6) T A(6)) " E[U(z;0)] =0

The constant ¢ may be interpreted as the regulator between robustness and
efficiency, wherein for a lower ¢ one gains robustness but loses efficiency, and
vice versa for a higher ¢.

For ¢ = oo, one obtains the MLE. For a given ¢, the asymptotic relative
efficiency of the OBRE (expressed as a proportion) is defined as the ratio of
the traces of the asymptotic covariance of the MLE to that of the OBRE. Its
explicit form is given by

tr{(J s(z;0)s(2;0) " dFy(x)) "'}
tr{ [ IF(z,V, Fp)IF(z,V, Fp) " dFy(z)dz}’

where ¥ has the form as in (B.2).

For the Pareto(o,0) model, the distribution function Fjy is given by Relation
(4.2). Tt so turns out that the OBRE based on Relation (B.2) for Pareto(o,0)
has ARE values equal to 78% and 94% for ¢ = 1.63 and 2.73, respectively.

B.2. The generalized median estimator

The generalized median estimator (GME) is another robust estimator of the
tail index developed by [12] for Pareto models. Let X ~ Pareto(o,6) (see Re-
lation (4.2)), then Z = log X is exponentially distributed with location and
scale parameters log o and 6, respectively. The cumulative distribution function
(cdf) for exponential distribution with location and scale p and ¢, respectively
(denoted by Exp(u,¢)) has the form

Glz) =1—e (==m/c, (B.4)
For a sample x1, %9, - ,x, from Pareto(o, §), the generalized median estimator
seeks to obtain an estimator of § by using the sample z; =logz;, i =1,2,--- ,n

from Exp(logo, 6).
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For a kernel h(z1, 22, - - , 2, ) invariant under permutation of its k arguments,
let Hr denote the induced cdf of h(Z1, Zs, -+, Z,) where F is the cdf of Z; ~
Exp(log o, 8). The kernel h is chosen such that 6 is the median of Hp as follows

0= Hp'(0.5) (B.5)

Motivated by Relation (B.5), the generalized median estimator (GME) of 6 as
defined in [12] is:

v = HH(0.5) (B.6)
where ﬁn, an estimator of Hr and has the form
~ 1
Here, the sum is over all possible s-sets of distinct indices {iy,42,- - ,i,} from

{1527”' 3n}'
The asymptotic relative efficiency (ARE) of GME (expressed as a proportion)
is the ratio of the variances of GME and MLE of # and is given by

nh(6)
vK2
where hp is the density of Hp and v = Var(wy(Z2)) for wy(z) = P(h(z,Z1,- -,
Zn—l) S 0)
Two forms of the kernel h have been proposed in [12] of which we use the
one with higher ARE. The form of this kernel h is given by

h(z1,22,+ ,2x) = M2n05< Zz] — 2Z(1,n) ) (B.8)

5th

where 21, = min(z1, 22, -+ , 2,) and My, 0.5 is the median (0. quantlle) for

X3, distribution. For smaller sample sizes, My, 0.5 is replaced by Mgﬁ,0,5 where

5th

My, 0.5 is the median (0.5 quantile) of the mixture distribution

(1 - —)X2n + (g)xg(,@q)'

The constant x serves as a regulator between the robustness and ARE. Indeed
with A as in Relation (B.8), values of kK = 2 and k = 5 produce ARE levels equal
to 78% and 94%, respectively.

Appendix C
C.1. Auziliary lemmas

Lemma C.1. Let E;, j =1,2,--- ,n+1 be i.i.d. standard exponential random
variables. Then, the Gamma(i, 1) random variables defined as

L;=Y E; i=1--,n+1, (C.1)
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satisfy
Fl Fn .
( Sty ) and I'y41 are independent. (C.2)
I‘n-‘,-l Fn+1
and r r
1 . _n )i U U C3
(Fn+1’ T Uamys - Unm) (C.3)

where U1 ) < --+ < Uy, are the order statistics of n i.i.d. U(0,1) random
variables.

For details on the proof see Example 4.6 on page 44 in [3].
The next result is used throughout the course of the paper to switch between
order statistics of exponentials and i.i.d. exponential random variables.

Lemma C.2 (Rényi, 1953 [15]). Let E1,FEs, -+, E, be a sample of n i.i.d.
exponential random variables with mean & (denoted by Exp(§)) and E¢ ) <

Einy < E@mp be the order statistics. By Rényi’s (1953) representation on
page 37 of [15], we have for fized k < n,

d (Ef Zz Ej ) E;
E na"'inna"'7E n :( y Ty ) 7)
(E1m) (6m) () = (5 Sn—j+1 —n—j+1

= (C.4)

where EY,--- , E} are also i.i.d. Exp(§).

Lemma C.3. ForT,, = E1 + Es + - -- + Ey,, where the Els i.i.d. Exp(§), then
for any p € (—o0, 0)

Fm P a.s.
sup ‘(—) - 1‘ - 0, M — oo. (C.5)
m>M m
Fm/m)f' as,
su — 1‘ - 0, M — oo. C.6

Lemma C.4. For the setup of Lemma C.3, for all p € [0,00), we have

1 m
sup |— (
m>M 11 Z

Lit1 )p 1
1+p

L5 0, M — o0

F7rL+1

Proof. 1t is equivalent to show that, as m — oo,

RSy -
m+1 1+p

For a fixed w € (), let us define the following sequence of functions

2%0. (C.7)

=Y (Tt /Tn1) (@) Lims i y(z), >0

m 'm
i=1
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Suppose z € ((i — 1)/m,i/m], then

[mx] + 1)p<r[mfc]+1/([mx] + 1))p(w) P
m T,./m
(C.8)
where the convergence follows from Relation (C.6). Moreover since I'[,q)41 <
I, and p > 0, therefore |f,,(z)| < 1, for all z > 0. Thus by dominated conver-
gence theorem,

fm(@) = Cpmay1/Tme1)” (w) = (

m

! 1 ) vl
/0 fm(z)dz = E;(Fiﬂ/l“mﬂ) (w) %/O aPdr = i (C.9)

Since Relation (C.8) holds for all w €  with P(€2] = 1, so does Relation (C.9).
This completes the proof. O

C.2. Proofs for Section 2

Proof of Proposition 2.1. Note that, if X; ~ Pareto(o,€), then it can be
alternatively written as

Xi=oU %, i=1,---,n

) )

where U;’s are i.i.d. U(0, 1). Therefore by Relation (C.3), we have

. ’<I£:1)

(C.10)
where X(;, ) > -+ > X(1,,) are the order statistics for the X;’s. Hence, for all
1 <k<n-—1, we have

(k)g () . g (%)) 1)

oz (5
5 10,
ng+1

d
= —&(logUg iy, - ,log U i),

—£ —£

TN s i I
(X(n,n)y 7X(1’n)) - O-(U(Lny 7U’(nf”)) B U((Fn-‘r1>

I
|
as
VR
—
o
0]
N
—
ol
~—

where the Ug; j)’s are the order statistics for a sample of % ii.d. U(0,1) and
the last equality in Relation (C.11) follows from Relation (C.3). Since negative
log transforms of U(0,1) are standard exponentials, one can define E; 1y, i =
1,--- ,k as

X(n,n) X("_k""l’n) —.
<log (m)7 ’log (m) - (E(k,k)a"' 7E(1»k)) (C12)
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such that the E; x)’s are the order statistics of k i.i.d. exponentials with mean
£.
Using Relation (C.12), ft”m in Relation (1.3) is simplified as:

k k—ko
gkgljlr; = Z Ckmk( ) (k—i+1,k) Z 0 E(z k) (013)
i=ko+1

where §; = cg, x(k — 7+ 1). The optimal choice of weights ¢;’s which produces
the best linear unbiased estimator (BLUE) is obtained using Lemma C.5 below

as follows:
L =1, k—Fky—1
6opt {iofl Z'_ ) s 0 (C.14)
E—F ’L—k—ko

Rewriting E; 1)’s in terms of X(,_;11 )’s as in Relation (C.12) completes the
proof. O

Lemma C.5. If E;, i =1,--- ,n are i.i.d. observations from Exp(§), the best
linear unbiased estimator (BLUE) of £ based on the order statistics, E(1 ) <
- < Egp) is given by

~ 1 n—r+1
5 ;Z (zn) E(r,n)

Proof. Let € = > i1 7iE(i ) denote the BLUE of . By Relation (C.4), the
BLUE can then be expressed as

R R

where the E are ii.d. from Exp(§) and §; = (n—j+1)7" 320 v

For i.i.d. observations from Exp(¢), the sample mean is the uniformly mini-
mum variance unbiased estimator (UMVUE) for £ (see Lehmann Scheffe Theo-
rem, Theorem 1.11, page 88 in [31]).

Thus, §; = 1/r yields the required best linear unbiased estimator and there-
fore, the weights +;’s have the form:

—"‘:"‘1 i=r
Yi= 951 .
= 1<

This completes the proof. O

Proof of Theorem 2.5. Assume that o is known and consider the class of
statistics:

Ui, =

0

{T=T X komys+ Xm)  E(T) =€ X1, X, "% Pareto(0,€) }.
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Since o is no longer a parameter, every statistic in U can be equivalently
written as a function of log(X(,—;41,n)/0), i = ko +1,--- ,n as follows:

XTL* n X n
ug, = {S:S(log(%),...Jog( <;¢>))
E(S) =¢& Xy, , X, & Pareto(a,f)}

Since X;’s follow Pareto(o, &), log(X;/o) ~ Exp(€) and therefore

ank n X n d
(10g (%) »log (%D = (En-rom)»» Bmy) »

where E(; ) < -+ < E(, ) are the order statistics of n i.i.d. observations from
Exp(€). Therefore

o d id.d.
uko = {S = S(E(n—kovn)’ T ’E(l»n)) cE(S) =&, By, By R EXp(f)} )
(C.16)

where the E;’s do not depend on o. Next, using Relation (C.4), we have

n—ko % n—k *

E; E?

Bty E - ( s B _J)
S(En—ro.m) (am) S j;n—j—l-l ;n—j—i—l
= R(Efa Tt r*L—IcO)

Using the above result with Relation (C.16), we get
o d * * * % id.d.
Uz, £ Viy = {R=R(B{, -+ Ei_y,) i B(R) =& B+ Bi_y, " Exp(e) |
(C.17)
where the first equality is in the sense of finite dimensional distributions.

By Relation (C.17), we have infTeu,gO Var(T) = infrev,, Var(R) := L*. Since
the sample mean, E,, ko = Z?:_lk" E?/(n — ko) is uniformly the minimum vari-
ance estimator (UMVUE) of ¢ among the class described by Vi,, L* can be
easily obtained as

. €2
L* = Var(Enka) = o

(C.18)

The fact that E27k0 is the UMVUE follows because it is an unbiased and
complete sufficient statistic for £ (see Lehmann Scheffe Theorem, Theorem 1.11,
page 88 in [31]).

To complete the proof, observe that every statistic 7 in Uy, is an unbiased
estimator of £ for any arbitrary choice of o. This implies that for any o, T € Ug
and therefore L* < Var(7). Since this holds for all values of T € Uy, , the proof
of the lower bound in Relation (2.3) follows.
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For the upper bound in Relation (2.3), we observe that Eko,n_l € Uy, , which
in view of Proposition 2.6 implies

. ~ £
< S S—
Tlerllx{fko Val"(T) B V&I’(&ko’nfﬂ n—=ky—1
This completes the proof. O
Proof of Proposition 2.6. From Relations (C.13) and (C.14), we have
{E,m,h k0:0,...,k—1} (C.19)

k—Fko—1
1 ko +1
= {k—k‘o Z (zk)+k0 kE(k—ko,k)7 ]C():O,...,kfl}

Using Relation (C.4), for all kg =0,1,--- ,k — 1, we have

k} ko 1 7 }C*ko *

~ k0+1 Ej
_ C.20
ok = 1 hy & Z J+1 k—ko;(k—ﬁl) (€20

Interchanging the order of summation in the first term in the right hand side of
Relation (C.20), we obtain

k—ko—1 * k—ko—1 k—ko *
~ E: 1 ko+1 E;
ok = Y, T Y - > -
o o k—i+l = k—ko k—ko (k—j+1)
B ’“‘f:‘l E: ’“‘f):‘l L kot1), Bl
S kgt 2 k—ke k—ko |  k—ko
k—ko—1 . *
_ i =g+ 1) | Bk,
]C — ] + 1 k — kO k — ko
k— ko

Since EY, j =1,--- ,k — ko follow Exp(§), E are indeed & times i.i.d. standard
exponentials. This completes the proof of Relation (2.4).

The proof of Relation (2.5) is a direct application of central limit theorem to
Relation (2.4). O

Proof of Proposition 2.7. In view of Relations (2.4) and (2.6), we have

| P r
(To,k(n),... ’Tk—2,k(n)) 4 ( k 17.. 1) (C.21)
Ty "Ty
which implies
| PSS
Thon(n) £ —E=R0=l  Beta(k — ko — 1,1), ko =0,--- k—2.

|
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To show the independence of the Ty, (n)’s, note that, by Relation (C.2) in
Section C.1, Iy, and {T';/T,,,¢i = 1,--- ,m} are independent for all 1 < m <
k — 2. This in turn implies that

I T | [
( 122 1) and I, are independent.

LT T
Since T';, ¢ = 1,---,m and (En41,--,Ey) are independent, for all m =
1,---,k—2, we have
F1 ]-—\mfl .
(F—, )T ) and (T'yy, Emt1,- -+, Bg) are independent . (C.22)
2 m

Since (Fm/Fm_H, e ,Fk_l/Fk) is a function of (I'y,, Eyt1, -+, Eg) forall 1 <

m < k — 2, we have

(%, cee F;t:) and (Fl:nﬂ; AN Flli_1> is independent for all m > 1.
(C.23)
In view of Relations (C.21) and (C.23), the proof of independence of the
Tk .k (n)’s follows. O

C.3. Proofs for Section 3
C.3.1. Minimaz rate optimality

Our goal is to establish the uniform consistency in Relation (3.8). To this end,
recall the representation in Relation (3.5). For the Hall class of distributions in
Relation (3.6), it can be shown that vkRy, & is Op(1) (see Lemma C.6 below).
With \/E|Rk0,k| bounded away from infinity, it is easier to bound the quantity

\/E|§kok — ¢ since by Relation (3.5)
VkErok — € < VI R | + VEIE L, 1 — €l- (C.24)
This shall form the basis of the proof for Theorem 3.3 as shown next.

Proof of Theorem 3.3. Let P, = infrep, (B, Pp<max0§k0<h(k) |§k07,€—§| <

a(n)). By Relation (C.24), we have

P, = inf IP’F( max \/E|Rk0,k|§(\/Ea(n))/2
D¢(B,p) 0<ko<h(k)
Ain
Ehoue — € < 2).
N VHE, s — €l < (Vho()/2)

Azp
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Since v'ka(n) — oo, therefore in view of Lemma C.6, infpep, (B,p) Pr(Ain) — 1.
We also have that,

inf ]P’F(Agn):]P’( max @|g§07kf§|§(\/%a(n))/2)

FEDe(B,p) 0<ko<h(k)

since E,’;mk does not depend on F' € De(B, p).
By using Donsker’s principle, we will show that

0<ko<h(k) [€ko, 5 — &I = op(a(n)),

which will imply Pr(As,) — 1. Indeed, without loss of generality, suppose £ =1
and let F;, ¢ = 1,2,... be independent standard exponential random variables.
For every € € (0,1), we have that

VE [kt]
Wi = {Wi(t), t € [e, 1]} := { Z(Ei—l), t € [0, 1]} 4 {B(t)/t, t € [, 1]},

[kt] P
(C.25)
as k — oo, where B = {B(t), t € [0,1]} is the standard Brownian motion, and
where the last convergence is in the space of cadlag functions Dle, 1] equipped
with the Skorokhod Ji-topology. (In fact, since the limit has continuous paths,
the convergence is also valid in the uniform norm.)

Recall that by Relation (2.4), we have

k—ko
(€ u(n), 0<ko <k} 2L { ST Ei/(k — ko), 0< ko < k} .

i=1

Thus,

~, d
VE max [ (n) =€ = sup  [Wi(t)] < sup [Wi(t)],  (C.26)
0<ko<h(k) te[1—h(k)/k,1] t€le,1]

where the last inequality holds for all sufficiently large k, since 1 — h(k)/k — 1,
as k — oo. Since the supremum is a continuous functional in J;, the convergence
in Relation (C.25) implies that the right-hand side of Relation (C.26) converges
in distribution to sup,c(c 1) |B(t)/t| = Op(1), which is finite with probability

one. This, since a(n)\/k(n) — oo, completes the proof. O

Lemma C.6. Assumption (3.6) implies there exist M > 0 such that

inf ]P’F( max  Vk|Ry,x| < M) —1ask— o0 (C.27)
FeDe(B,p) 0<ko<h(k)

where Ry, 1, is defined as in Relation (3.5), h(k) = o(k) and k = O(n?¢/(1+20)),
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Proof. By Relation (3.6), we have 1 — Bx™* < L(x) < 1+ Bx~?. Therefore,

(k — ko) Rusy 1 (C.28)
1+ BY, * k 1+ BY, ”.
< (ko 1)log L 4 BT log ——
1=BY, n  idimre 1 BYI4n
1+ BY *
< klog #’
L= B}/(n—k,n)
since Y(;ﬂk’n) > Y(;fiﬂ,n) for i = kg +1,--- , k. Similarly, we also have
k— ko)R klog - ok _ o P B0k C
— > klog——— = —klog————— .29
k= Fo) ko = Mlog 7~y =5 *1-BY. " (C.29)
(n—k,n) (n—k,n)
Thus, Relations (C.28) and (C.29) together imply
kY " 1 1+ BY *
max  Vk|Rg, x| < k) ax — log (fik’n)
0<ko <h(k) ’ 1 —h(k)/k o<ko<h(k) y(nﬂk ) 1-— By(nfk o)
(C.30)

Since h(k) = o(k), 1 — h(k)/k — 1. Additionally, expressing Y(,,_;j;1,,) in terms
of Gamma random variables as in Relation (C.10), we get

1 1+BY ",
\/EY(;fk,n) — log (_p ki)
}/(n—k,n) 1- BYv(n—k,n)
L VR(Thi1/Tnsr)” x L og L BT/ L)’
M Cri1/Tni)? 81— B(Tpsr/Tnir)?
Aqg

Aoy

a.s.

Now, by Relation (C.5), we have I'y11/Ty1 ~ (k/n)?. Therefore, for k =
O(n?0/0420)) " Ay is Op(1). Since k/n — 0, therefore (Tgpy1/Thi1)? =35 0
which further implies Aoy, =% 2B and is thereby Op(1).

Thus, there exist M such that

k—k
inf ]P’F( max ——"° Ry x| < M) > P(ApAay < M) — 1
FeDe(Bp)  \0<ko<k kY * ’
(n—k,n)
This completes the proof. O

C.3.2. Asymptotic normality

Proof of Theorem 3.5. To prove Relation (3.11), we observe that

E=%cA
< K°| Ry & — Sko k| + K|Sy — T (C.31)

k%A

k°|Rio 1 —
ot (1)
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for Sj, 1 defined as

I Yni n Y(n—ko,n)/y(nfk,n)
Sko,k = 79(]9(— klz )) ((k‘o + 1)/1 v, dy
k Y(n—it1,0)/ Y(n—k,n)
+ Y / u*f’*ldu), (C.32)
i=ko+2" !

where Y;’s are i.i.d observations from Pareto(1,1) as in (3.5).
We will show that the right hand side of (C.31) vanishes as k — oco. To this

end, we first show that k° maxo<y,<n(k) | Rkok — Sko k| L5 0 as follows:

k°  max | Rio e — Sko k|
0<ko<h(k)
kg(ynfk n) k - kO
_ k§ s
0<kosh(k) K — ko <kg(Y<n7k,n>>
_ K g(Yin—t.n)) - ( k — ko
= 1—n(k)/k o<ko<h(k) \kg(Yin_kn))

Ay

where 1 — h(k)/k — 1 since h(k) = o(k). Also, by Relation (C.40) and assump-
tion (3.10),

P
kég(yv(n—k,n)) — A (034)
Thus, the convergence to 0 in probability of the last bound in Relation (C.33)

follows from Lemma C.7, by which Agg i> 0.
Next we show that the second term in the right hand side of (C.31) also
vanishes. Indeed,

k=9cA
K ‘S . —‘
Oggg}é(k) ok T E )
— k5 kg(Yn—k,n) k— k() _ CA(k' — ko) ‘
0<ko<h(t) k—ko 1kg(Vinrny) " (14 )R g(Yinotn))

K g(Yin—km)) k — ko cA(k — ko)
- 77 max ‘—Sko,k — 5 ‘
L —h(k)/k o<ko<h(k) lkg(Yin—kn)) E(L+ p)k2g(Yin—k.n))

Az

where k°g(Y(—g.n)) £, A as in Relation (C.34) and 1 — h(k)/k — 1. Thus,
the convergence to 0 in probability of the last upper bound follows because

P
A3z, — 0 as shown next.

Az, <

a S + (ko)
max N C\ — —
0<to<h(®) | kg(Yin ) " k L+p
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max |- (k0)1+p cA(k — ko)
X —c| = —
0<ko<h(k) 11+ p k E(L+ p)kg(Yin—kn))

Asg

where Ay 20 by Lemma C.9. Next, we show that

max ‘ c cA(k — ko) ‘i>0
0<ko<h() 114+ p k(14 p)k2g(Yin—kn))

and since maxo<k,<k(ko/k)**? < (h(k)/k)1T? — 0, the convergence to 0 in
probability of As shall follow. We have
‘ c cA(k — ko) )
max -
o<ko<h() 114+ p k(1 + p)k?g(Yin—n))

IN

cl ma ’1 A ‘ + Aky
X _
1+ P 0<ko<h(k) k(sg(}/(nfk,n)) k6+1g(Y(n7k,n))

< |c] ’1 B A ‘ n Ah(k)

- 1+ P kag(}/(nfkr,n)) k6+1g(yv(nfk,n))
where the last upper bound converges in probability to 0 because h(k)/k — 0
and A/k°g(Y(—p.n)) -2, 1 by Relation (C.34). This completes the proof. O
Lemma C.7. Assumption (3.9) implies

k — ko P
Ogllc%}g(k (7]@)9(}/(”716’”)) ‘Rko,k — Sko,k|) —0 (C.35)
where Ry, 1, and Sk, are defined in Relations (3.5) and (C.32), respectively.
Proof. The proof of Relation (C.35) involves two cases: p > 0 and p = 0.

Case p > 0: Since Yin—it1,n)/Yn—kn) > 1,7 = 1,--- k, therefore, over the
event {Y{(,,—kn) > tc}, by Relation (3.9), we have

(k — ko) Rkq.k: — Sko.k|

L(Y(n—kon)) Yin—kg,n)/ Yin—tk,n)

< (ko+1)|log 2" _ cg(Yin—tn / .

( ) E()/(’ﬂfk,n)) ( (n—k, )) 1

i Yor it/ Yon s
E(}/V(nfiJrl ,n)) (n—i+1,n) (n—k,n) 1

T IOg ’ - Cg(YV(nfk n) / v P dy

1':%;_2 ﬁ(Y(n—k,n)) 1

k
< (ko + D)9Vorm)e+ Y. 9V n—rm)e = 9Vin—rm)ke.
i—ko+2

Therefore, over the event {Y{;,_x ) > tc}

k—ko

_FoR o po g )< . C.36
o285 (R, o~ Sioal) <2 ()
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From Relation (C.10), we have Y(,_j, < (Tgt1/Tny1)~t  where
(Trs1/Tns1)” " % n/k by Lemma C.3. Since n/k — oo, therefore

IP>(}/(n7k:,n) > tE) —1

which completes the proof.

Case p = 0: As in the previous case, over the event {Y{,,_j ,) > t.}, by Relation
(3.9) we have

(k — ko) |Rio,k — Skok

£(}/(n7k n)) Y(niko'”)/Y("ik’n) dv
= (ko+1)|log = —cg(Yin_pn —
a+1) o 50— cotVloi [ 7
k Yin—it1my/ Yin—
L(}/(nfz+1 n)) (n—itl,m)/ Hn=kn) dy
+ Z 1Og - Cg(}/(nfk,n) / —
i=ko+2 LV n—m) 1 v
Y-k n)\° i Yv(nfiJrl n)\*
< (b0 + Vo) (LY 5~ gy, (Yomsrimy
(ko + 1)g(Y(n—k,n)) 7 ;Z IVin—km)) Yororom
i=ko+2
(C.37)
Since Y(n—it1,n) = Yin—to,n) for i =1,--- kg + 1, we further obtain
(k — ko) e o~ (Yinoitin
— 0 n—i+1,n
O;rllc%;(k <kg(Yv(n7k:,n)) |Rk0’k Sko ) k g ( n k,n) ) (038)

over the event {Y{;,_j ) > tc}. The upper bound in (C.38) can be bounded by
2¢ over the event {(1/k) 8| (Yin—it1.n)/Yinokm)® < 2}-

We have already proved that P(Y{,,_s ) > t.) — 1. Thus, to complete the
proof of Relation (C.35), it only remains to show that

<{1 z’“: Y}(fn i) e 2}) 1 (C.39)

i—1 (n—k,n)

|

In this direction, from Relation (C.10), we observe that

(‘f)

1 Yinoivtm\e d 1= /Tipiy— I~ . p 1
2 () SRl (En) maxva

|

where the last convergence follows from weak law of large numbers. Thus, Re-
lation (C.39) holds as long as £ < 0.5.
This completes the proof for p = 0. O
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Lemma C.8. Suppose g is p-varying for any p € (—00,00) and Y(,_p ) is the
(k + 1)t order statistic for n observations from Pareto(1,1), then

Ynf n

IXn—tm) 2,4 (C.40)
g(n/k)

provided k — oo, n — 00 and k/n — oco.

Proof. Since g is p varying, g may be expressed as g(t) = t*£(t), for some slowly
varying function £(-). Thus, we have

g(}/(n—k,n)) _ (Yv(n—k,n))pé()/(n—k:,n))
g9(n/k) n/k l(n/k)
From Relation (C.10), Y(5—j.n) 4 T+1/Tk+1 and therefore, by WLLN, we have
Yin—rn)/(n/k) 5 1. Since z” is a continuous mapping, therefore,
P
(if(nfk,n)/(n/k‘»p — 1.

Thus to prove Relation (C.40), it suffices to show £(Y{(;,—kn))/l(n/k) )
In this direction, observe that for any é > 0, we have

(Vi)
P(Fars” 1 ><)

E( n— ,n) n—k,n n—k,n
< 2| Zn/::)) ~1)>- Y(n/’;c H -1l §5)+P(\Y(n/; H-1]>9)
Yo n
< B( o |G -1 > e) p(Tn > o)

For § small enough, the first term on the right hand side goes to 0 by Theorem
1.5.2 on page 22 in [10]. Also, for § small enough, the second term goes to 0

since Y(n_xn)/(n/k) RN

This completes the proof. d
Lemma C.9.
k—ko c ko e c P
—S — | = - 0. Cc.41
B P s L ( k ) Tl (C.41)

where Sk, is defined in Relation (C.32).
Proof. The proof of Relation (C.41) involves two cases: p > 0 and p = 0.
Case p > 0: Using the expression of Sk, in Relation (C.32), we get

_k=ko g
kg(}/in—k,n)) Fo.k
k
& }/(nfkro n)\ " Yv(nfiJrl n)\ ”
= = o+ 1) (e ) Ty Slnmirlm) )0y
kp <( ’ )< Yv(n—k,n) ) i_%;i-Q( Y—(n—k,n) )
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ki
5 (i (i)
kp i=1 Yr(”_kvn) Yv(n—k,n)
k
c (Yr(nfiJrl,n) ) —-P }
"k ~ ) 1 C.42
kp ; { Yr(n—k,n) ( )

Expressing the order statistics of Pareto in terms of Gamma random variables
as in Relation (C.10), we get

k—k ko \ ' t*
st (3]
kg(Yin—t.n)) p\k L+p

SRR - ()
I+p\ k kp = |} |

=1

1ES

B,k

Ak

In view of the above result, to prove (C.41), we first show that
max0§k0<k |Ak| ﬂ) 0.

Note that, by Relation (C.7), we have |(1/k) Zle(Fi+1/Fk+1)p -1/(1 4+
p)| =% 0. This implies that there exists Q with P(Q) = 1 such that for any
w E Q,

c k Tiv1\? c c
)| = | X (50) @+

= e
¢ /T P c
=|— —i+1> w —7‘ —0
’kp;(ﬂm @) p(1+p)

We next show that maxo<p,<w Bro,k 2% 0. For this observe that for any w € €,

OSI%)EE(M Bo, k(@)
e ko - P P
< s () I @ () )
< max { ¢ <@>1+p+%}
T 0<ko<M | 14+ p\ Kk kp
(since (T;/Thy1)’ <1,1<i<k, p>0)
< CM1+p/(1+p)+26M/p:B0M. (C.A3)

k k
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Additionally, we have

max By, (w)

M<ko<k
k
¢ (ko\'" ¢« Fip1\* Prgr1\?
< )" SRy - ()
= M<hock 1+P(k> +kp2{(rk+1> (Fk+1 @)
1+p P ko
1 T I
() [ (B (- ()
M<ko<k k 1+ P k ko i—1 PkJrl Fk+1

ko

p Liot1/ko\P 1 Fig1\?
< — e _
= R 1—|—p+< Tir1/k ) (“){ kO;(FkOH) @) 1}
Cho (W)
B kogt1/ko\P B P
= mo {(FEE0) — 1HCle) = D+ o) =1 + 7).

(C.44)

Since I'j11 < Tgyy1 and p > 0, thereby |C,| < 1. This allows us to simplify
the upper bound in Relation (C.44) as

max Bko) (w)

M<ko<
Lrot1/ko\?
< ¢ sup |Ch (w) — ——|+2c su (°—>w—1
Mﬁgo ko) 1+P‘ MSkIZ.,k Ly1/k )
Binr(w) Banm (w)
Thus, we obtain
max  Bp, k(w) Boar (w) + eBaps(w).
0<ko<k -k
Taking limsup w.r.t to k on both sides, we get
limsup max By, r(w) < ¢(Bip(w) + Banm)(w). (C.45)
k—oo 0<ko<k

By using Lemmas C.1 and C.3, we can show that there exist Q with IP’(Q) =
such that for all w € Q, Bip(w) = 0 and Baps(w) — 0.

Thus, taking limsup w.r.t M on both sides of Relation (C.45), we get
MaxXo<ko<k B,k 2% 0. This completes the proof for p>0.

Case p = 0: Using the expression of Sk,  in Relation (C.32), we get

Ckoh o ek
kg(}/(n—k,n)) hook k

((ko+1>1og( o)) Z 1og( n- Z‘M))_c(k;ko)

Y’(n k,n) i=ko+2 Yv(n k,n)

> o
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4 C(k—ko)gz*kic(k—ko) gc<rkfko k—k())
0 I

% ? P (C.46)

where E\Z:k is the trimmed Hill estimator in Relation (2.2) with X;’s replaced by
the i.i.d. Pareto(1,1). The last distribution equality in Relation (C.46) follows
from Relation (2.4).

Thus, to prove Relation (C.41), we shall next show maxo<g,<k |Tk—ty —
(k —ko)|/k &2 0. In this direction, for any w € Q, we have

[T—ko (W) — (k — ko)

max
0<ko<k k
(k‘ — ko) Fk—ko ‘
= A —1
150 Ml by O
M | R Ty k
_ Dok Dicso ()
-k ng11_123<<M k —ko @) * k—i%gM k — ko )
M I, ry
< 7 Sup 7(0‘}) - 1’ +:;1]1\)4 ;(w) - 1‘ (C.47)
—— —7 I ———
Bo(w) Bin(w)

By SLLN, there exists € with P(Q2) = 1 such that for every w € Q, |T'y,(w)/n —
1| = 0 as n — oco. This implies that By(w) is bounded and also that By (w) — 0
as M — oo.

Thus, first taking lim sup with respect to k followed by lim sup with respect
to M on both sides of Relation (C.47), the proof follows. O

C.3.3. Consistency of the weighted sequential testing

Proof of Theorem 3.9. From Relation (2.6), we have

k—ko—1|&or1h  Shorik
k°  max Tho ke — Ty x| = k°  max R fAOJr’ — kot ’
0<ko<h(k) 0<ko<h(k) — ko Eko k &k
Eroti  Chorii
< k% max kot1,k _ ko, ‘
0<ko<h(k) | & 1 &\
Wi,k

where the last inequality holds since k — ko — 1 < k — kg for 0 < ko < h(k). We

complete the proof by showing that k° maxg<k,<h(k) Who,k L5 0. To this end,
we observe that

kak
< Ekot 1,k Sk cAk™° ’Jr‘ cAk™° B cAK™ &ho ik
D ke Ehok (L4 P)kok' (1 +0)Ekok  (L+P)kok ko
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‘f;iﬁl,k _fZOH,k n cAk™? fzoﬂ,k‘
Eo .k SZg,k (1+p)€koyk gzo,k

_ cAk™® le|Ak=2 |1 57:0+1,1c EI:OH,/C cAk™S ’
<‘Rk°“”“ v | e [P g T e [ T e
gkmk
where Ry, i is defined in Relation (3.5). Thus, with
cAk— s?*
Mlk = ké max ng,k - and Bko,k = M,

0<ko<h(k) 14+p Zo,k
the quantity k° maxXo<p,<h(k) Whko,k is bounded above as follows

max k?5 Wko k

0<ko<h(k)
|c|A 1
< (Mm max (14 Byyk) + max |1 — By, k|> max =~
0<ko<h(k) ’ (14 p) 0<ko<h(k) " 0<ko<h(k) &
Ay

(C.48)

Theorem 3.5 implies Mg 5 0as k — co. On the other hand, by Relation
(C.19),

d Tierg—1/(k—Fko—1)
1-B 4 1 — ~hko ‘
0<% iy 11~ Bt 0<ko<h(K) To—o/ (k — ko)
1 T/ a.s,
< _ L7
- 1-h(k)/E k—}f(r}c?)g(igk Tit1/(i4+1)

where the last convergence is a consequence of Relation (C.6). The fact that
maxo<p,<h(k) (1 + Bro,k) 2% 0 also implies maxg<y,<n(k) (1 + Bro,k) = Op(1).
Thus Ay in Relation (C.48) converges to 0.

We shall end the proof by showing that ming<y, <n(x) |§Ak0’k| is bounded away
from 0 in probability which in view of Relation (C.48), implies the convergence
of maxo<y,<n(k) k‘Skak to 0 in probability. To this end, we have,

min & >  min & .~ max Ak k—A* C.49
0§k0<h(k)€ko’k 0§k0<h(k)€k°’k ogko<h(k)|€ ok~ Sho k] ( )

For 6 > 0, Theorem 3.5 implies maxo<y,<n(k) |£Ak0,k — EZOIJ 5 0. There-

fore ming<g,<n(k) &ko,k 18 bounded away from 0 as long as ming<y,<n(k) $ky x
is bounded away from 0. This is easy to show because

I I;
¢ min —F% >1_  max ‘—,1—1
i

a.s.
= > — 1
0<ko<h(k) k — ko k—h(k)<i<k

min &5
0<ko<h(k) ~Fok
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where the last equality in distribution is due to Relation (2.4) and the last
convergence is a direct consequence of Relation (C.5). This completes the proof.
|

Proof of Theorem 3.11. Proof of Relation (3.15): By Relation (2.7), we have

EC° =D max |Uk0,k—U]:D,}g‘

0<ko<h(k)
— 9p6"-1) ‘ T h=ko=1 _ 51 _((7x \E—Ro=1_ (5
0<hoch(k) |(Tho ) | = [(T% 1) |
< 96" -1) ‘ T yk—ko=1 _ (s k_k0_1’
B 0<ko<h(k) (Tio ) (T7,y k)

Tko,k)k_ko_l _ 1‘

T*

< 260" =1 max ‘(
ok

(C.50)
0<ko<h(k)

where the last bound follows T} ; < 1 (see Proposition 2.7). In view of Relation
(C.50), to prove Relation (3.15), it suffices to show

KO- max ’(Tkﬂﬂ’“)k_k‘)_lq’ﬂo. (C.51)
0<ko<h(k) INTY

To this end, we begin by showing

. T,
k" max # - 1‘ 0. (C.52)
0<ko<h(k) Tko,k
In this direction, observe that
« T 1 "
K°® max ’#71‘ < — " max  k° |Tko,k*T1:0 Kl
0<ko<h(k) Tko,k MiNg<p, <h(k) T,COJ€ 0<ko<h(k) a0

AVA

where Ay — 0 by Relation (3.14). Thus, Relation (C.52) holds as long as
ming<y, <n(k) Iy, 18 bounded away from 0 in probability as shown next.

min Ty . e min Phko1/(k = ko = 1)
0<ko<h(k) "0 0<ko<h(k)  Tr—ko/(k— ko)
r;/i

k—hr(I}cg)i}S(i<k Tit1/(i4+1)

> 1-— —1 &5,

where the last convergence is a direct consequence of Relation (C.6).
Finally to prove Relation (C.51), we shall equivalently show that for every
subsequence {k;}, there exists a further subsequence k such that

D s ’(Tko,kf*’““*l_l

e 2350. (C.53)
koK

0<ko<h(k)
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This is shown next as follows. In view of Relation (C.52), for every subsequence
{ki}, there exists a further subsequence k such that

T, =
=5 Ko,k 5,
k? maxN’ ol 1| 2%,
o0<ko<h(k) 1y 7

Hence, there is event an Q with P(2) = 1 such that for every e > 0, there exist
aM=M(w,e)

€ Tk % € -~ ~
1 g(ﬁ)(w)guﬁ, for all & > M, 0 < ko < h(k) andw € Q

e T -
Ko,k
(C.54)
Therefore,
,];:,(5*_1) ((1 _ ;)k*h(k)fl _ 1)
ko~
—a
_ T -~ E—ko—l
< () e
< RO (gt () -1
Ko,k
= (5" 1) € \k-1
< ()
by
which equivalently implies
~ T, +\k—ko—1
EC =D max ‘(#) ° (w) —1] <az V by (C.55)
0<ko<h(k) TkO,E

Note that both the sequences a; and b; converge to € as k — oo. Thereby,
taking limsup w.r.t k& on both sides of Relation (C.55), we get

e T, +\k—ko—1
limsup k@ ~Y  max ’( liok> ’ (w) — 1‘ <e (C.56)
Too 0<ko<h(k) Tko,E

Since Relation (C.56) holds for all € > 0 and w € Q with P(2) = 1, we have

T K%@)‘“’“O*l_l
Ko,k

a.s, O

0<ko<h(k)

This entails the proof of the convergence in probability of Relation (C.51).

Proof of Relation (3.16). To this end, we show that Py, (EO =0)—1—gq.
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We first show that lim sup Py, (Eo =0) <1-—q as follows.

h(k)
o~ k—i—1
Pro(Fo=0) = Py, ( ({Uik <1 =) })
=0
Ay
< (67-1) T
< IF’HO<Akﬂ{k ogrz'ngaff((k)(Ul’k Uzyk)<e})
Bk
(6*~1) R
+ P ((B° 70 max (Ui —U7) > )
h(k)
* cakf—im1t —&" c
< P (VU < (1= + k(7)) 4 Py, (BSy)
=0
A3,

(since A, N By, = AlL)

By Relation (3.15), Py, (Bf,) — 0. Additionally, we have shown below that
lim supy,_, o P2y, (47,) <1 — ¢ which implies

lim sup Py, (7{\0 =0) =limsupP(4;) <1—g¢q

k— o0
Since U}y are i.i.d. U(0,1), therefore
h(k) s
« h(k)  k—i—1 Ek‘(l )
Pry (A7) = (L= =0 T (1 )
pal (I —q)e
h(k)  k—i—1 € h(k)
< (1-¢q)Zica (1 7)
< (I-9) + T
Cok
Clk
(since (1) > (1-q)).
Since h(k) = o(k), it is easy to show that limsup cor = limsup
k—o0 k—oc0
(1- q)zﬁi’é) '™ = 1 — ¢ For 6* > 2, h(k) = o(k@ D) which implies

limsup,_, o c1x < 1. Thus,

lim sup Py, (A7) < (1 —¢q)

k—o0

Finally, we show that lim inf Py, (74:\0 =0) = liminfy_, oo Py, (Ax) > 1 —q as
follows:

Py (Ae) = Py (Ak Nk Y max (Ui = Upy) > _6})

Bay,
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k—i—1

Y

( ﬂ U <(1—=q) - ek(lf‘s*)}ﬂng)

Al
= ]P)HO (A;k) - ]PHO (ng)7

since A5, N By, = Aj N Bgg. By Relation (3.15), P(BS,) — 0. Addition-
ally, it has been shown below that liminfj_, Py, (A3;) > 1 — ¢ which implies
liminfy_ oo P(Ag) > 1 —gq.

h(k)  k—i—1

(k) 1-6*
Pz = (1S (1 2 )
=0
)= (1-

h(k) —i—1
im0 ca®

Y

€ h(k)
(l_q - 1_q)k(5*71))

Cok
Cak

—i—1

(since (1 —q)* " > (1—q))

Since h(k) = o(k), it is easy to show that liminfy ,0ccop =
h(k) | k—i

Hminfy e (1 — q)Ziz0 @ " =1— ¢ For 6* > 2, h(k) = o(k(® —1)) which
implies liminfg_ ..o cor > 1. Thus,

lim inf Py, (A3) > (1 —q)

k—o0

This completes the proof. O
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