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Abstract

In this perspective we provide a brief overview of the state of knowledge and recent progress in the
area of multiphase flow through deformable granular media. We show, with many examples, that
the interplay between viscous, capillary and frictional forces at the pore scale determines the mode
of fluid invasion. We pay particular attention to the central role of wettability on the morphology
of granular-pack deformation and failure. Beyond their intrinsic interest as processes that give
rise to spectacular pattern formation, these coupled phenomena in granular media can control
continental-scale fluxes like methane venting from the seafloor, and geohazards like earthquakes
and landslides. We conclude this perspective by pointing to fundamental knowledge gaps and

exciting avenues of research.
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INTRODUCTION

The flow of multiple fluid phases through permeable media is key to the understanding,
prediction and design of environmental systems, energy resources, climate-change mitigation
strategies, and industrial processes. Examples include infiltration of water into the vadose
zone [1-4] and resilience of water-limited ecosystems [5-7], contamination (and subsequent
remediation) of underground bodies of water by nonaqueous phase liquids [8, 9], geologic
CO, storage [10-15], hydrocarbon recovery from conventional [16, 17] and unconventional
formations [18], methane venting from organic-rich sediments in lakes and the seafloor [19-
21], formation and dissociation of methane hydrates in permafrost regions and in ocean
sediments [22], water dropout in low-temperature polymer-electrolyte fuel cells [23, 24], and

microfluidics towards lab-on-a-chip technology [25-33].

The interplay between multiphase flow and granular mechanics controls the morphological
patterns, evolution and function of a wide range of systems. For example, it determines the
self-assembly of particles and patterning of substrates at the nanoscale [34, 35] [Fig. 1(a)].
It is also responsible for the structural integrity of sand castles in moist sand [36] [Fig. 1(b)],
“craquelure” in paintings [Fig. 1(c)], and desiccation cracks in clayey soil [37, 38] [Fig. 1(d)]—
the latter two phenomena involving a combination of capillarity and shrinkage [39]. The
powerful coupling among viscous, capillary and frictional forces can give rise to spectacular
patterns, including labyrinths [40] [Fig. 1(e)], corals, and stick-slip bubbles [41]. While the
characteristic length scale of these morphologies is typically in the sub-centimeter range,
they can determine the mode of gas release in nature at the kilometer scale, as is the
case for methane venting from the seafloor [21] [Fig. 1(f)] and volatile gases from volcanic
eruptions [42]—thus controlling critical flux exchanges in the Earth’s global biogeochemical

cycles.

This perspective is aimed at providing a brief overview of the state of knowledge, recent
progress, and open questions at the confluence of multiphase hydrodynamics and mechanics
of granular systems, with an emphasis on pattern formation. We first address the hydro-
dynamic components of the problem, and describe fluid—fluid displacement in rigid porous
media. We then extend the description to moveable, deformable and breakable granular me-
dia, thus accounting for the coupling between fluid and solid mechanics at the grain scale.

We then focus on one particular aspect of this coupling: the role of wettability (the relative

2



10 cm

FIG. 1. Visual examples of the powerful interplay between multiphase fluids and the mechanics of
granular media. (a) Particle self-assembly at the nanoscale (from Wang et al. [35]). (b) Sand cas-
tle in moist sand (https://commons.wikimedia.org/wiki/File:Ultimate_Sand_Castle.jpg).
(c) Detail of craquelure [art credit: Mona Lisa (La Gioconda) by Leonardo da Vinci]. (d) Desicca-
tion cracks on the soil surface (from Weinberger [43]). (e) Labyrinth patterns formed as a result of
air invasion into a frictional suspension (from Sandnes et al. [40]). (f) Venting of methane bubbles

from the ocean seafloor (from Skarke et al. [21]).

w affinity of the solid grains to the different fluids in the pore space) on the morphology of
s granular-pack deformation from fluid injection. Finally, we point to fundamental knowledge

s gaps and exciting avenues of research.
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FIG. 2. Lock-exchange flow of (a) miscible and (b) immiscible fluid pair in a glass-bead pack.
(¢) Fluid—fluid interface pinning in a microfluidic chip. The interface de-pins and moves away from
the vertical position only where the local pressure difference between the two fluids is greater than

the threshold capillary entry pressure. Adapted from Zhao et al. [44].

MULTIPHASE FLOW IN RIGID POROUS MEDIA

We start by pointing to the fundamentally distinct nature of miscible (single-phase) and
immiscible (multiphase) flow in rigid porous media, which is best done through an example
[44].  Consider a porous medium such as a pack of glass beads filled with two density-
mismatched fluids that share a vertical interface (Fig. 2). The different density of the fluids
drives the lock-exchange flow, where the lighter fluid spreads along the top of the cell. If
the two fluids are miscible, this flow is accompanied by a smooth deformation of the fluid—
fluid front, from vertical towards horizontal [Fig. 2(a)]. In contrast, when the two fluids
are immiscible, a segment of the interface remains indefinitely pinned in its original vertical
configuration [Fig. 2(b)]. In order to fully appreciate the mechanisms responsible for the
striking difference between miscible and immiscible lock-exchange flow in Fig. 2, we need to

define a few concepts.

When two fluids are immiscible, the boundary between them is sharp, and interfacial
tension vy pulls along it. This tension is the result of dissimilarity in the molecular interactions
of the two phases [45], which introduces the energy cost per unit area of the interface. As
a result, the system tries to minimize the area of the fluid—fluid interface. In fact, in the
absence of solid surfaces and body forces, the fluid with the smaller volume would roll up
into a sphere. In the presence of a solid phase, the fluid—fluid interface intersects the solid

surface at an angle 6, which we measure within the invading fluid. The contact angle 6 is a
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measure of wettability—it reflects the affinity of the solid to the invading fluid phase. The
system is in drainage when 6 > 90°, and it is in imbibition when 6 < 90°. Furthermore, there
is a pressure drop (the Laplace pressure Ap [45]) associated with all fluid—fluid interfaces

confined within the pore space. This pressure drop at each interface scales as

v cos 6
1
R ? ( )

Ap ~

where R is the characteristic size of pore throats. Equation (1) anticipates the highest
Laplace pressure drop across the invading front when it is in strong drainage (6 — 180°)
and when it passes through a narrow throat. The interface can get pinned locally if the
invading fluid pressure is insufficient to overcome this local threshold capillary pressure.

In fact, the local threshold capillary pressures are responsible for the contrasting behavior
of miscible and immiscible experiments in Fig. 2: the hydrostatic pressure difference across
most of the vertical immiscible interface in Fig. 2(b)-(c) is insufficient to overcome the
threshold capillary pressures and squeeze the immiscible interface across local constrictions
in either direction. This is responsible for the permanent pinning of the fluid—fluid interface
section in its initial vertical position. The fluid—fluid displacement depicted in Fig. 2 is an
example of how pore-scale displacement mechanisms can shape the displacement patterns
on a macroscopic scale—a hallmark of multiphase flow in porous media.

Much of our knowledge of fluid—fluid displacement in porous media was acquired by
examining displacement mechanisms at the pore scale [46]. The interplay between pore
geometry and the positions of the local interfaces produces distinct pore-scale displacement
scenarios, many of which are accompanied by rapid pressure changes [46]. Haines jumps are
a prominent example of such pore-scale displacement mechanisms, where the invading fluid
experiences a rapid change in curvature (and thus pressure) as it pushes through narrow pore
constrictions [47-51]. This mechanism is prevalent in slow drainage, where sudden bursts of
the local fluid—fluid interfaces are responsible for sharp fluctuations in the injection pressure
signal [52, 53]. In some cases, the speed of the Haines jumps was recorded to be 50 times
larger than the mean front velocity [49], and was observed to cascade through tens of pores in
a single jump event. Slow fluid—fluid displacement in drainage produces distinct and robust
patterns that are faithfully reproduced with invasion-percolation models [54, 55], where the
displacement front advances by invading pores with the lowest threshold capillary pressures

first. This mode of displacement traps clusters of the defending fluid in two-dimensional
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FIG. 3. Lenormand et al. [57] studied drainage in porous media and found that the fluid—fluid

Capillary number

front can advance through (a) invasion percolation, (b) stable displacement, or (c¢) viscous fingering,
depending on Ca and M. The character of displacement is synthesized in the (d) phase diagram

of Lenormand et al. [57]. Adapted from Lenormand [58].

porous media, producing a self-similar morphology of the invading fluid [56] [Fig. 3(a)].

The morphology of the displacement front changes significantly at high injection rates.
When a more viscous fluid displaces a less viscous fluid, it does so through a compact front,
removing most of the defending fluid from the pore space [Fig. 3(b)]. When a less viscous
fluid displaces a more viscous fluid, the invasion front becomes unstable to small perturba-
tions and advances through preferential flow paths [i.e., viscous fingering in Fig. 3(c)]. These
viscous fingering patterns are also self-similar and bear a strong resemblance to diffusion-

limited aggregation patterns [59-61].

Our classical understanding of fluid-fluid displacement in drainage has been synthesized
in the seminal diagram of Lenormand et al. [57] [Fig. 3(d)]. Here, the character of the
displacement is determined by two dimensionless parameters: the viscosity ratio of the
two fluids M = p;/pa, and the ratio of viscous to capillary forces Ca = p;u/v (capillary
number), where u is the characteristic speed of the displacement front, and y; and p4 are the
invading and defending fluid viscosities, respectively. One can tune the character of fluid—
fluid displacement between viscous fingering, stable displacement, and invasion-percolation
by changing Ca and M. Much of the Ca—M parameter space has been explored with both
experiments [52, 60, 62] and pore-network models [54, 55, 57, 61, 63-73|, and although
Lenormand’s phase diagram has been enormously influential and successful in organizing
the current state of knowledge of fluid—fluid displacement in porous media, its applicability

is restricted to systems in strong drainage.
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There have been sustained efforts towards enhancing our knowledge of fluid—fluid dis-
placement to account for wettability effects. A large number of core-scale experiments have
shown improved displacement efficiency when the system’s wettability is altered towards im-
bibition [74-78]. This was complemented by systematic studies of imbibition under favorable
viscosity contrast (M > 1) [79-82] and quasi-static pore-network models that accounted for
wettability effects [72, 83-88]. More recent efforts have been summarized in Singh et al. [89],
and include comprehensive studies of wettability effects during fluid—fluid displacement in
glass bead packs [90] and microfluidic cells [91], as well as dynamic pore network models
that account for wettability effects [73, 92]. Here, we build our discussion around the work

of Zhao et al. [91] and subsequent numerical efforts of Primkulov et al. [72, 73].

Zhao et al. [91] conducted a series of fluid—fluid displacement experiments in a quasi-
two-dimensional porous medium, fabricated with soft lithography techniques by confining
a circular post pattern between the two plates of a Hele-Shaw cell. All surfaces of the
microfluidic chip were manufactured with a photo-curable resin (NOA 81), where the degree
of UV-light exposure is correlated with the surface wettability [93]. Zhao et al. [91] filled
these wettability-controlled flow cells with viscous silicone oil and injected water from the
center at controlled flow rates. The invading fluid patterns in such experiments (Fig. 4)
would change depending on Ca and 6, and it is best to describe them alongside the pore-

scale mechanisms responsible for the change in patterns.

We first traverse the bottom row of experiments in Fig. 4, corresponding to the lowest
injection rate and where viscous effects can be neglected. In this limit, the fluid invasion
patterns are mainly governed by capillary forces. Cieplak and Robbins [83, 84] defined
three pore-scale events that are responsible for advancing the invading fluid front: “burst”,
“touch”, and “overlap” (Fig. 5). The “burst” event corresponds to a stable interface that
intersects the posts at prescribed 6 and has a maximum possible curvature. Increasing the
curvature (and therefore Laplace pressure) above the “burst” configuration would render
the interface unstable and the invading fluid would occupy the pore space ahead. The
“touch” event corresponds to the interface contacting with a nearby post and subsequently
occupying the remained of the pore. The “overlap” event takes place when two neighboring
menisci overlap on or near a shared post. The “burst” events are prevalent in strong drainage
(0 = 150° in Fig. 4), while “touch” and “overlap” are prevalent near weak imbibition (6 = 60°

in Fig. 4): the relative frequency of these pore-scale events is responsible for the transition in
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FIG. 4. Water displacing viscous silicone oil in wettability-controlled quasi-two-dimensional porous
medium. Water was injected with different Ca under wettability ranging from strong drainage to
strong imbibition. The displacement front was shown to advance through invasion percolation,
cooperative filling, and corner flow at low Ca. At high Ca water advanced through viscous fingers,
either leaving a film of oil or moving through films of water on the solid surfaces. Reprinted from

Zhao et al. [91].

patterns for 60° < € < 150°. In strong drainage, the fluid—fluid displacement is incomplete,
and clusters of the defending fluid are trapped behind the fluid front (Fig. 4, plate C). In
weak imbibition, invading fluid patterns are compact (Fig.. 4, plate L). As the wettability
of the solid approaches strong imbibition (f = 7° in Fig. 4), the invading fluid no longer
advances by occupying the pores completely. Instead, it advances by coating the corners at
the intersection of posts with top and bottom plates (see “corner flow” in Fig. 5), which
results in patterns equivalent to one on plate O in Fig. 4 [72]. The entire bottom row in Fig. 4
can be modeled as an invasion-percolation model that accounts for arbitrary wettability of

the solid surface by incorporating the four pore-scale events in the quasi-static limit [72].

The experiments corresponding to higher values of Ca in Fig. 4 can be modeled by
adding viscous forces to the quasi-static model [72, 73]. Here, it is convenient to draw

an analogy between flow in porous media and currents in an electrical circuit: Poiseuille
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FIG. 5. Pore-scale displacement events that govern quasi-static fluid—fluid flow are (a) burst
(i.e. Haines jump), (b) touch, (c) overlap (i.e. coalescence), and (d) corner flow (i.e. coating of
posts with wetting fluid). These pore-scale events naturally augment the dynamic pore-network
model (“moving-capacitor” model). The “moving-capacitor” model utilizes the analogy between
(e) immiscible fluid—fluid displacement in porous media and (f) electrical current, where local fluid—
fluid interfaces are represented through capacitors and event capillary entry pressures inform the
voltage drop corresponding to dielectric beakdown in a capacitor. Adapted from Primkulov et al.

[72] and Primkulov et al. [94].

flow is equivalent to Ohm’s law, conservation of mass is equivalent to Kirchhoft’s rule, pore
channels are represented with resistors, and local menisci are represented with capacitors
[73]. In electrical circuits, capacitors experience dielectric breakdown when charges on its
plates exceed a threshold value. Analogously, local menisci become unstable and enter a pore
whenever the pressure difference across the interface exceeds critical Laplace pressure that
corresponds to “burst”, “touch”, or “overlap”. This reduces the two-phase flow problem to
a sequence of linear equations, and their solution allows recovering a phase diagram (Fig. 6)
that captures the one obtained from experiments (Fig. 4). While our network modeling
approach accurately captures the morphology of the invading fluid and its pressure signal
over a wide range of Ca — M — 0 space, it comes with a number of simplifying assumptions

(e.g. simplified pore geometry, complete piston-like displacement within individual pore
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FIG. 6. Numerical simulation of fluid—fluid displacement under different Ca and wettability using
quasi-static [72] and dynamic “moving-capacitor” [73] models. The simulations cover the majority
of the Ca—M parameter space along with the dominant flow regimes demonstrated in experiments

(Fig. 4). Adapted from Primkulov et al. [73].

throats in all regimes except corner flow) that make it computationally efficient. In fact, the

model has been critically compared with other state-of-the-art pore-scale models [95].

MULTIPHASE FLOW IN DEFORMABLE GRANULAR MEDIA

When the porous medium is not rigid, there is an interplay between fluid flow and the
mechanics of deformation of the medium. Such interplay is relevant across spatial scales,
from the pore scale [96-100] to the geologic scale [21, 42, 101, 102]. Here, we focus on giving

a brief account of this interplay in granular media, with an emphasis on the grain-scale
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mechanisms that control pattern formation.

The motion of the granular pack can occur in the presence of single-phase flow. For
example, groundwater flow can cause the erosion of surface sediments [103], leading to chan-
nelization of the flow and incision of river beds in the landscape [104]. Similar physics are
responsible for sand mobilization and production from wells in poorly consolidated sedimen-
tary rocks [105], whereby cohesion and friction in the granular material are overcome by the
hydrodynamic forces that dislodge the contacts and mobilize the grains.

Another classic example of medium deformation under single-phase flow is hydraulic
fracturing [106], which is typically understood as a result of overcoming the tensile strength
of a poroelastic medium upon rapid fluid injection, such that the pore pressure builds faster
than it dissipates through the medium [107]. In the context of fine-grained media like
clay slurries and colloidal suspensions, Van Damme et al. [108], Lemaire et al. [109] first
identified that a (viscoelastic) fracturing regime could be reached as a transition from the
viscous fingering regime. This transition was strongly controlled by the Deborah number,
De, where for De < 1 viscous effect dominate, whereas for De > 1 the system behaves as an
elastic solid. A recent study on a system of a 2D monolayer of elastic frictionless hydrogel
particles showcased inelastic deformation, resulting in the formation of an injection cavity
from the collective rearrangement of the particles [110].

Here we are interested in multiphase fluid systems, where two or more fluid phases co-
flow through the granular medium. The fundamental notion in extending the description of
multiphase flow in rigid porous media is that one must account for the possibility that the
grains may move as a result of the fluid—fluid displacement (Fig. 7). This picture at the grain
scale makes it apparent that surface-tension forces need to be invoked in the description of

the system’s evolution [38, 40, 96, 100, 111-113].

Gas venting

An area that has received substantial attention is the migration of gas within (and sub-
sequent release out of) soft, organic-rich, aquatic sediments [19-21]. From a geoscience
perspective, this problem is central to understanding methane fluxes and the global carbon
cycle, including its dependence on, and feedback to, climate change [22]. There is by now

indisputable direct evidence of widespread methane venting from the seafloor [19, 21, 114

11



212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

( a) solid water (b) Invasion by capillary pressure Invasion by fracture opening
/ |

FIG. 7. Schematic diagram of the two modes of fluid—fluid displacement (gas—water) in a deformable
granular medium. (a) The fluid-fluid interface before displacement. (b) Fluid invasion when the
medium behaves rigidly. (c) Invasion by conduit opening; the exerted fluid pressure is sufficient
to overcome confinement, cohesion and friction at grain contacts. Reprinted from Jain and Juanes

[111].

118], shallow and deep lake sediments [20, 119-123] and man-made reservoirs [124]. This
concept of conduit opening in unconsolidated sediments has also been invoked to explain

gas migration at geologic spatial and time scales [101, 102, 125, 126].

To explain these phenomena, several groups have conducted controlled laboratory ex-
periments of vertical gas migration in unconsolidated granular materials, almost exclusively
in 2D or quasi-2D systems (a Hele-Shaw cell packed with beads or grains). These studies
have led to direct observations of the morphology of air invasion, delineating conditions un-
der which the granular pack behaves rigidly or opens conduits for gas migration [127-130].
In particular, the mode of invasion can transition from fingering to fracturing during the
course of a single experiment, as the gas (injected at the bottom of the cell) migrates up-
wards to regions of the granular pack subject to lower confining stress [131]. In soft systems,
the interplay between elasticity, confinement and buoyancy can lead to a range of mixed

gas-migration regimes, and the emergence of episodic capture-venting dynamics [132].

Some 3D experimental systems have investigated the surface footprint of venting dynam-
ics, either from point gas injection in granular media [133] or from actual in situ methane gen-
eration in lake-mud incubation experiments [134]. Only recently have experimental studies

addressed the 3D dynamics of vertical gas migration in deformable granular media through

12



229

230

231

232

233

234

235

236

237

238

240

241

242

FIG. 8. 3D PLIF reconstructions of the fluid invasion pattern (in white) superimposed on the
conduit opening (in red) for experiments in which a fluid (silicon oil) is injected at the bottom of a
pack of glass beads to displace a more viscous fluid (glycerol). Reprinted from Dalbe and Juanes

[136].

direct visualization. Sun and Santamarina [135] employed fumed silica and a refractive-
index-matching oil blend, and two orthogonal camera views for partial 3D characterization
of the gas migration process. Dalbe and Juanes [136] developed an experimental setup
to fully reconstruct the coupled invasion—deformation dynamics in 3D. They constructed a
porous cell made of borosilicate glass beads, filled it with glycerol to achieve refractive-index
matching, and injected less-viscous silicon oil that is also index-matched. They employed
a planar laser-induced fluorescence (PLIF) technique in which a laser sheet, mounted on a
moving stage, shines on the medium and excites fluorescent dyes premixed with the defend-
ing and invading fluids. This technique allowed them to reconstruct the 3D dynamics of the

granular pack at the subpore scale (Figure 8).

Desiccation cracks

The phenomenon of desiccation cracks is a common occurrence in drying soil [43, 137]
and paint [138, 139], often leading to polygonal patterns [140] [Fig. 1(c)-(d)]. Controlled lab

experiments on monolayer packings [97, 98], colloidal suspensions [141-143] and soil systems
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[37, 137, 144] have paved the way for improved understanding and modeling at the particle
level [38, 97, 98, 145-148] and, recently, at the continuum level using phase-field models
(149, 150].

This cumulative understanding has elucidated the critical role of capillary forces in the
initiation and propagation of cracks [38], and the dominant control of shrinkage in deter-
mining the characteristic size of the cracked patterns—something that has recently been
demonstrated with an analogue hydrogel model, where the individual particles undergo

shrinkage and swelling [39, 151].

Frictional flows

The morphology of fluid invasion and granular deformation is ultimately determined by
the interplay among viscous forces, capillary forces and interparticle forces. Interparticle
forces can have different origins, including cementation and cohesion at particle contacts
that lead to tensile strength, and friction between particles, which depends strongly on the
grain material, particle roughness and degree of confinement—itself a function of packing
fraction and confining stress.

This interplay was studied in depth in a series of investigations of so-called “frictional
flows” [40, 41]. In this experimental setup, air is injected to displace a layer of beads
submerged in a defending fluid within a Hele-Shaw cell [Fig. 9(a)]. As the layer of beads is
displaced, beads accumulate at the air—fluid interface, forming a front of dense bead-pack
ahead of the interface [Fig. 9b]. The air injection rate controls the balance between viscous
and capillary forces, and the initial packing fraction of the suspension controls the degree of
confinement. At a given packing fraction, low injection rates result in “frictional” invasion,
characterized by frictional fingers or stick-slip bubbles. For the same packing fraction, as
the injection rate increases, there is a transition in invasion morphology to one dominated
by a fluidized front and coral-like patterns and, ultimately, to the classic Saffman—Taylor
finger in viscous fluids [152] [Fig. 9(c)]. The invasion patterns and dynamics are also affected
by the compressibility of the system [41, 153] and the presence of a gravitational potential
[154].

Of particular interest is what happens as the packing fraction increases, that is, as the

system moves from a loose segregated suspension to a dense granular pack. The inva-
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FIG. 9. Schematic of the experimental setup for frictional flows; (a) air is injected into a Hele-Shaw
cell loaded with polydisperse glass beads that have settled in a water/glycerol solution; (b) the
invading air/fluid interface accumulates a front of close-packed grains in the gap between the plates.
(c) Phase diagram of frictional-flow morphologies in the space of injection rate (increasing to the

right) and packing density (decreasing to the top). Reprinted from Sandnes et al. [41].

sion pattern then undergoes another transition, from frictional flow to fracturing, and from
fracturing to fluid-fluid displacement in a rigid medium [Fig. 9(c)]. To quantitatively un-
derstand this morphological transition, Holtzman et al. [112] conducted experiments of air
invasion into a Hele-Shaw cell with a liquid-saturated granular pack, in which the degree of
confinement was controlled not by the packing fraction but, rather, by the confining stress
[Fig. 10(a)]. At sufficiently high confining stress, the granular pack behaves as a rigid porous
medium. The morphology of air invasion is then determined by the capillary number Ca,
and exhibits a transition from capillary fingering to viscous fingering. This transition occurs
when the characteristic macroscopic viscous pressure drop in the direction parallel to flow,

0p, is balanced with the variation in capillary entry pressures along the interface, dp.. The
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condition dp, ~ 0p. is controlled by a “modified capillary number” [112, 155, 156]:

n(Q/bd) R
yoood’
Ca

Ca* = (2)
where Ca is the classic capillary number [57], @ is the injection rate, b is the height of the
cell, d is the grain size, and R is the cell radius.

As the confining stress decreases, the granular pack loses its rigidity and is subject to
grain motion concomitant with fluid invasion. In a granular medium, conduits open when
forces exerted by the fluids exceed the mechanical forces that resist particle rearrangements.
In cohesionless granular material, these forces include elastic compression and friction. For
systems with densely packed, highly compliant frictionless particles, conduit opening is con-
trolled by particle deformation [132]. However, for many types of particles including most
mineral grains and manufactured beads, the high particle stiffness limits interparticle com-
pression, making frictional sliding the dominant deformation mechanism that alters the pore
geometry [112; 157].

The emergence of fracturing is determined by the so-called “fracturing number”, N¢, that
measures the system deformability as the ratio of the pressure forces that drive fracturing
(capillary pressure v/d and local viscous pressure drop, Vp,d ~ nv/d) and the resisting
force due to friction [112]:

N, _ (/@)1 +Ca)

P 3)

where 1 is the coefficient of friction, and o’ ~ W/R? is the effective confining stress, with
W the weight on top of the cell.

Indeed, the two transitions are observed experimentally: from capillary fingering to vis-
cous fingering at Ca* ~ 1 at high confining stresses, and from either capillary fingering or
viscous fingering to fracturing at Ny ~ 1 (Fig. 10). While the transition to fracturing from
viscous pressure drop is relatively well understood, and the basis for hydraulic fracturing
[106, 107], the work of Holtzman et al. [112] demonstrates that the transition to a granular

fracturing regime can occur as capillary fracturing, at vanishing flow rates.

IMPACT OF WETTABILITY ON FRICTIONAL FLOWS

Given the wealth of evidence demonstrating the importance of capillarity on deformation

and fracture of granular media [41, 112, 157-159], the fundamental question that arises and
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FIG. 10. (a) Experimental setup of hydrocapillary fracturing experiments, where a thin bed of

b. capillary fingering a. viscous fingering

water-saturated glass beads is confined in a cylindrical acrylic cell, subject to a weight placed on
a disk that rests on top of the beads. Air is injected into the center of the cell at a fixed flow rate.
(b) Phase diagram of drainage in granular media, showing three invasion regimes: viscous fingering
(VF), capillary fingering (CF), and fracturing (FR). The tendency to fracture is characterized by
the “fracturing number” Ng: drainage is dominated by fracturing in systems with Ny > 1. At
lower Nt values, the type of fingering depends on the modified capillary number, Ca*. Adapted

from Holtzman et al. [112].

has remained unexplored until very recently is how wetting properties impact the emergence

of granular fracture, and the ensuing fracture pattern.

To investigate the impact of wetting on fracturing of granular media, Trojer et al. [160]
used an experimental setup similar to that of Holtzman et al. [112]—in which a low-viscosity
fluid is injected into a circular Hele-Shaw cell filled with a dense glass-bead pack that is sat-
urated with a more viscous, immiscible fluid—but now carefully tailoring the wettability of
the fluid pair to the glass. The key result is a comparison of the fluid invasion patterns
that develop for different wettability conditions (Fig. 11). The results demonstrate that the
fracture morphology exhibits a non-monotonic dependence on wettability: highly ramified,
disconnected, and ephemeral fracturing in drainage (Fig. 11, left); robust, hierarchical and
persistent fracturing in weak imbibition (Fig. 11, center); and no fracturing in strong imbibi-
tion (Fig. 11, right). The physical mechanism responsible for the striking differences in the

fracture morphology is a transition in the pore-scale fluid displacement from pore-invasion
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in drainage, to cooperative filling in weak imbibition, to corner flow in strong imbibition.

These experimental observations indicate that wettability plays a fundamental role in
fracturing of granular media, even at high capillary numbers when viscous forces dominate.
In an effort to understand this behavior, Meng et al. [161] developed a fully-coupled dy-
namic model of multiphase flow and granular mechanics at the grain scale. The fluid—fluid
displacement is simulated by the “moving capacitor” dynamic network model described ear-
lier [73], which explicitly incorporates the impact of wettability. The dynamic flow network
model is coupled with a discrete element model (DEM) [162], which simulates the mechanics
of the granular pack by solving the linear and angular momentum balance equations of the
many-body system with appropriate frictional-elastic interaction laws at the interparticle
contacts [163]. To capture the two-way hydromechanical coupling, the pore-pressure forces
are applied to the particles, leading to deformation and rearrangement, and particle motions
feed back into pressure calculations by changing the pore-network geometry and topology.

Meng et al. [161] simulated the injection of a less viscous fluid into a frictional granu-
lar pack initially saturated with a more viscous, immiscible fluid, at an injection rate slow
enough that viscous pressure gradients are dissipated between front movements, and cap-

illary effects govern the displacement [53]. The simulations show that fluid invasion first
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occurs by the expansion of a cavity, followed by fracturing [Fig. 12(b)].

Remarkably, they also show that a decrease in #—that is, transitioning from drainage to
weak imbibition—leads to an earlier onset of fracturing, as evidenced by the smaller size of
the fluid cavity [Fig. 12(b)]. This behavior cannot be explained by the evolving injection
pressure level, or the evolving packing fraction outside the cavity, or the volume of fluid
injected alone. Indeed, the transition to fracturing for different wetting conditions occurs at
different injection pressures, packing fractions and injected volumes [161].

To rationalize this behavior, Meng et al. [161] hypothesized that the emergence of frac-
turing is akin to a phase transition from liquid-like to solid-like behavior, and, thus, that
it can be understood as a jamming transition. The classic metrics that characterize the
jamming transition in dry granular media [164, 165], such as the mean particle stress P
rising from a near-zero background as a function of the evolving mean packing fraction ¢,
can be used to determine the critical packing fraction ¢. at which the jamming transition
occurs [Fig. 12(a), inset]. This transition point from the jamming analysis agrees with the
simulation results, which show that granular-pack deformation after jamming occurs almost
exclusively by fracturing [Fig. 12(b)].

The coupled multiphase flow—mechanics grain-scale model was used to explore the rich
emerging behavior as a function of two parameters, the contact angle 6 varying from 140°
(drainage) to 46° (imbibition), and the initial packing density ¢, varying from 0.68 (loose
pack) to 0.84 (dense pack). Figure 13 depicts the distinct morphological regimes that arise
from injection as a visual phase diagram for different values of € and ¢q. The patterns are
categorized into four different regimes: (I) cavity expansion and fracturing, (II) frictional
fingers, (III) capillary invasion, and (IV) capillary compaction. The system’s response,
and the transitions among the different regimes, can be synthesized in the form of a phase
diagram of jamming in wet granular media [161], which extends its classic counterpart for

dry granular systems [166].

OUTLOOK

Although much progress has been achieved in accounting for wettability effects with
dynamic pore-network models in rigid porous media, many challenges still remain. The

state-of-the-art dynamic pore network models are limited to system wettabilities between
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FIG. 12. Jamming transition analysis for the same injection rate and initial packing fraction
(po = 0.77), and four different wetting conditions ranging from weak imbibition to drainage:
0 = 75°,90°,120°,140°. (a) Mean particle stress P as a function of packing density ¢ in the
compacting granular layer. Inset: determination of the critical packing fraction at jamming, ¢,
for § = 75°; (b) Interface morphology at the jamming transition identified from (a) (black line),
compared with that at breakthrough—when the invading fluid first reaches the outer boundary (red
line). The comparison confirms that the jamming transition determines the onset of fracturing, and
that this transition occurs earlier in imbibition (f = 75°) than in drainage (6 = 140°). Adapted

from Meng et al. [161].

strong drainage and weak imbibition [73, 95]. With this knowledge, however, it should be
possible to update Lenormand’s Ca—M diagram for drainage [57] [Fig. 3(d)], and account
for wettability with contact angle 6 as a third axis [94]. From a modeling standpoint, the
strong imbibition regime in porous media has, so far, only been explored with a quasi-static

model [72], and it would be interesting to extend this to a dynamic description.

Existing dynamic pore-network models that are able to account for wettability [73, 92]
do so for the paradigmatic case of cylindrical obstacles confined between two plates of Hele-

Shaw cells [83, 84, 91]. As the next step, one could extend these models to a monolayer
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configuration, similar to the one used in many experiments [39, 52, 53, 60, 110, 167]. Even-
tually, the quasi-static models that account for wettability [72, 83, 84] should be extended
to three-dimensional bead packs, and augmented to incorporate dynamic effects [73]. These
efforts would yield important insights into the grain-scale mechanisms at play [161] in actual

3D systems.

From an experimental standpoint, the strong imbibition regime has been studied only
under a very limited set of conditions [91, 168], and much of the Ca—M parameter space
in this regime is yet to be systematically explored. In particular, it would be interesting to
study the statistics of invasion avalanches in the coating of posts at low Ca, and characterize
the universality class of this fluid-fluid displacement regime. Another important question
pertaining to fluid—fluid displacement in rigid porous media is the post-breakthrough be-

havior, that is, the evolution of fluid occupancy after the invading fluid has reached the
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outlet—a process of direct relevance to hydrocarbon recovery and non-aqueous phase liquid
(NAPL) remediation, but which has only recently started to be investigated [e.g., 168].

A frontier in the experimental investigation of the interplay between fluid and solid me-
chanics of granular media is the ability to directly characterize the evolution of stresses.
While following the deformation of the granular pack with particle tracking or digital image
correlation [157, 160] may allow inferring the stress field at the particle scale [169-171], no
experimental system has so far permitted direct visualization of the interparticle forces in
granular packs subject to fluid injection and pore pressure variations. To experimentally
visualize stresses in coupled granular—fluid systems, photoelasticity is a promising technique.
Photoelasticity has been used as an experimental technique to quantify the internal stresses
within solid bodies for decades [172], and it provides a wealth of microscopic observables in
assemblies of cylindrical disks, including contact forces [173, 174], length and orientation of
force chains [175], particle coordination number [176] and stick-slip behavior [177], that are
vital for gaining a deeper understanding of the macroscopic behavior of granular systems.
It would be enormously useful to extend this technique to poromechanical granular systems
that, contrary to assemblies of cylindrical disks, have a connected pore space through which
fluid can flow and fluid-fluid interfaces can move.

Finally, the frictional response of pore—granular media plays a central role in geohaz-
ards like landslides [178, 179] and earthquakes [180, 181]. There is a need for continuing
to advance our fundamental understanding of the frictional behavior of granular material
[182] under fluid pressurization [183-188] and in the presence of multiphase fluids, and
to develop improved constitutive models [189, 190] that honor the microscale physics and
capture the seismic-aseismic transitions in friction. This knowledge would elicit intriguing
questions for prediction of geohazards, including whether it is possible to find precursors—
such as microtremors—to the onset of catastrophic failure in landslides [179] and, conversely,
precursors—such as creep aseismic deformation—to the onset of seismic, runaway-slip failure

in earthquakes [187, 191].
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