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ABSTRACT
Core formation and runaway core collapse in models with self-interacting dark matter
(SIDM) significantly alter the central density profiles of collapsed halos. Using a for-
ward modeling inference framework with simulated datasets, we demonstrate that flux
ratios in quadruple image strong gravitational lenses can detect the unique structural
properties of SIDM halos, and statistically constrain the amplitude and velocity de-
pendence of the interaction cross section in halos with masses between 106− 1010M�.
Measurements on these scales probe self-interactions at velocities below 30 km s−1, a
relatively unexplored regime of parameter space, complimenting constraints at higher
velocities from galaxies and clusters. We cast constraints on the amplitude and velocity
dependence of the interaction cross section in terms of σ20, the cross section ampli-
tude at 20 km s−1. With 50 lenses, a sample size available in the near future, and
flux ratios measured from spatially compact mid-IR emission around the background
quasar, we forecast σ20 < 11 − 23 cm2g−1 at 95% CI, depending on the amplitude of
the subhalo mass function, and assuming cold dark matter (CDM). Alternatively, if
σ20 = 19.2 cm2g−1 we can rule out CDM with a likelihood ratio of 20:1, assuming an
amplitude of the subhalo mass function that results from doubly-efficient tidal disrup-
tion in the Milky Way relative to massive elliptical galaxies. These results demonstrate
that strong lensing of compact, unresolved sources can constrain SIDM structure on
sub-galactic scales across cosmological distances, and the evolution of SIDM density
profiles over several Gyr of cosmic time.

Key words: [gravitational lensing: strong - cosmology: dark matter - galaxies: struc-
ture - methods: statistical]

1 INTRODUCTION

Self-interacting dark matter (SIDM) refers to a class of theo-
ries in which dark matter particles can exchange momentum
and energy through an interaction weak enough to leave the
large scale structure of the Universe unchanged relative to
cold dark matter (CDM), but strong enough to alter the
internal structure of collapsed halos. Inside halos, the high
density of dark matter particles facilitates self-interactions

? gilman@astro.utoronto.ca

that efficiently conduct heat from the halo’s outskirts into
the center, supporting the formation of a constant density
core (Spergel & Steinhardt 2000; Burkert 2000; Rocha et al.
2013; Zavala et al. 2013; Nishikawa et al. 2020; Nadler et al.
2020; Sameie et al. 2021). Over time, the heat reservoir
supplied by the outer halo diminishes and the halo experi-
ences ‘gravothermal catastrophe’, or runaway collapse onto
itself (Lynden-Bell & Wood 1968; Balberg et al. 2002). Core
formation and collapse result in a rich diversity of struc-
ture formation outcomes across many decades in halo mass
(Dooley et al. 2016; Robles et al. 2017; Sameie et al. 2018;
Tulin & Yu 2018; Kahlhoefer et al. 2019; Zavala et al. 2019;
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2 Gilman et al.

Nishikawa et al. 2020; Turner et al. 2020; Yang & Yu 2021).
In turn, structure formation measurements over a broad
range of halo mass scales constrain the interaction cross sec-
tion (Kaplinghat et al. 2016).

The form of the interaction cross section can take on
a variety of functional forms depending on the the type of
interaction and the masses of the interacting species (e.g.
Tulin et al. 2013a; Colquhoun et al. 2020). To use a con-
crete example, a weak, long range interaction scales as v−4

at high speeds, strongly suppressing the efficiency of self-
interactions at relative velocities of ∼ 1000 km s−1 inside
galaxy clusters and thus evading stringent constraints on the
amplitude of the cross section on these scales (Sand et al.
2008; Peter et al. 2013; Newman et al. 2015; Harvey et al.
2015; Kim et al. 2017; Banerjee et al. 2020; Sagunski et al.
2021). On the other hand, particles inside dwarf galaxies
move at typical speeds of v ∼ 50 km s−1, and the larger
cross section on these velocity scales drives the formation of
central density cores that may eventually collapse. The al-
terations to the internal structure of dark matter halos with
SIDM potentially alleviates tension (Boylan-Kolchin et al.
2011; Bullock & Boylan-Kolchin 2017) between the predic-
tions of CDM on small scales and the inferred properties
of dwarf galaxies (Valli & Yu 2018; Kaplinghat et al. 2019;
Kahlhoefer et al. 2019).

The possibility that SIDM could resolve the small-
scale challenges to the CDM paradigm motivates analyses
of SIDM on sub-galactic structure. A popular strategy for
testing the viability of SIDM models involves comparing the
density profiles of dwarf galaxies inferred from their stellar
dynamics with simulations of structure formation (Rocha
et al. 2013; Zavala et al. 2013; Elbert et al. 2015; Ren et al.
2019; Correa 2021). While this approach can in principle
differentiate between SIDM and CDM, its limitations stem
from reliance on baryonic matter as a tracer for unobservable
dark matter. First, the requirement that luminous matter
be detectable in the halo effectively translates to a mini-
mum halo mass, and hence a minimum velocity scale, where
stellar dynamics can probe the SIDM cross section. Second,
baryonic processes couple to the density profile of the dark
matter by changing the gravitational potential of a halo (e.g.
Pontzen & Governato 2012; Kaplinghat et al. 2014; Fry et al.
2015; Creasey et al. 2017; Sameie et al. 2018; Fitts et al.
2019; Read et al. 2018; Despali et al. 2019; Kaplinghat et al.
2020). Thus, the luminous matter required to infer the un-
derlying dark matter density profile can itself alter the dark
matter density profile, a complication that obscures the im-
pact of dark matter physics on the observable features of
dwarf galaxies.

Over the past two decades, strong gravitational lensing
by galaxies emerged as a powerful tool to constrain dark
matter physics on sub-galactic scales, below 1010M� (Dalal
& Kochanek 2002; Vegetti et al. 2014; Nierenberg et al. 2014;
Hezaveh et al. 2016; Nierenberg et al. 2017; Birrer et al. 2017;
Hsueh et al. 2020; Gilman et al. 2020a,b). Strong lensing
circumvents the use of luminous matter as a tracer for dark
matter density profiles, and provides perhaps the only means
of probing structure in completely dark halos devoid of stars
across cosmological distance. While strong lensing has pre-
viously constrained halo density profiles and self-interacting
dark matter on cluster scales (Meneghetti et al. 2001; Sand
et al. 2008; Newman et al. 2015; Andrade et al. 2020; Vega-

Ferrero et al. 2021; Yang & Yu 2021), no framework exists
to put galaxy-scale strong lensing observables in touch with
the predictions of SIDM.

Recently, Minor et al. (2020a) reported that the dark
subhalo detected in the lensed arc of the strong lens system
SDSSJ0946+1006 (Vegetti et al. 2010) has a central den-
sity at least an order of magnitude greater than predicted
by CDM. Minor et al. (2020a) speculated that a core col-
lapsed subhalo could possess a central density high enough
to explain this observation. A confirmed detection of a single
core collapsed halo would imply the existence of an entire
population of similar objects. As strong gravitational lensing
directly constrains halo concentrations (Gilman et al. 2020b;
Minor et al. 2020b) and hence the internal structure of ha-
los, the unique structural features predicted in SIDM models
may produce a statistically detectable signal in the flux ra-
tios of quadruply imaged quasars (quads). Flux ratios from
quads probe halo mass scales down to 106M�, depending
on the size of the lensed background source, corresponding
to constraints on the cross section on velocity scales below
30 km s−1. Quads can therefore probe the cross section at
lower velocities than galaxy clusters or Local Group dwarf
galaxies through a population-level analysis of dark matter
substructure over several decades in halo mass.

In this work, we use the inference framework developed
and tested by Gilman et al. (2018, 2019) to build phys-
ical intuition for how flux ratios can constrain models of
SIDM, and to forecast constraints from gravitational lens-
ing on self-interacting dark matter. We construct a physical
model linking the self-interaction cross section to structure
formation in halos with masses between 106 − 1010M�, ac-
counting for both core formation and core collapse, and use
the model together with the inference pipeline to simulta-
neously constrain the velocity dependence and amplitude of
the cross section. We assume a functional form for the in-
teraction cross section with a velocity dependence that falls
as v4 at high velocities in order to remain consistent with
constraints on the amplitude at cluster scales, while permit-
ting scattering in low-mass halos efficient enough to change
their density profiles.

This paper is organized as follows: Section 2 describes
the analytic model for the cross section we use to predict
halo density profiles, and how we compute cored and core
collapsed density profiles for a given cross section. Section
3 discusses the impact of SIDM density profiles on lensing
observables, including their deflection angles and magnifi-
cation cross section. In Section 4, we detail the setup and
assumptions built into simulations that we use to forecast
constraints on the SIDM cross section using a sample of
strong lenses. We present the results of these simulations in
Section 5, and give concluding remarks in Section 6.

We assume values for cosmological parameters for flat
ΛCDM measured by WMAP9 (Hinshaw et al. 2013). We
perform lensing computations using the open source grav-
itational lensing software lenstronomy1 (Birrer & Amara
2018), and generate subhalo and line of sight halo popu-
lations for lensing with the open source software pyHalo2.

1 https://github.com/sibirrer/lenstronomy
2 https://github.com/dangilman/pyHalo
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Figure 1. The interaction cross section of Equation 1 for three
different parameter combinations as a function of relative veloc-

ity (lower x-axis), and a corresponding mass scale defined as the

halo mass with a central velocity dispersion equal to v inside the
scale radius (upper x-axis). The black horizontal lines indicate

the scales where substructure lensing (this work), galaxies, and

galaxy clusters, can constrain the cross section. The form of the
interaction cross section allows for extremely efficient scattering

at low velocities while evading constraints on the cross section at

higher velocity scales from galaxies and galaxy clusters.

We use the halo mass definition of M200 with respect to the
critical density of the Universe at the halo redshift.

2 THE DENSITY PROFILES OF
SELF-INTERACTING DARK MATTER
HALOS

In this section we describe how we compute the halo density
profiles with a velocity-dependent interaction cross section.
We begin in Section 2.1 by describing the form of the self-
interaction cross section we use in our simulations. Sections
2.2 and 2.3 describe how we implement cored and core col-
lapsed halo density profiles, respectively, as a function of the
parameters describing the interaction cross section.

2.1 The interaction cross section

The differential scattering cross section dσ
dΩ

can be computed
for any interaction potential by solving the Schrödinger
equation and using partial wave analysis (Tulin et al. 2013a;
Colquhoun et al. 2020). In practice, analyses often invoke
a proxy for dσ

dΩ
, labeled σ. Common choices for σ include

the momentum transfer cross section, or alternatively, the
viscosity cross section, quantities that differ through the in-
tegration over the angular dependence of dσ

dΩ
. We assume a
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Figure 2. An illustration of the possible halo density profiles
in CDM and SIDM. The gray curve shows the NFW profile of a

5×107M� halo. The red curve shows the exact solution to Equa-

tion 2 for a cored SIDM halo (red) with cross section parameter-
ized by Equation 1 with σ0 = 30 cm2g−1 and v0 = 30 km s−1,

resulting in a core radius β ≡ rc
rs

= 0.37. We indicate the radius

r1 as a vertical red dotted line. The black dashed curve shows
our analytic approximation to the exact cored solution, which we

parameterize as a cored, truncated NFW profile (Equation 7).

Finally, the dashed black curve shows the core collapsed density
profile the CDM halo would obtain if it undergoes core collapse

using the model described in Section 2.3.

fairly generic form for σ parameterized as

σ (σ0, v0, v) = σ0

(
1 +

v2

v2
0

)−2

, (1)

which could be interpreted as either the momentum or vis-
cosity cross section. In Equation 1, v is the relative velocity
between particles, and v0 and σ0 determine the shape and
amplitude of the cross section as a function of relative veloc-
ity, respectively. This functional form has similar properties
to the model considered by Ibe & Yu (2010) and Nadler
et al. (2020), and corresponds to a weak, long range inter-
action with a velocity dependence that approaches the clas-
sical result σ (v) ∝ v−4 at high v. The velocity dependence
allows the model to evade stringent constraints on the cross
section from galaxy clusters at v ∼ 1000km s−1 (Peter et al.
2013; Newman et al. 2015; Robertson et al. 2019; Harvey
et al. 2015; Kim et al. 2017; Andrade et al. 2020; Banerjee
et al. 2020; Sagunski et al. 2021), while allowing for efficient
scattering O (10) cm2 g−1 at the scale of dwarf galaxies.
Throughout the rest of the text, for brevity we will drop the
σ0 and v0 dependence in the cross section and simply write
σ (v).

Using the terminology of Kaplinghat et al. (2016), dark
matter halos with different masses act as particle colliders
with different beam energies, probing the cross section at
different velocities. We illustrate this concept in Figure 1.
The colored curves show the cross section in Equation 1 for

© 0000 RAS, MNRAS 000, 1–??
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Figure 3. The core size in units of the scale radius as a function

of halo mass. The three colors show the core size predicted by the
model for core formation described in Section 2.2 for the same

cross sections shown in Figure 1. The width of each band comes
from the scatter in the mass-concentration relation. The velocity

dependence of the cross section v0 alters the slope of the β−M200

relation, while the normalization σ0 rescales the core size at all
halo masses.

three different combinations of σ0 and v0 as a function of
the relative velocity (lower x-axis). The upper x-axis shows a
corresponding halo mass scale, which we define as the NFW
halo mass with a central velocity dispersion equal to v. As
Figure 1 illustrates, an interaction cross section that satisfies
constraints σ < 10−3cm2 g−1 at cluster scales could easily
reach 10 cm2g−1 on the mass scales probed by substructure
lensing. A cross section with this amplitude should produce
distinct structural features in the halos that perturb strongly
lensed images. Specifically, self-interactions should produce
either constant density cores, or steep central cusps in core
collapsed halos.

2.2 Cored SIDM halos

To compute the cored density profiles of SIDM halos we fol-
low a simple Jeans modeling approach first introduced by
Kaplinghat et al. (2016). This framework, although subject
to a few internal inconsistencies (e.g. Sokolenko et al. 2018),
accurately reproduces the properties of SIDM halos in simu-
lations (Robertson et al. 2021). The relative lack of baryons
inside dark matter halos on the scales relevant for strong
lensing

(
106 − 1010M�

)
somewhat simplifies the modeling,

as we can safely neglect the baryonic mass component of the
halos when solving for the density profile. We do, however,
account for tidal forces from the baryonic matter of a central
galaxy when considering core collapsed halos in Section 2.3.

The radial Jeans equation for the density profile ρiso (r)
of a fully thermalized SIDM halo with constant velocity dis-
persion vrms is v2

rms∇ρiso = −ρiso∇Φ. Combining this with
the Poisson equation results in a differential equation for ρiso

v2
rms∇2 ln ρiso = −4πGρiso, (2)

which we may solve with boundary conditions ρ ′iso (0) = 0
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Figure 4. The structural evolution timescale t0 for SIDM halos
as a function of halo mass computed with Equation 9. The three

curves show t0 for the same cross section models shown in Figures

1 and 3. The velocity dependence of the cross section determines
the halo mass where t0 reaches a minimum, and therefore at what

halo mass the probability of core collapse reaches a maximum.
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Figure 5. The fraction of core collapsed subhalos as a function
of the main deflector redshift. Solid curves show the fraction of
collapsed halos in the mass range 106 − 108M�, while dashed

curves show the fraction of collapsed subhalos in the mass range
108 − 1010M�. The colors correspond to the same cross section

models depicted in Figures 1, 3, and 4.
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probing SIDM with strong lensing 5

and ρiso (0) = ρ0. This model has two unknowns: the central
velocity dispersion vrms, and the central core density ρ0.

To make progress, we divide the halo into two regions
demarcated by a characteristic radius r1. Inside r1 dark
matter particles scatter more frequently than once per the
halo age thalo, while outside of this radius self-interactions
do not efficiently transfer momentum between particles and
the profile resembles that of a collisionless cold dark mat-
ter Navarro-Frenk-White (NFW) (Navarro et al. 1996) halo
with density ρNFW (r). The r1 radius satisfies

ρNFW (r1) 〈σv〉 × thalo (z) = 1, (3)

where 〈σv〉 determines the scattering rate computed by in-
tegrating the cross section weighted by the relative velocity
v over a Maxwell-Boltzmann distribution (Shen et al. 2021)

〈σv〉 =
1

2
√
πv3

rms

∫ ∞
0

σ (v) v × v2 exp

(
−v2

4v2
rms

)
dv. (4)

We determine the halo age thalo as a function of redshift by
assuming the objects collapse at z = 10, a typical forma-
tion epoch for the halos in the mass range we consider, and
compute the elapsed time until redshift z. The difference in
median collapse times between halos in the mass range we
consider is much less than the age of the Universe, so ac-
counting for a more precise collapse time would introduce
only a weak mass dependence in the model. We note that
Robertson et al. (2021) used the NFW profile velocity dis-
persion in place of vrms in Equation 4, while we follow the
original paper by Kaplinghat et al. (2016) and use vrms. In
practice, this choice results in only percent-level differences
in the resulting core size.

In addition to Equation 3, we impose two additional
conditions that allow us to simultaneously solve for the un-
knowns ρ0, r1, and vrms. First, a solution to Equation 2 must
have the same enclosed mass within r1 as the NFW profile
would have had in the absence of interactions. Second, the
density profile that satisfies Equation 2 must match the am-
plitude of the NFW profile at r1

Miso (r < r1) = MNFW (r < r1) (5)

ρiso (r1) = ρNFW (r1) . (6)

To solve these equations for a given cross section, halo mass,
and redshift, we use a grid-based search method that iter-
atively moves through two dimensional parameter space of
log10 (ρ0) and vrms until we match the boundary conditions
at r1 to 1% precision3.

Figure 2 shows one solution to Equations 2 and 3 that
satisfies the boundary conditions in Equations 5 and 6, as-
suming a cross section specified by σ0 = 20 cm2 g−1 and
v0 = 30 km s−1. The red curve shows the isothermal profile
obtained from numerically solving Equation 7 out to r = r1,
and the gray curve shows the original NFW profile. We in-
terpolate between the two profiles with a cored, truncated

3 As pointed out by Kaplinghat et al. (2016) and Robertson et al.
(2021), this approach admits two solutions for the central density
and velocity dispersion. We keep the solution with lower central
density, reproducing the cored density profiles of halos in simula-

tions.

NFW profile parameterized as

ρ (x, β, τ) =
ρs

(xa + βa)
1
a (1 + x)2

τ2

τ2 + x2
, (7)

with x = r
rs

, truncation τ = rt
rs

, and core radius β = rc
rs

. The
parameter a = 10 serves to reproduce the rapid transition
from a constant central density core to the NFW profile near
r1. Given the central core density ρ0, setting ρ (0, β, τ) = ρ0

gives

rc
rs

=
ρs
ρ0

(8)

from which we obtain the core radius rc in terms of ρ0 for an
NFW halo with parameters rs and ρs. We determine rs and
ρs for a halo with a mass definition of 200 times the critical
density at the halo redshift using the mass-concentration
relation presented by Diemer & Joyce (2019) with a scatter
of 0.2 dex (Wang et al. 2020) to determine the shape of the
SIDM halo density profile beyond r1.

Figure 3 shows β for the three cross section models
shown in Figure 1. The amplitude of the cross section in-
creases β on all mass scales, while the velocity dependence
determines the slope of the rc

rs
relation as a function of halo

mass. For v < v0, cross sections can reach amplitudes signif-
icantly larger than 10 cm2g−1 resulting in core sizes of order
half the scale radius. Very efficient scattering, generally for
cross sections > 10 cm2 g−1, facilitates efficient heat trans-
fer throughout the density profile that rushes SIDM halos
towards their ultimate fate.

2.3 Core-collapsed SIDM halos

Runaway core collapse abruptly terminates the gradual
buildup of an SIDM halo’s central core after heat transfer
from the halo’s outskirts can no longer support its growth.
Many factors can impact the temporal evolution of SIDM
halos, in particular the concentration of the halo and the
degree to which it experiences tidal disruption by a central
potential (Sameie et al. 2018; Nishikawa et al. 2020; Correa
2021). Dissipative self-interactions can also accelerate the
onset of core collapse relative to non-dissipative interactions
(Essig et al. 2019; Shen et al. 2021).

We base our model for core collapse on the results pre-
sented by Nishikawa et al. (2020), who tracked the structural
evolution of a 1010M� halo with and without tidal trun-
cation in terms of a characteristic timescale for structural
evolution t−1

0 = 4√
π
σ0vsρs with vs =

√
4πGρsr2

s . Longer
timescales correspond to slower structural evolution, and
hence the time it takes for a halo to experience collapse
varies proportionally with t0. To apply the results presented
by Nishikawa et al. (2020) to substructure lensing, we need
a form for t0 that accounts for the velocity dependence of
the interaction cross section. To this end, we note that the
timescale used by Nishikawa et al. (2020) is the same as
the relaxation time t−1

r = 〈σv〉ρs up to a constant factor of
∼ 1

3
(Balberg et al. 2002), where the factor of 3 comes from

the definition of vs used by Nishikawa et al. (2020) in terms
of ρs and rs instead of the velocity dispersion vrms. For a
velocity independent cross section, computing the thermal
average gives 〈σ (v) v〉 = 4√

π
σ0vrms ∼ 4

3
√
π
σ0vs, so we can

reasonably generalize the timescale used by Nishikawa et al.

© 0000 RAS, MNRAS 000, 1–??
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Figure 6. The deflection angles corresponding to the NFW,
cored NFW, and core collapsed halo density profiles shown in

Figure 2. The dashed black curve illustrates how a core with β =

0.36 suppresses the deflection at small radii relative to the NFW
profile (solid black). The dotted curve shows the deflection angle

corresponding to the power law density profile (Equation 11) the

halo would obtain if it underwent core collapse in our model.

(2020) with the expression

t0 =
1

3ρs〈σv〉
. (9)

Colquhoun et al. (2020) argue that more relevant thermal
averages for structure formation in SIDM models have the
form 〈σ (v) vn〉 with n = 2 and n = 3 corresponding to the
rate of momentum and energy transfer, respectively. How-
ever, at the time of writing we have not found a study that
examined core collapse over a wide range in halo masses us-
ing the momentum or energy exchange averages instead of
the relaxation time, so we do the computation in terms of
t−1
r ∝ 〈σ (v) v〉.

Figure 4 shows the collapse timescale t0 computed with
Equation 9 as a function of halo mass for the three cross sec-
tions shown in Figure 1, using the same color scheme. The
timescale has a strong dependence on the velocity depen-
dence v0. Halos of mass 107M� have an evolution timescale
roughly a factor of ten shorter than the evolution timescale
in halos with mass 1010M�. In such a model, the completely
dark halos probed by substructure lensing would make up
the overwhelming majority of core collapsed objects.

Nishikawa et al. (2020) find that an initial NFW halo
that does not experience tidal forces during its lifetime col-
lapses after O (100) t0. In agreement with other analyses
(e.g. Sameie et al. 2020), Nishikawa et al. (2020) show that
a tidally truncated halo core collapses more quickly, after
only O (10) t0. In the context of strong lensing, we asso-
ciate the tidally stripped halo considered by Nishikawa et al.
(2020) with a subhalo of the main deflector’s host dark mat-
ter halo, while the halo that experienced no tidal stripping

corresponds to a halo in the field, or in lensing terminology,
a ‘line of sight halo’. Motivated by the results presented
by Nishikawa et al. (2020), we therefore assign a core col-
lapse timescale to subhalos of tsub = 10t0 and field halos
tfield = 100t0. After computing t0 for each halo in the lens
system, we assign a probability of core collapse

pcollapse =


0 thalo 6 1

2
t′

thalo−t′
t′ thalo 6 2t′

1 thalo > 2t′,

(10)

where t′ is either tsub or tfield, and thalo is the elapsed time
since the halo collapsed, the same quantity that appears
in Equation 3. The collapse time window around the char-
acteristic value of t0 accounts for different merger or tidal
stripping histories that may accelerate or decelerate core
collapse for individual halos. In principle, both tsub and the
distribution of collapse times around tsub should depend on
the structural properties of subhalos and the tidal fields in
which they orbit, and future work could investigate these
possibilities in more detail.

Figure 5 shows the fraction of core-collapsed subhalos
as a function of the lens redshift predicted by our model for
the same cross sections shown in Figure 1. The solid curves
show the fraction of collapsed subhalos with mass between
106 − 108M�, and the dashed curves show the fraction of
collapsed subhalos with mass between 108 − 1010M�; the
color scheme is the same as in Figure 1. The fraction of col-
lapsed subhalos at all masses decreases with the lens redshift
because the halo age decreases as the lens redshift increases,
and by Equation 10 will have a lower probability of expe-
riencing core collapse. Figure 5 suggests that a sample of
strong lenses with deflectors at different redshifts could pro-
vide a unique window on the temporal evolution of SIDM
density profiles, an aspect of the structure formation model
that would clearly distinguish SIDM from CDM, and that
strong lensing could, in principle, detect. We do not include
field halos in Figure 5 because the model presented in this
section predicts that < 5% of them collapse within a Hubble
time.

The velocity dependence of the cross section determines
the fraction of collapsed halos as a function of halo mass. The
model shown in yellow predicts a larger fraction of collapsed
subhalos in the mass range 108− 1010M� than in the range
106 − 108M�, comparing the dashed yellow curve to the
solid yellow curve, because t0 reaches a minimum around
109M�. This distinguishes the cross section represented in
yellow from the models shown in black and red, which have
more efficient scattering in low mass halos, and therefore
predict a higher fraction of collapsed objects in the mass
range 106 − 108M� than in the range 108 − 1010M�.

In order to compute the lensing properties of core col-
lapsed halos, we require a model for their density profile.
Core collapsed halos have central density cusps significantly
steeper than the r−1 cusps of NFW profiles (Balberg et al.
2002; Sameie et al. 2020; Zavala et al. 2019; Nishikawa et al.
2020; Turner et al. 2020). With this in mind, we model these
objects using a cored power-law profile

ρ (r) = ρc

(
1 +

r2

b2

)− γ
2

. (11)

with a logarithmic profile slope γ approximately equal to −3
(Turner et al. 2020). We include a small core radius b to keep
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(no core
collapse)
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collapse)
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Figure 7. The effective multi-plane convergence in substructure κsub, or a two dimensional representation of a lensed three dimensional

mass distribution, that includes subhalos and line of sight halos. The color scale corresponds to the density in substructure relative
to the average dark matter density of the Universe. Non-linear coupling between line of sight halos and the main deflector, which we

parameterize as a power-law ellipsoid, manifest as projected mass arcs. Critical curves are shown as solid black lines in each panel. We

place the main deflector at z = 0.5, and the source at z = 1.5. Left: A realization of CDM subhalos and line of sight halos. Center: The
same population of CDM halos as they would appear with self-interacting dark matter core formation, but no core collapse. The cross

section model used in the figure has σ0 = 35 cm2g−1 and v0 = 30 km s−1. Right: The same population of SIDM halos shown in the

central panel, but now allowing some fraction of subhalos and field halos to core collapse using the model presented in Section 2.3. Core
collapsed halos imprint clearly visible distortions in the critical curves, and occasionally produce their own critical curves and caustics.
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Figure 8. The magnification cross sections computed by ray-

tracing using the deflection angles displayed in Figure 6. The y-
axis shows the change in image magnification as a function of the
angular separation of the center of the halo from a lensed image.

The solid black, dashed, and dotted curves correspond to the
NFW, cored NFW, and core collapsed NFW profiles, respectively.

We assume a source size of 35 pc, comparable to the size of the

nuclear narrow-line region of a quasar.

the total mass inside rs finite, and normalize the density pro-
file such that the mass of the core collapsed halo inside the
radius of maximum circular velocity 2.16rs matches the mass
interior to 2.16rs the NFW profile would have had without
self-interactions, a choice that results in halo density profiles
that resemble core collapsed objects in simulations. The dot-
ted line in Figure 2 shows the density profile corresponding
to Equation 11 that results from this procedure.

3 STRONG LENSING SIGNATURES OF SIDM
HALOS

In this section, we compute the gravitational lensing de-
flection angle and magnification cross section for the SIDM
density profiles described in Section 2, and compare them
with the lensing properties of CDM halos. We also discuss
the multi-plane lensing formalism used in the forward model
framework discussed in Section 4.

3.1 Deflection angles

Projecting the three dimensional mass distribution of the
halo onto the plane of the lens and then computing the pro-
jected mass in two dimensions gives the lensing deflection
angle α for a spherical mass distribution

α (r) ∝ 1

r

∫ r

0

r2Ddr2D

∫ ∞
−∞

ρ(
√
r2
2D + z2)dz. (12)
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8 Gilman et al.

Most spherical power law mass profiles admit analytic so-
lutions for α, but we could not find a closed form solution
to the integrals for the cored density profile in Equation
7. To perform lensing computations with the cored profile,
we integrate Equation 12 numerically for values of β and τ
between (0.01, 1) and (1, 35), respectively, up to a constant
numerical factor. We then interpolate the solutions to ob-
tain the shape of the deflection angle curve as a function
of r

rs
, and normalize such that the deflection angle of the

cored profile at 30rs equals that of a truncated NFW profile
(Baltz et al. 2009) when β = 0.01.

In Figure 6, we plot the deflection angle produced by a
5×107M� halo at z = 0.5, using the same line styles to iden-
tify the profiles as in Figure 2. The presence of a core sup-
presses the deflection angle at small radii, while the deflec-
tion angle produced by the core-collapsed object is roughly
an order of magnitude larger the the original NFW halo for
r < rs.

Real lens systems include many subhalos and line of
sight halos. To compute observables in this scenario we use
the multi-plane lens equation (Blandford & Narayan 1986)

θK (θ) = θ − 1

Ds

K−1∑
k=1

Dksαk (Dkθk) (13)

≡ θ −αeff (θ)

where θK is the angular coordinate of a light ray on the
Kth lens plane, θ is a coordinate on the sky, Dk is the
angular diameter distance to the kth lens plane, Dks is the
angular diameter distance from the kth lens plane to the
source plane, and αk is the deflection field at the kth lens
plane. We have also defined the effective deflection angle
αeff ≡ 1

Ds

∑
Dksαk (Dkθk).

Figure 7 shows the effective multi-plane convergence,
a two dimensional representation of a lensed three dimen-
sional mass distribution, for a single realization of subhalos
and line of sight halos. We define the effective multi-plane
convergence from substructure as κsub ≡ 1

2
∇·αeff −κmacro,

where κmacro is the convergence from a main lens profile that
we have parameterized as a power-law ellipsoid. The left
panel shows a population of CDM halos modeled as NFW
profiles. The central panel shows how the same population of
halos would appear if dark matter had an interaction cross
section given by Equation 1 with σ0 = 35 cm2 g−1 and
v0 = 30 km s−1; core collapse is ‘turned off’ in the central
panel, effectively setting t0 =∞ for every halo. The far right
panel shows the same realization as the central panel, but
now allowing a fraction of halos to core collapse through
the modeling approach described in Section 2.3. The pro-
nounced distortions in the critical curve (shown in black)
clearly distinguish core collapsed objects from cored and
cuspy NFW profiles. Some core collapsed subhalos even have
critical curves completely detached from the main deflector’s
caustic network, indicating that they have super-critical cen-
tral densities and can produce multiple images.

3.2 Magnification cross section

Investigations of substructure in multiply imaged quasar
strong lens systems rely on the magnification ratios4 (or
flux ratios) between images to reveal the presence of other-
wise invisible dark matter structure (Mao & Schneider 1998;
Metcalf & Madau 2001; Dalal & Kochanek 2002; Nierenberg
et al. 2014, 2017; Hsueh et al. 2020; Gilman et al. 2020a,b).
The utility of these data stems from their dependence on
the second derivatives of the projected gravitational poten-
tial, resulting in an extremely sensitive localized probe of
substructure.

Figure 8 shows the the magnification cross section for
a subhalo with mass 5 × 107M� modeled as an NFW pro-
file (solid), a cored NFW profile (dashed), and the profile
the subhalo would have after collapse using the model pre-
sented in Section 2.3. A core radius of 0.36rs reduces the
peak magnification perturbation by ∼ 20% relative to an
NFW profile while leaving the magnification cross section
beyond 0.05 arcseconds unchanged. The core collapsed halo
changes the peak magnification by over 300% when the halo
lies on top of an image in projection, but creates a weaker
perturbation than the NFW profile at larger projected dis-
tances.

The significant difference between the magnification
cross sections shown in Figure 8 demonstrates that image
flux ratios can, in principle, provide a means of probing the
internal structure of self-interacting dark matter halos. If
a core collapsed subhalo happens to align with a lensed
image, given the magnitude of the perturbation from the
core-collapsed halo relative to that of the NFW halo in Fig-
ure 8, we might expect to find some lenses with flux ratios
that CDM, let alone smooth lens models, cannot explain.
If no direct hit by a core collapsed subhalo occurs, a pop-
ulation of cored halos should produce less perturbation to
image magnifications relative to CDM, on average. To assess
quantitatively how a sample of quadruple image lenses can
disentangle these competing effects and constrain the cross
section, we use a forward modeling inference pipeline to an-
alyze mock lenses with full populations of SIDM structure
included in the lens model.

4 INFERENCE ON MOCK SIDM DATASETS:
SETUP, METHODOLOGY AND MODELING
ASSUMPTIONS

Using a hierarchical Bayesian inference pipeline developed
by Gilman et al. (2018, 2019), we perform a joint inference
on the parameters describing the SIDM cross section and
the form of the (sub)halo mass function. Performing the full
forward modeling inference on mock datasets enables quan-
titative forecasts for constraints on the cross section, reveals
covariance between different model parameters, and builds
physical intuition for how best to deploy lensing as a probe of
SIDM on sub-galactic scales. We begin in Section 4.1 with
a brief review of the forward modeling inference pipeline.
Section 4.2 describes the parameterizations assumed for the
halo mass function, the density profiles of SIDM halos, and

4 Magnification ratios factor out the unknown source brightness,

and only depend on the relative distortions between image pairs.
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probing SIDM with strong lensing 9

Table 1. Parameters sampled in the forward model, and quantities derived from them. N indicates a Gaussian prior, and U indicates a
uniform prior.

parameter description prior

σ0

[
cm2 g−1

]
asymptotic value of the interaction cross U (0.5, 50)

section at low velocity (Equation 1)

σ20

[
cm2 g−1

]
cross section amplitude at 20 km s−1 (derived quantity)

v0

[
km s−1

]
velocity scale of the SIDM cross section U (10, 50)

σ (v) ∝ v−4 for v > v0 (Equation 1)

b core size in units of rs of core collapsed halos U (0.01, 0.05)

(Equation 11)

γ logarithmic slope of core collapsed U (2.9, 3.1)

halo density profiles (Equation 11)

Σsub

[
kpc−2

]
subhalo mass function normalization (Equation 14)

tidal stripping efficiency 0.5× Milky Way N (0.050, 0.010)
tidal stripping efficiency 0.75× Milky Way N (0.032, 0.007)

α logarithmic slope of subhalo mass function U (−1.95,−1.85)

(Equation 14)

δlos rescales the line of sight halo mass function U (0.8, 1.2)

106 < m < 1010M� (Equation 16)

σsrc [pc] background source size

nuclear narrow-line emission U (25, 60)

mid-IR emission U (0.5, 5)

γmacro logarithmic slope of main deflector mass profile U (1.9, 2.2)

a4 controls boxyness/diskyness of main N (0, 0.01)

deflector mass profile

δxy [m.a.s.] image position measurement uncertainty N (0, 3)

δf image flux measurement uncertainties

mid-IR 2%

narrow-line 4%

other model ingredients such as the lens macromodel and
properties of the lensed background source.

4.1 Inference methodology

The method we use to infer the parameters describing the
SIDM cross section was developed and tested by Gilman
et al. (2018, 2019), and was used to constrain the free-
streaming length of dark matter (Gilman et al. 2020a), and
the concentration-mass relation of CDM halos (Gilman et al.
2020b). We forward model flux ratios for images at the ob-
served image coordinate by ray tracing (with Equation 13)
through full populations of subhalos and line of sight ha-
los, and estimate the likelihood function of the model pa-
rameters given the observed data with summary statistics
and an implementation of Approximate Bayesian Comput-
ing. We simultaneously sample hyper-parameters describ-
ing dark matter properties and nuisance parameters such as
the size of the background source and parameters that de-
scribe the main deflector’s mass profile, properly marginal-

izing over the many nuisance parameters in lensing. For the
simulations presented in this work, we processed approxi-
mately 500,000 realizations per lens. We refer to Gilman
et al. (2020a) for a detailed overview of the inference frame-
work.

4.2 Model Ingredients

Our simulations combine models of the subhalo and field
halo mass functions with the prescription for modeling
SIDM halo density profiles described in Section 2. In ad-
dition, we also require models for the main deflector mass
profile and the lensed background source in order to compute
lensing observables. In the following subsections, we describe
the models implemented for each of these components. Ta-
ble 1 lists the parameter names, gives a brief description of
them, and states the priors assumed in our simulations.
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10 Gilman et al.

4.2.1 The self-interaction cross section and halo density
profiles

We use the parameterization for the SIDM cross section
given in Equation 1 with a uniform prior on σ0 between
0.5 − 50 cm2g−1, and a uniform prior on v0 between 10 −
50 km s−1. This parameter space includes cross sections on
the scale of dwarf galaxies that range from 50 cm2g−1 when
v0 = 50 km s−1, to less than 0.1 cm2g−1 for v0 = 10 km s−1.
While the combination of σ0 and v0 that gives the smallest
cross section has a non-zero cross section and is therefore
inconsistent with CDM, the core sizes become much smaller
than rs and the fraction of core collapsed halos approaches
zero, resulting in halo populations indistinguishable from
CDM.

We compute the core radii for halos using the method
discussed in Section 2.2, and allow some fraction of subhalos
and field halos to core collapse using the approach outlined
in Section 2.3. We model cored halos using the cored NFW
profile in Equation 7, and core collapse halos using the cored
power law profile in Equation 11. We assume core collapsed
halos have logarithmic profile slopes γ close to −3, setting
a uniform prior on γ between −2.8 and −3.2 (Turner et al.
2020). We include a small core radius b in core collapsed ha-
los, using a uniform prior on b between 0.01−0.05rs. Current
simulations lack the resolution necessary to resolve the cen-
ters of core collapse objects, but the density profile must
eventually flatten in the center of the halo or the objects
with γ 6 −3 would have infinite mass interior to rs. We
treat both b and γ as population-level parameters, assigning
the same values to each halo in a particular realization.

4.2.2 The subhalo and field halo mass functions

We use the same parameterization for the subhalo mass
function as presented by Gilman et al. (2020a), modeled
as a power-law in infall mass m with logarithmic slope α,
defined in projection:

d2Nsub

dmdA
=

Σsub

m0

(
m

m0

)α
F (Mhalo, z) , (14)

where

log10 (F) = k1 log10

(
Mhalo

1013M�

)
+ k2 log10 (z + 0.5) (15)

is a scaling function that captures the evolution of the pro-
jected mass in substructure as a function of host halo mass
Mhost and redshift, with k1 = 0.88 and k2 = 1.7 (Gilman
et al. 2020a). For simplicity, throughout the simulations we
assume a halo mass Mhalo = 1013.3M�, the population mean
halo mass for strong lenses inferred by (Lagattuta et al.
2010).

We use two different priors on the amplitude of the sub-
halo mass function Σsub that bracket a plausible range of
subhalo abundance in the host dark matter halos of lensing
galaxies. We define these priors in terms of the differen-
tial tidal stripping efficiency between the Milky Way and
massive elliptical galaxies (Nadler et al. 2021a). First, we
consider Σsub = 0.05 ± 0.01 kpc−2, which corresponds to
the assumption that the Milky Way disrupts halos twice
as efficiently as the elliptical galaxies that typically act as
strong lenses. Second, we consider a prior Σsub = 0.032 ±

0.007 kpc−2, which assumes disruption in the Milky Way
is only 25% more efficient. Both of these priors are moti-
vated by, and consistent with, existing measurements of the
subhalo mass function from lensing (Gilman et al. 2020a)
and the Milky Way (Nadler et al. 2021a; Banik et al. 2021).
We use the semi-analytic modeling tool galacticus (Benson
2012) to connect the two regimes.

We model line of sight halos with

d2N

dmdV
= δlos

(
1 + ξ2halo (Mhalo, z)

)d2NST

dmdV
. (16)

where d2NST
dmdV

is the familiar Sheth-Tormen mass function.
We allow a 20% flexibility in the amplitude of the halo mass
function through δLOS with a uniform prior between 0.8 −
1.2 to account for possible systematics associated with the
assumed model for the halo mass function, and the effects of
baryons on small-scale structure formation (Benson 2020).
The two halo term ξ2halo accounts for correlated structure
around the host halo of the main deflector (Gilman et al.
2019; Lazar et al. 2021). Without the inclusion of ξ2halo,
correlated structure would be absorbed into the inference
on Σsub.

Some self-interacting dark matter models predict both
scattering between particles and a suppression in the mat-
ter power spectrum (e.g. Vogelsberger et al. 2016), although
the suppression of small-scale power is not a generic feature
of all SIDM models. Recently, Nadler et al. (2020) showed
that velocity-dependent cross sections that do not directly
affect the matter power spectrum can still suppress the am-
plitude of the subhalo mass function if the interaction cross
section has an appreciable amplitude on the velocity scale
corresponding to the typical infall speed of an accreted halo
∼ 200 km s−1. We do not explicitly include these effects in
our models for the subhalo and halo mass functions because
the velocity-dependence of the cross sections we consider
strongly suppresses interactions at the characteristic veloc-
ity scales of infalling halos. The reduced central densities
of cored SIDM halos make them more prone to tidal strip-
ping than cuspy CDM halos (Peñarrubia et al. 2010; Dooley
et al. 2016), with the effect of coupling the interaction cross
section to the projected number density of subhalos. In this
work, we assume the field halo mass function is the same as
predicted by CDM, and absorb differential tidal stripping
effects in subhalos between SIDM and CDM into the am-
plitude of the subhalo mass function. The lensing signal we
constrain therefore derives entirely from the density profiles
of halos, not their abundance relative to CDM.

4.2.3 The main deflector lens model

We model the main deflector as a power-law ellipsoid with
logarithmic profile slope γ (Tessore & Metcalf 2015), plus
external shear. The power-law mass profile is a physically
motivated mass model for the massive elliptical galaxies that
typically act as strong lenses (Gavazzi et al. 2007; Auger
et al. 2010; Gilman et al. 2017). We assume a uniform prior
on γ between 1.9− 2.2 (Auger et al. 2010).

We allow for additional flexibility in the main deflector
mass profile by adding boxy and disky isodensity contours
through an octopole mass distribution with projected mass

κ (r) =
a4

r
cos (4 (φ− φm)) , (17)
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with the orientation φm fixed to align with the position an-
gle of the elliptical mass profile. The parameter a4 deter-
mines the amplitude of the additional mass component, and
results in boxy (disky) isodensity contours when a4 is less
than (greater than) zero. We assume a Gaussian prior on a4

of N (0, 0.01) based on observations of the surface bright-
ness contours of elliptical galaxies (Bender et al. 1989; Saglia
et al. 1993). Marginalizing over the range of a4 values mea-
sured from the light very likely overestimates the range of
boxyness and diskyness of the total mass profile after ac-
counting for the projected mass from the host dark matter
halo. In this regard, the prior we assume for a4 maximizes
the flexibility of the main deflector mass profile and sup-
presses the signal from SIDM structure in the lens model.

4.2.4 The background source

For each realization in the forward model we compute flux
ratios assuming two different sources sizes. The two source
models we consider have emission from a spatially extended
region in the source plane, washing out contaminating effects
of microlensing by stars in the foreground galaxy. Because
the perturbation by a halo of fixed mass to lensed image
depends on the size of the background source (Dobler &
Keeton 2006), we must explicitly account for the finite-size
background source in the forward model.

First, we consider a sample of lenses with measured
narrow-line flux ratios (Moustakas & Metcalf 2003; Nieren-
berg et al. 2020). Emission from the nuclear narrow-line re-
gion extends out to O (10) pc (Müller-Sánchez et al. 2011)
from the central engine of the background quasar, washing
out contaminating effects of microlensing by stars in the
foreground galaxy. Second, we consider image fluxes mea-
sured from rest-frame mid-IR emission. Like the narrow-
line emission, the spatial extent of the mid-IR emitting re-
gion renders these data immune to microlensing (Sluse et al.
2013)5, but the more compact size of O (1) pc makes mid-IR
dataset a more sensitive probe of substructure. For both the
simulated narrow-line and mid-IR datasets, we model the
background source as a circular Gaussian with a prior on
its full width at half maximum between 25 − 60pc for the
narrow-line data, and between 0.5−5pc for the mid-IR data.
We marginalize over the range of source sizes specified by
the prior when computing constraints from each dataset.

4.2.5 Measurement uncertainties

We propagate flux and astrometric uncertainties directly
through the forward model. After computing the flux ra-
tios for each realization, we add statistical measurement un-
certainties to the image fluxes 4% to the narrow-line data
and 2% to the mid-IR data. We chose the value of 2% for
the mid-IR fluxes based on the expected precision of fu-
ture measurements with JWST through observing proposal
JWST GO-02046 (PI Nierenberg). The uncertainty of 4%
assumed for the narrow-line fluxes is the median precision

5 Microlensing can still contaminate mid-IR emission at wave-

lengths below 10 microns, but we consider observations at 20

microns with JWST for which microlensing leads to uncertainties
of only a few percent (Sluse et al., in prep).

of the current sample of narrow-line lenses (Nierenberg et al.
2014, 2017, 2020). We assume astrometric uncertainties of
3 m.a.s., sampling perturbations to the image positions for
each realization in the forward model before ray-tracing.

4.3 Mock datasets

We generate 30 mock lenses with Einstein radii, deflector
and source redshifts, external shears, and logarithmic profile
slopes consistent with those expected for a sample of strong
lenses Oguri & Marshall (2010); Auger et al. (2010) that
we have recently obtained with HST-GO-15320 and HST-
GO-15632 (PI Treu). We will obtain a sample of 30 lenses
with mid-IR flux measurements in the near future through
JWST GO-02046 (PI Nierenberg). Each mock has boxy or
disky isodensity contours with an amplitude a4 drawn from
a prior with mean zero and variance 0.01. The mocks have an
approximately equal number of cross, cusp, and fold image
configurations.

We consider two dark matter models. First, we gen-
erate a CDM-like dataset with a cross section normaliza-
tion σ0 = 0.5 cm2g−1 and v0 = 10 km s−1. Although the
model has a non-zero cross section, a small value of both
σ0 and v0 lead to t0 >> thalo and rc << rs, and thus
the model predicts halo populations with structural prop-
erties indistinguishable from CDM. Second, we consider an
SIDM model with a normalization σ0 = 40 cm2g−1 and
v0 = 30 km s−1. The SIDM model has a cross section of
10 cm2g−1 at 30 km s−1, which is consistent with current
constraints on the cross section and may explain some fea-
tures of dwarf galaxy stellar dynamics observed around the
Milky Way (Kahlhoefer et al. 2019).

5 CONSTRAINTS ON THE SIDM CROSS
SECTION WITH MOCK STRONG LENS
DATASETS

We combine the inference framework described in the previ-
ous section with the model for structure formation in SIDM
described in Section 2 to forecast constraints on the inter-
action cross section with 30 mock datasets. In Section 5.1,
we consider constraints on the cross section assuming CDM,
and present forecasts for ruling out SIDM models as a func-
tion of the number of lenses and the type of flux ratio mea-
surement (narrow-line or mid-IR). In Section 5.2, we discuss
the prospects for ruling out CDM, assuming SIDM.

5.1 Constraints on the cross section assuming
CDM

Figure 9 shows a joint inference with 30 mock lenses on σ0

and v0 assuming a CDM-like model with input values of
σ0 and v0 that predict halo structural properties indistin-
guishable from CDM, and assuming a prior on the subhalo
mass function amplitude N (0.05, 0.01). The black contours
show the 68% and 95% confidence intervals for a sample
of 30 lenses with narrow-line fluxes measured to 4% preci-
sion, while the blue contours correspond to a sample of 30
lenses with mid-IR fluxes measured to 2% precision. The im-
proved constraining power of the mid-IR dataset relative to
the narrow-line dataset stems from two sources: First, JWST
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Figure 9. Joint constraint on σ0 and v0 from 30 mock lenses as-

suming a CDM-like dataset with input values of σ0 = 0.5 cm2g−1

and v0 = 10 km s−1 identified in the subplots in red. The input

values of σ0 and v0 predict structural properties in halos indis-

tinguishable from CDM with lensing. The black (blue) contours
show the inference from the same set of 30 lenses with mid-IR

flux ratios (narrow-line flux ratios) marginalized over the source

size 0.5− 5pc (25− 60pc) and assuming a prior on the amplitude
of the subhalo mass function N (0.05, 0.01).

will measure mid-IR data more precisely than current tech-
nology measures narrow-line fluxes. Second, low-mass halos
produce stronger perturbations to more compact sources,
and the dusty torus around the background quasar emits in
the mid-IR from a region roughly order of magnitude more
compact than the nuclear narrow-line region.

To interpret the joint constraint on σ0 and v0, we recast
the inference in terms of the cross section at 20 km s−1, or
σ20 ≡ σ (σ0, v = 20) assuming a uniform prior on σ20. First,
we sample the (σ0, v0) prior used for the lensing analysis,
compute σ20 for each sample, and re-bin to derive the effec-
tive prior on σ20 that corresponds to the uniform prior on
σ0 and v0. This effective prior is shown in light gray in the
upper panel of Figure 10. We then repeat the sampling while
weighting each σ0 and v0 by the joint probability distribu-
tion shown in Figure 9 to obtain the posterior distribution
from lensing. To isolate the likelihood L (σ20|data) (where
data corresponds to the lensing observables), we divide the
posterior by the effective prior. The resulting probability
distribution p (σ20|data) shown in the lower panel of Figure
10 has the interpretation of a posterior distribution for σ20,
assuming a uniform prior on σ20.

The lower panel of Figure 10 demonstrates that lensing
can rule out large amplitude cross sections. A larger sam-
ple of lenses, particularly with flux ratios measured in the
mid-IR, can further improve the constraints, as shown by
the forecast in Figure 11. The curves show the upper limit
on σ20 at 95% CI as a function of the number of lenses and
the type of flux ratio measurement. We compute the solid
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Figure 10. Top: The gray histogram shows the effective prior on
the cross section evaluated at 20 km s−1 (σ20) that corresponds

to a uniform prior on σ0 and v0. The blue and black histograms

show the posterior probability distribution of σ20 inferred from
the mock lenses computed by sampling the likelihood in Figure 9.

Bottom: The likelihood of σ20 from the lensing analysis, which

we compute by dividing the posterior distributions shown in the
top panel by the effective prior. The curves have the interpretation

of posterior distributions p (σ20|data) assuming a uniform prior

on σ20.

curves by bootstrapping the sample of 30 lenses, applying
the same procedure to compute p (σ20|data) as described in
the previous paragraph, and extrapolate (dashed curves) to
estimate the constraints possible with 50 quads6. The lower

6 Due to the computational expense of the simulations we per-
form, we extrapolate from 30 lenses rather than simulate a full
set of 50.
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Figure 11. Forecasts for the constraint on σ20 as a function
of the number of lenses and the type of flux ratio measurement.

The lower and upper ranges of the forecast correspond to priors
on the subhalo mass function that assume halos are disrupted

twice as efficiently in the Milky Way than in elliptical galaxies, or

N (0.05, 0.01), and one quarter as efficiently, or N (0.032, 0.007),
respectively (Nadler et al. 2021a). The uncertainties of the flux ra-

tio measurement indicate the expected precision for mid-IR flux

measurements with JWST through proposal JWST GO-02046
(PI Nierenberg), and the median uncertainty of the current sam-

ple of narrow-line lenses.

(upper) bounds correspond to half (one quarter) tidal dis-
ruption efficiency in elliptical galaxies relative to the Milky
Way (Nadler et al. 2021a). Lensing places tighter constraints
on the cross section with higher subhalo mass function am-
plitudes because the lensing signal scales with the number of
core collapsed subhalos due to their efficient lensing proper-
ties (Figure 8). Assuming a prior on Σsub of N (0.05, 0.01),
which corresponds to doubly efficient tidal stripping in the
Milky Way compared to massive ellipticals, a sample of 50
lenses can rule out cross sections σ20 > 11 cm2g−1 at 95%CI.
Assuming a prior of N (0.05, 0.01) on Σsub, corresponding to
25% more efficient tidal stripping in the Milky Way than in
ellipticals, the constraint is σ20 < 23 cm2g−1 at 95%CI. A
sample of 30 lenses with mid-IR flux measurements that we
will obtain through JWST GO-02046 (PI Nierenberg) can
rule out cross sections with σ20 greater than 22−28 cm2g−1,
depending on the amplitude of the subhalo mass function.
The constraints with mid-IR data surpass those attainable
with the narrow-line data due to the more precise measure-
ments of the mid-IR fluxes, and the more compact back-
ground source, which increases sensitivity to low-mass halos.

5.2 Prospects for ruling out CDM

We consider an SIDM model with σ0 = 40 cm2g−1 and
v0 = 30 km s−1, which corresponds to a cross section
σ20 = 19.2 cm2g−1 and an amplitude on dwarf galaxy scales

v ∼ 30 km s−1 of 10cm2g−1 assuming a prior on the normal-
ization of the subhalo mass N (0.05, 0.01). A cross section of
this amplitude may explain some of the diverse features of
dwarf galaxy rotation curves in the local volume (Kahlhoe-
fer et al. 2019). Figure 12 shows the joint constraints on σ0

and v0 from a sample of 30 mock lenses with mid-IR and
narrow line flux ratios. We map constraints in this two di-
mensional parameter space onto a constraint on σ20 using
the same procedure described in the previous section, and
show the results in Figure 13. While neither the sample of
30 narrow-line lenses or mid-IR lenses can decisively rule
out CDM, for this particular sample of 30 lenses the mid-
IR data favors SIDM over CDM with a relative likelihood
of approximately 4 : 1. When quoting likelihood ratios, we
use the ratio of the peak of the postreior distribution to the
probability of obtaining σ20 < 2 cm2g−1.

Figure 14 forecasts the confidence with which a strong
lens dataset can rule out CDM, assuming an SIDM model
with σ0 = 40 cm2g−1 and v0 = 30 km s−1 to CDM. The
upper and lower bounds of each shaded region correspond
to priors on the amplitude of the subhalo mass function of
N (0.032, 0.007) and N (0.05, 0.01), respectively. Similar to
the trend in Figure 11, models with more subhalos admit
stronger constraints on the cross section, likely due to the
increased number of core collapsed subhalos and their high
lensing efficiency. For the SIDM cross section assumed in
the forecast, only the mid-IR dataset reaches a statistically
significant relative likelihood of SIDM to CDM of 20:1 with a
sample size of 50 lenses. For a sample of 30 lenses attainable
in the near future, the constraints are significantly weaker,
with a relative likelihood of between 3:1 and 4:1, on average.

6 DISCUSSION AND CONCLUSIONS

We have developed a framework to use a sample of quadruple
image strong gravitational lenses to constrain the interaction
cross section of self-interacting dark matter in halo masses
between 106 − 1010M�, or velocity scales below 30 km s−1,
accounting for both core formation and collapse in subha-
los and field halos. We use a hierarchical Bayesian inference
framework to validate lensing as a probe of SIDM, and to
forecast constraints on σ20, the cross section at 20 km s−1, a
velocity scale where current techniques have not yet placed
constraints on the cross section. We quote constraints as a
function of the number of lenses, the size of the lensed back-
ground source, and the amplitude of the subhalo mass func-
tion. Our forecasts account for uncertainty in amplitude of
the line of sight halo mass function, the logarithmic slope of
the subhalo mass function, the background source size, and
the mass profile of the main deflector, including boxyness
and diskyness. We summarize our main results as follows:

• A sample of 50 quads with image fluxes measured in
the mid-IR at 2% precision can rule out interaction cross
sections greater than 11 cm2g−1 at a relative velocity of
20 km s−1 at 95% CI, assuming a prior on the subhalo mass
function that assumes tidal stripping in elliptical galaxies is
half as efficient as in the Milky Way. The constraints scale
inversely with the amplitude of the subhalo mass function.
Assuming tidal disruption in the Milky Way is only 25%
more efficient, we obtain σ20 < 23 cm2g−1 at 95%CI. A
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Figure 12. Joint inference on σ0 and v0 from 30 mock lenses

created with σ0 = 40cm2g−1 and v0 = 30kms−1, or a cross sec-
tion at 30 km s−1 of 10 cm2g−1. The color scheme is the same

as in Figure 9.

sample size of 31 lenses with mid-IR fluxes that we will ob-
tain through JWST GO-02046 (PI Nierenberg) will rule out
σ20 of 22− 28 cm2g−1, assuming CDM. The constraints ob-
tained from the mid-IR datasets improve on the constraints
attainable with an equally large sample of narrow-line lenses
due to both the more compact background source of the mid-
IR emission, and the measurement precision attainable with
JWST.
• A sample of 50 quads with mid-IR flux ratios can disfa-

vor CDM with a relative likelihood of 20 : 1 if dark matter
has an interaction cross section at 20 km s−1 of 19.2 cm2g−1,
corresponding to σ0 = 40 cm2g−1 and v0 = 30 km s−1, as-
suming the functional form for the interaction cross section
given by Equation 1, and assuming tidal stripping in ellip-
tical galaxies is half as efficient as in the Milky Way. This
constraint weakens to a relative likelihood of only 3 : 2 as-
suming an amplitude for the subhalo mass function result-
ing from tidal stripping that is 25% more efficient in the
Milky Way than in ellipticals. While weaker than the con-
straints from mid-IR data, narrow-line datasets can deliver
constraints with relative likelihoods of 2 : 1, indicating that
a larger sample of narrow-line lenses is required to place
stringent constraints on the cross section.

The dependence of our forecasts on the background source
size highlights both the importance of accounting for finite-
source effects when interpreting flux ratio statistics, and the
utility of obtaining flux ratio measurements from the spa-
tially compact mid-IR emission region around the lensed
quasar. In the coming years, observations of lensed quasars
with both HST and JWST will deliver flux measurements
from both mid-IR and narrow-line emission for certain sys-
tems. By exploiting the differential magnification of finite
size sources, an inference based on measurements from two
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Figure 13. Top: The effective prior and posterior distributions
from Figure 12 for the cross section at 20km s−1 (σ20). The color

scheme is the same as in Figure 10. Bottom: The likelihood

of σ20 from the lensing analysis, or the posterior distribution
p (σ20|data) assuming a uniform prior on σ20, computed by sam-

pling the posterior distribution in Figure 12 and dividing out the

prior.

source sizes could lead to stronger constraints than consid-
ering fluxes measured from the mid-IR or narrow-line data
alone.

As a standalone method, substructure lensing provides
new avenues to test the predictions of SIDM. In contrast to
existing approaches, a strong lensing analysis with flux ra-
tios probes halo mass profiles over a redshifts z = 0−3, and
therefore encodes the temporal evolution of SIDM density
profiles over several Gyr of time. As a purely gravitational
phenomenon, lensing does not rely on baryons to infer the
halo mass profile, enabling inferences of halo density profiles
below 108M�, where halos contain little stars or gas. The
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Figure 14. Forecasts for the relative likelihood of SIDM to
CDM, defined as the ratio of the most probable value of the

likelihood p (σ20|data) to the probability that σ20 < 2 cm2g2,

computed as a function of the number of lenses and the type
of flux ratio measurement through bootstrapping. Like Figure

11, the lower and upper ranges of the forecast encompass the
range of theoretical uncertainty associated with the amplitude

of the subhalo mass function, which we implement through pri-

ors on Σsub of N (0.05, 0.01), and N (0.032, 0.007), respectively.
The uncertainties of the flux ratio measurements indicate the ex-

pected or current precision for each dataset (see caption in Figure

11). The input model used to create the mock datasets for the
forecast has σ0 = 40 cm2g−1 and v0 = 30 km s−1, correspond-

ing to σ20 = 19.2 cm2g−1 and a cross section at 30 km s−1 of

10 cm2g−1.

unique capabilities of lensing as a probe of SIDM compli-
ment existing methods of testing the predictions of SIDM
in the local volume, motivating a joint analysis (e.g. Nadler
et al. 2021a) with methods that analyze dwarf galaxies or
stellar streams (e.g. Nadler et al. 2021b; Banik et al. 2021).

The dependence of our forecasts on the amplitude of the
subhalo mass function demonstrates that constraints on the
cross section vary proportionally with the number of core
collapsed subhalos. This trend supports the interpretation
that the population of core collapse subhalos dominates the
lensing signal, and inferences on SIDM models from lensing
therefore depend primarily on the accuracy of the model
used to implement core collapse. Three particular aspects of
the core collapse model we implement warrant further study.
First, follow up investigation should verify the accuracy of
Equation 9 for the characteristic timescale t0 of the struc-
tural evolution of SIDM halos, specifically in the context of
predicting the onset of core collapse as a function of halo
mass and the cross section amplitude. Second, targeted sim-
ulations should examine the dependence of the distribution
of collapse times around t0 on the structural and orbital
properties of subhalos embedded in the tidal field of a mas-
sive elliptical galaxy. Third, simulations of structure forma-
tion should test the accuracy of Equation 11 as a model for

the final density profile of core collapsed halos. Assuming the
functional form for the profile in Equation 11, the relevant
physical quantities include the logarithmic profile slope, the
core radius, and the radius at which the core collapsed halo
encloses the same mass that the NFW profile would have
had in CDM.

Globular clusters can have high central densities, remi-
niscent of core collapsed objects, and could conceivably con-
tribute a source of systematic uncertainty in the modeling
(e.g. He et al. 2020). However, the number density of sub-
halos in the mass range 106 − 107M� exceeds the median
surface density of globular clusters of 4 arcsec−2 quoted by
He et al. (2020) by at least a factor of five, assuming an am-
plitude of the subhalo mass function Σsub = 0.025 kpc−2, a
halo mass of 1013.3M�, a logarithmic slope α = −1.9, and
a lens redshift z = 0.5, using Equation 14. The finite back-
ground source size would likely wash out the signal from
globular clusters with mass < 106M�. Regardless, we can
directly address this potential systematic using our inference
pipeline by including a population of globular clusters in the
forward model.

The forecasts we present account for uncertainty related
to the main deflector mass profile in the form of boxyness
and diskyness. We implement boxyness and diskyness by
adding an octopole mass moment aligned with the position
angle of the elliptical mass profile. The inclusion of boxy-
ness and diskyness more accurately describes the projected
mass profiles of elliptical galaxies, and mitigates possible
sources of systematic uncertainty connected to the assumed
mass model of the main deflector (Gilman et al. 2017; Hsueh
et al. 2018). We marginalize over the amplitude of the oc-
topole moment in our forecasts to maintain the same degree
of sophistication between the forecasts we present in this
work and updated constraints on warm and cold dark mat-
ter using real datasets (Gilman et al., in prep). Using the
real datasets, we will assess the impact of the more flexible
mass profile on lensing constraints.

We can extend the framework presented in this work to
any particle physics model that predicts σ (v), as our model
only requires knowledge of the thermal average 〈σ (v) v〉 in
order to predict halo density profiles. To give a specific ex-
ample, resonances in the cross section that boost 〈σ (v) v〉
by as much as a factor of ten on velocity scales < 10 km s−1

(e.g. Tulin et al. 2013b) could cause a large fraction of subha-
los, and even some field halos, to core collapse. The paucity
of luminous matter inside halos in this mass range is of no
consequence for a strong lensing analysis.
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