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Capturing the variation in language

experience to understand language
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A goal of early research on language processing was to characterize what is

universal about language. Much of the past research focused on native

speakers because the native language has been considered as providing

privileged truths about acquisition, comprehension, and production.

Populations or circumstances that deviated from these idealized norms were

of interest but not regarded as essential to our understanding of language. In

the past two decades, there has been a marked change in our understanding

of how variation in language experience may inform the central and

enduring questions about language. There is now evidence for significant

plasticity in language learning beyond early childhood, and variation in

language experience has been shown to influence both language learning

and processing. In this paper, we feature what we take to be the most

exciting recent new discoveries suggesting that variation in language

experience provides a lens into the linguistic, cognitive, and neural

mechanisms that enable language processing.

Keywords: language variation, bilingualism, second language learning,

language development, language processing

1. Introduction

Traditionally, the goal of psycholinguistics was to provide an account of how

language is learned, understood, and spoken. During the earliest months of

infancy, babies tune to the speech of their environment so that by the end of the

first year of life, they have become experts in the language that surrounds them

(e.g. Kuhl, 2004; Werker & Tees, 1984). That initial trajectory appears to establish

the course of language development, with constraints in the ability to fully acquire
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the phonology and grammar for those who are exposed to a second language (L2)

after early childhood (Flege, Yeni-Komshian, & Liu, 1999; Iverson et al. 2003). On

this account, the native or first acquired language (L1) takes precedence in estab-

lishing the foundation for language processes and language learning across the

lifespan. When individuals are exposed to an L2, by virtue of choice or necessity,

it is the L1 that has been hypothesized to be the source of transfer to the L2, with

the success of learning outcomes determined by the structural relations between

the two languages and by the age at which the L2 is acquired (e.g. MacWhinney,

2005; Pienemann, Di Biase, Kawaguchi, & Håkansson, 2005).

In the last two decades, there has been a shift of focus, with the observation

that the variation in how language is experienced may not only illuminate the

mechanisms that enable language learning and language processing across the

lifespan (Fricke, Zirnstein, Navarro-Torres, & Kroll, 2019; Kroll, Takahesu Tabori,

& Mech, 2017; Pierce, Chen, Delcenserie, Genesee, & Klein, 2015; Zirnstein, Bice,

& Kroll, 2019), but may also require a revision of the traditional view concerning

the role of the native language. Many people learn and use two or more languages

in different contexts and cultures. Some speak two languages, while others speak

or read one language and sign the other. Many people speak more than one

language but only some have literacy skills in both languages. Some acquire a

single language from birth and continue to live in a context where that language

is the dominant1 and majority language. Others immigrate, often faced with the

task of learning a new community language quickly as adults. In homes where

the language spoken is not the dominant language of community, children are

later immersed into the majority language when they enter school. These heritage

speakers of a home language are in fact the most representative bilinguals in the

United States (American Academy of Arts and Sciences, 2017), typically becoming

dominant in the majority language despite the fact that it is technically their

second acquired language. For those who speak the majority language but use a

non-standard dialect, the experience may resemble that of heritage speakers when

being immersed in and required to use the standard form. In cases in which there

is a prolonged break in exposure to the native language, there may be attrition of

the L1. Yet others may be diagnosed with a language disorder early in life or as a

result of brain injury later in life. There are many examples of language variation,

1. In this paper we use dominant language to refer to the language an individual uses as

primary although it may not be the language that was first acquired as the native language. For

many individuals, the native and dominant languages will be the same. For many others, the

dominant language will change as they shift the contexts in which they live and work. Although

the dominant language is likely to become an individual’s most proficient language, it is possible

to be highly proficient in multiple languages, with variation in the form of that proficiency over

languages.
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and it is critical to acknowledge that language learners and language users have

experiences that are profoundly distinct.

The goal of the present paper is to illustrate how a focus on variation in

language experience may inform our understanding of language learning and

language processing. We do not dismiss the significance of identifying universal

principles (see Hahn, Jurafsky, & Futrell, 2020, for a recent example of computa-

tional approaches to identifying universal mechanisms). Instead, we ask the ques-

tion what can be learned by adopting a focus on variation. In the brief review

in the current paper, we take what we consider to be some of the most exciting

new discoveries that have only been made possible by examining variation in

language experience. A number of papers have presented a similar perspective

and address additional scope (e.g. Baum & Titone, 2014; Pierce et al., 2015). Here

we first revisit the issue of native language privilege, examining how the first or

native language may be more open to the dynamics of language experience than

previously understood. To do so, we use bilingualism as a lens through which

the interactions across the two languages provide a unique means to reveal the

ways in which the native language adapts to the active use of a second language.

Those adaptations not only affect language use but also the cognitive and neural

processes that support it (see Bialystok, 2017, for a discussion of the cognitive

adaption). We then consider the consequences of variation in experience and

context for new language learning and for language processing.

2. The fate of the native language: A view from bilingualism

The data on age of acquisition (AoA) suggest that after early childhood, and

certainly by adolescence, there are restrictions on the ease with which adult

learners are able to fully acquire the features of a new L2. Although there is

agreement that the effects of AoA are robust, there is disagreement about their

interpretation (e.g. Bialystok & Kroll, 2017; Birdsong, 2018). Here we concern

ourselves not with those interpretations but with an assumption underlying much

of the research on this topic, namely that the native or first learned language, L1,

remains unchanged and independent of the variation in the language users’ life

experience.2 Indeed, much of the history of research that takes a crosslinguistic

perspective assumes that it is possible to compare the use of particular structures

across native languages by speakers who themselves are native speakers but who

2. An exception to this assumption is the research on L1 language attrition, a situation typically

characterized by a relatively complete cessation of L1 use following immersion in a context in

which the L1 is not spoken (e.g. see Schmid, 2010).
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vary in whether they speak other languages and, if so, the circumstances of their

bilingualism. Only recently has bilingualism been addressed in this context (e.g.

Scontras, Fuchs, & Polinsky, 2015). Many years ago, Grosjean (1989) issued a

warning to the field that the bilingual was not two monolinguals in one. That

particular warning was issued around the prevalence and normalcy of code

switching and language mixing, but a clear implication is that the native language

of the bilingual is not identical to the native language of a monolingual speaker.

We argue here that not only does the native language change in response

to learning and using an L2, but that it plays a crucial role in the process of

L2 learning beyond transfer of linguistic knowledge. Recent studies suggest that

bilinguals come to regulate the activation of the L1 or dominant language to

enable the coordination of the two languages and the proficient use of the L2. The

changes that occur in acquiring L2 proficiency reflect not only an effect of the L1

on the L2, but also a bidirectional interaction, whereby the L2 comes to shape the

L1. In this sense, the L1 is privileged, not as a stable presence, but as an exception-

ally skilled domain that gives rise to plasticity in learning in language processing.

We consider briefly some of the evidence supporting this view.

2.1 Native language change

Many who acquire an L2 after early childhood begin that process as monolin-

guals, with only their native L1. In most studies assessing the trajectory of L2

learning in the early stages of acquisition, the expectation is that the dominant L1

will be accessed more rapidly and more accurately than the newly developing L2.

The data on language processing for L2 learning support that expectation across

many different studies and many different language pairings (e.g. Kroll, Michael,

Tokowicz, & Dufour, 2002). The less dominant L2 is not only less accessible for

those who are not yet proficient (e.g. Jacobs, Fricke, & Kroll, 2016), but it is also

influenced by the L1, and that influence is evident even once speakers become

relatively proficient (e.g. Dijkstra, Van Jaarsveld, & Brinke, 1998; Marian & Spivey,

2003). At the lexical level, this research has set out to manipulate properties of

the two languages that are shared or in conflict (e.g. semantics, orthography, or

phonology) and to determine whether it is possible to process one language on

its own, without the influence of the other. For example, translations that are

cognates in the bilingual’s two languages, sharing aspects of lexical form and the

same meaning, are typically processed more rapidly and accurately in the L2

by both learners and proficient bilinguals (e.g. Dijkstra et al., 1998; Kroll et al.,

2002). This result is observed regardless of whether the two languages are similar

or distinct (e.g. Hoshino & Kroll, 2008; Morford, Wilkinson, Villwock, Piñar, &

Kroll, 2011), suggesting that the co-activation of the two languages is a feature of
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being bilingual, not a property of the languages themselves. Critically, the acti-

vation of the two languages does not depend on the requirement to use both

languages in the same context. These cross-language interactions can be seen at

all levels of language processing (see Kroll, Dussias, Bice, & Perrotti, 2015 for a

review).

But what about the other direction? Does the native language maintain its

place in the presence of an L2? In an early study (Kroll et al., 2002), we reported

a curious finding. When native English speakers were asked to name words in

English, their L1, the latency of naming was a function of their proficiency in

the L2 (Spanish or French in this study). Learners at low levels of proficiency

were slower to name words in English than more proficient speakers of those

languages, although the native language was identical for all speakers. We consid-

ered the hypothesis that a self-selection mechanism might have accounted for the

observed difference, since not all learners become proficient in the L2. In a subse-

quent study, all participants performed a working memory task, and we asked

whether working memory differences modulated the cost to L1 naming. We repli-

cated the cost to L1 naming but failed to find a modulation by working memory.

Although working memory is only one of a number of cognitive factors that might

play a role, this initial finding suggested that the apparent cost to the L1 may reflect

a consequence of L2 learning rather than domain general resources per se.

For proficient bilingual speakers, the effects of the L2 on the L1 have been

demonstrated in many studies that have taken the approach described above for

examining the effects of L1 on L2. Although the L1 is often the dominant language,

even for proficient speakers, and is therefore processed more rapidly and accu-

rately than the L2, there is clear evidence that L2 affects the L1. For example, there

are cognate effects in both directions, from L1 to L2 and from L2 to L1 (Midgley,

Holcomb, & Grainger, 2011; Schwartz, Kroll, & Diaz, 2007; Van Hell & Dijkstra,

2002), although the effects of L2 on L1 are not always in the form of facilita-

tion like those seen for L1 on L2, and in the studies that use electrophysiolog-

ical methods (e.g. Midgley et al., 2011), the time course of these effects may differ,

reflecting the higher proficiency in the L1.

Critically, changes to the native language come online early as adult learners

are exposed to a new L2. Bice and Kroll (2015) compared the performance of

native English speakers learning L2 Spanish with a group of monolingual English

speakers. The learners were immersed in an English dominant university envi-

ronment with Spanish instruction in a classroom setting. As in some previous

studies, the focus was on the effect of cognate status from L2 to L1, with the task

being lexical decision in English (i.e. is the string of letters a real word?). The

learners were either at the very beginning of their study of Spanish or at an inter-

mediate level. At this early stage of learning Spanish, there was no evidence in the
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behavioral record of response time and accuracy to suggest that Spanish had any

effect at all on English, with performance similar for monolinguals and learners

for cognates and controls. However, Event Related Potentials (ERPs) revealed an

emerging sensitivity to cognates for the learners. There were no cognate effects in

the ERP data for the monolinguals, a trend emerging for cognate learners at the

very earliest stages, but a clear sensitivity to cognates in English once learners had

some minimal experience with Spanish. None of the learners was proficient in

Spanish. The dissociation between the behavioral and ERP data replicates other

reports for L2 learning itself (e.g. McLaughlin, Osterhout, & Kim, 2004) and

suggests that brain activity may outpace behavior in indicating changes that occur

to both languages as the L2 is acquired and as proficiency is achieved. What is

notable about the Bice and Kroll findings is that the sensitivity of the native and

dominant L1 to the L2 occurred very early in the time course of L2 learning, long

before any significant level of proficiency had been acquired.

2.2 From change to regulation

Demonstrating that the L1 is sensitive to the presence of the L2 may be considered

a first step towards recognizing that the goal of L2 learning is not to achieve an

independent language system for the L2 (see Kroll & Tokowicz, 2005, for a review

of early models of representation). The fact that the two languages are largely

supported by the same neural architecture (e.g. Abutalebi & Green, 2007; Perani

& Abutalebi, 2005), with clear evidence for extensive cross-language interaction,

suggests that L2 learning and bilingual language experience create a dynamic situ-

ation whereby words, sounds, and structures in each of the two languages co-

exist within a shared language system. The problem for such a system, as has

been noted by others (e.g. Green, 1998; Green & Abutalebi, 2013), is that the bilin-

gual needs to attain sufficient control over the use of each language to enable

the full range of language performance, including single language performance

in each language at a high level of accuracy and proficiency, but also mixed

language performance as commonly observed in code switching (e.g. Green &

Wei, 2016). Research actively focuses on the effort to understand how individuals

come to control the use of the two languages when they are continually active and

interacting, and how that control might have consequences for domain general

cognition (e.g. Bialystok, 2017; Declerck & Philipp, 2015). For the purpose of

the present discussion, we argue that the observation of native language change

itself may be an important feature of how control comes to be achieved. We have

discussed these ideas in other recent reviews (e.g. see Fricke et al., 2019; Zirnstein

et al., 2019); the main points are summarized below.
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We propose that the changes revealed in the native language of L2 learners

and bilinguals are not only a matter of cross-language sensitivity, but also a reflec-

tion of how the native language comes to be regulated.3 Our hypothesis is that

language regulation is likely to engage cognitive resources, but is not identical to

cognitive control per se. L2 learners and bilinguals come to learn how to adjust the

native language, either reactively or proactively (see Section 4 below) to accom-

modate to the environment in which the two languages are used and to enable

proficient language performance. In essence, L2 users adapt language processing

to achieve the fluent use of two languages. That adaptation is the reason that the

bilingual is not two monolinguals in one; the native language as well as the L2

come to reflect cross-language experience, maintaining features of each language,

but also being shaped by their interaction.

What does L1 regulation look like? The most typical manifestation of regu-

lation is the inhibition of the more dominant language to enable the use of the

less dominant L2. We see that pattern across multiple contexts and in different

paradigms, and we also see it in the phenomenology that bilingual speakers have

after being immersed in the L2. The more dominant L1 becomes less available.

The apparent inhibition of the L1 has been documented in studies of L2 immer-

sion (e.g. Baus, Costa, & Carreiras, 2013; Linck, Kroll, & Sunderman, 2009) and

in the laboratory (e.g. Misra, Guo, Bobb, & Kroll, 2012; Van Assche, Duyck, &

Gollan, 2013). Linck et al. examined the consequence of L2 immersion on inter-

mediate learners of Spanish who were native English-speaking university students

studying abroad in Spain. They compared the performance of these immersed

learners with a closely matched group of learners in the United States who were

also native English speakers and intermediate level Spanish learners. On measures

of both lexical access and production, there was evidence for suppression of

English during immersion in Spanish. While reduced performance in the L1

might be taken as active inhibition, it is also possible that in the L2 environment,

the decreased availability of the L1 essentially comes for free, in response to the

increase activation of the L2 itself.

Many subsequent studies have simulated the effect of language immersion in

the laboratory by giving speakers an opportunity to speak only the L2 for a period

of time and then switching them to the L1. The duration of L2 use prior to the

switch has been varied from a single prior utterance in language switching para-

digms (e.g. Meuter & Allport, 1999) to multiple utterances in blocked naming

paradigms (e.g. Misra et al., 2012; Van Assche et al., 2013). If the suppression of the

L1 that has been found under conditions of language immersion reflects a passive

3. We use the term language regulation to differentiate the control of language processes from

domain general control.
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adaptation to the environment, then one might not expect short term switches

of the language context to have similar consequences. The findings from these

studies show that there is persistent and differential inhibition of the L1 following

production in the L2. The effects are seen in the immediate spillover from a single

naming trial to the next, also when the opportunity to speak the two languages

is extended, and when the languages are mixed so that there is uncertainty about

which language will be spoken. Recent work suggests that the mechanisms of

inhibitory control may include a number of different processes that may mani-

fest distinctly in different contexts (e.g. Declerck, 2020; Stasenko, Hays, Wierenga,

& Gollan, 2020). A critical question in the ongoing research is understanding

how they may relate to domain general cognitive control (see Section 4 below).

Notably, these effects appear to be robust and have been reported in behavioral

measures of reaction time and accuracy (Van Assche et al., 2013), in the earliest

moments of planning speech in the ERP record (e.g. Misra et al., 2012), and in

brain activation revealed by imaging studies (e.g. Guo, Liu, Misra, & Kroll, 2011).

It is beyond the scope of the present paper to consider the implications of

language regulation at levels of language processing beyond those we have illus-

trated at the lexical level, but critically, we see these dynamic changes in the L1

across the language system (e.g. see Dussias & Sagarra, 2007 for evidence on

changes to native language grammar and Chang, 2013, for evidence of changes

to native language speech). Likewise, the discussion of how language processes

more generally recruit cognitive resources is a major area of research (e.g. Green

& Abutalebi, 2013; Hsu & Novick, 2016). It remains to be seen how L1 regulation

in bilinguals engages cognitive control processes. In addition, it would be fasci-

nating to learn when these ordinary dynamic changes in the L1 become attrition

following extended disuse (e.g. Schmid, 2010). We hypothesize that the regulatory

dynamics that we have identified reflect the ordinary circumstances of bilin-

gualism rather than attrition. It is not clear which of these dynamics might

develop into genuine attrition. For the present discussion, the observation of

changes to the native language during ordinary language use suggests that there is

likely to be extensive variation across speakers and contexts.

2.3 The consequences of regulating the native language

If the L1 is regulated to enable use of the less dominant or less proficient language,

then what are the consequences other than the inhibitory effects we have

reported? In the short term, there appears to be temporally extended suppression

of the L1 that perhaps lasts longer than we might have predicted. For example,

Misra et al. (2012) found that when bilinguals spoke the L1 following L2, not

only was there greater negativity in the ERP record for the L1, but this negativity
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remained present in the experiment following the opportunity to speak the L1

repeatedly. Although there is documented recovery in the studies on L2 immer-

sion, at least months following a return to the L1 environment (e.g. Linck et al.,

2009), there is little known about the scope of these regulatory effects. We hypoth-

esize that, at least to some extent, the presence of L1 modulation in response to the

demands of bilingual experience may contribute to longer term adaptations than

have been reported (e.g. Bialystok, 2017).

In a recent study on word learning, Bogulski, Bice, & Kroll (2019) taught

monolingual and bilingual participants a set of 60 words in Dutch, a language

that was equally unfamiliar to all. Previous studies have shown that bilinguals

are better word learners than monolinguals (e.g. Kaushanskaya & Marian, 2009),

although the source of the benefit for bilingual learners remains unclear. Bilin-

guals have more experience learning languages than monolinguals, but there are

also consequences of bilingualism, such as in the realm of executive function (e.g.

Bialystok, 2017), that might potentially affect these learning processes indirectly

(for discussion, see Hirosh & Degani, 2018). The starting point for the Bogulski

et al. study was the observation that most past experiments on bilingual word

learning had taught the new vocabulary via the L1. Three groups of bilinguals

were tested and their performance was compared with that of a group of mono-

lingual speakers of English. One of the bilingual groups were native speakers of

English who were relatively proficient in L2 Spanish. The two other bilingual

groups were L2 speakers of English, one with L1 Spanish and the other with L1

Chinese. All participants were taught the Dutch vocabulary via English, the L1

for the monolinguals and English-Spanish bilinguals, but the L2 for other two

bilingual groups. The results showed that only the bilinguals learning via their L1

outperformed the monolinguals. Scores on a measure of executive function were

not predictive of the learning outcomes. Bogulski et al. argued that the perfor-

mance of the English-Spanish bilinguals could be explained as a function of their

experience in learning to regulate English, their L1. Although English was also the

L1 (and only language) of the monolingual speakers, they had little or no strategic

experience in using the L1 for this purpose. For the bilinguals for whom English

was the L2, there was also little experience in regulating English for the purpose of

new learning. Although these are novel findings and require additional research

and replication, they suggest that the changes to the native language that result

from bilingual language experience may have profound consequences. They also

demonstrate that without adequate characterization of variation in bilingual expe-

rience, we cannot accurately predict learning outcomes.

In the next sections we consider how variation in language experience may

affect learning from a developmental perspective, and how language processing in

diverse contexts may reflect the consequences of that variation.
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3. Multiple sources of variation in L2 learning: Evidence from children

and adults

While all babies are able to learn any language to which they are exposed, this

openness to language input only lasts until the end of the first year of life. By the

end of the first year, babies have tuned to the specific language(s) to which they

have been exposed (Kuhl, 1993; Werker & Tees, 1984). In a seminal study, Kuhl,

Williams, Lacerda, Stevens, & Lindblom (1992) presented six-month-old infants

from the United States and from Sweden with auditory stimuli including proto-

types and variants of the English vowel /i/ and of the Swedish vowel /y/. Using

the head turn procedure, the infants’ dishabituation to the stimuli were used to

determine when they detected a change in sound. Results showed that the infants

from Sweden were more accurate to classify the familiar /y/ prototype and vari-

ants than the unfamiliar /i/. On the other hand, the American babies were more

accurate in classifying the familiar /i/ prototype and variants than those of the

unfamiliar /y/ vowel. These results suggested that infants are actively learning

from their environment early in life and that they begin to lose sensitivity to unfa-

miliar sounds. A large number of studies have demonstrated that infants undergo

L1 tuning (for a review, see Kuhl et al., 2006).

This early work focused on differences in monolingually-exposed infants with

different L1s. It is only recently that we have begun to understand how experi-

ence with multiple languages affects the trajectory of phonetic learning.4 Pettito

et al. (2012) compared brain activation of “monolingual” English-exposed infants

and “bilingual” infants, who were exposed to English and another language other

than Hindi, while listening to native English and non-native (Hindi) phonological

contrasts using functional near-infrared spectroscopy (fNIRS). The infants

ranged from 4 to 12 months old, with the older infants having undergone L1

tuning and the younger ones still showing sensitivity to non-native contrasts. For

monolingually-exposed babies, brain activity in the left Inferior Frontal Cortex

(IFC) increased when listening to native contrasts, but activation for non-native

contrasts did not vary by age. For bilingually-exposed infants, however, activation

in the left IFC increased with age for both native and non-native contrasts.

These results suggest that infants with monolingual language exposure become

increasingly tuned to their L1 as they age, whereas bilingually-exposed infants

are able to retain some of the perceptual openness with which they were born

4. It is likely that in some of the early studies on phonetic learning infants had some exposure

to a second language, as many studies were conducted in places were bilingualism was

commonplace. However, since the effect of the L2 was not of primary interest in those studies,

little was known about how exposure to other languages affected speech perception.
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when they are processing foreign language sounds. It is important to emphasize

that behaviorally, phonetic learning studies show that all babies lose their sensi-

tivity to non-native contrasts by the end of the first year of life. The fact that

these neural measures capture differences in how monolingually- and bilingually-

exposed children process native and non-native contrasts at the point at which

they no longer differ in behavior suggests that language experience alters the

neural mechanisms used to accomplish the same language learning outcomes.

This study is one of many suggesting that early experience with multiple languages

influences the way in which language comes to be processed in childhood (Ferjan

Ramírez, Ramírez, Clarke, Taulu, & Kuhl, 2017; Sebastián-Gallés, Albareda-

Castellot, Weikum, & Werker, 2012; Weikum et al., 2007).

There is evidence that bilingual language exposure in infancy changes

processing not only in regions traditionally involved in language but also in

domain-general areas. Ferjan Ramírez et al. (2017) investigated brain activation

patterns in eleven-month-old English monolingually-exposed and Spanish-

English bilingually-exposed babies when listening to English and Spanish sounds.

The results showed that monolingually-exposed babies were sensitive to English

and bilingually-exposed babies were sensitive to both English and Spanish.

Notably, bilingually-exposed babies were found to activate the prefrontal and

orbitofrontal cortices, areas involved in executive functions, while listening to

English and Spanish sounds. These results suggest that early bilingual language

experience alters language processing mechanisms, broadening them to include

areas involved in domain-general cognition for monolinguals. Taken together,

these studies suggest that babies’ language environments shape how they process

language. These findings raise the question of the extent to which adaptations

to early language experience endure past early childhood, and whether they

continue to influence subsequent language learning later in life.

One remarkable demonstration of the enduring consequences of early bilin-

gual experience is the brain activation patterns of adults who were internationally

adopted as children. Pierce et al. (2014) compared the brain activity of three

groups of adults while listening to Mandarin tones: Mandarin-French bilinguals

who are actively using both languages, international adoptees (who as infants

had been exposed to Mandarin and learned French when they were adopted

into Canadian families), and a group of French monolinguals. On average, the

adoptees lived in China until about age three and discontinued Mandarin expo-

sure permanently since their adoption, becoming functionally monolingual in

French. The results showed that the Mandarin-French bilinguals and the interna-

tional adoptees both activated predominantly the left Superior Temporal Gyrus

(STG) and to a lesser extent the anterior STG in the right hemisphere. The

adoptees showed a strikingly similar activation pattern to the active bilinguals,
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activating the left STG and to a lesser extent the right anterior STG. In contrast,

a control group of French monolinguals only activated the right STG, processing

the Mandarin pseudowords as non-linguistic stimuli. The results of this study

suggest that despite the discontinued use of the native language (Mandarin), the

adoptees’ experience with two languages early in life had enduring consequences

on how they processed French as adults. Critically, the adoptees had L2 experi-

ence past the first year of life, suggesting that exposure to a second language can

shape the language system well past the initial year of life.

To what extent do the mechanisms created by early language experience

continue to shape language learning later in life? There is compelling evidence

from childhood overhearers that early language experience not only shapes neural

function but also learning outcomes. Childhood overhearers are adults who as

children were substantially exposed to a language other than their native

language, but never learned to speak it. Au, Knightly, Jun, & Oh (2002) asked

whether having overheard a second language in childhood might confer benefits

to learning the second language as an adult. This study compared productions

of Spanish voiceless stops and of intervocalic voiced stops by English monolin-

guals who had overheard Spanish as children, English monolinguals who had not

overheard Spanish, and Spanish-English bilinguals. Because Spanish has a shorter

Voice Onset Time (VOT), if the overhearers experienced any benefits from their

early overhearing exposure, they should produce Spanish VOTs shorter than

those of English monolinguals and comparable to those of Spanish-English bilin-

guals. Moreover, since Spanish voiced stops are lenited in intervocalic contexts, if

the overhearers benefited from early exposure, they would also produce a higher

percentage of lenited voiced stops in word medial position relative to word initial

position. The results showed that the childhood overhearers did indeed produce

VOTs shorter than those of English monolinguals, and identical to those of profi-

cient Spanish-English bilinguals. They also lenited voiced stops in intervocalic

position at a similar rate to proficient Spanish-English bilinguals. One interpreta-

tion for the finding that childhood overhearers were better learners of Spanish is

that they had phonetically tuned to Spanish early in childhood, and had retained

some of that sensitivity as adults. Yet another possibility is that there are effects of

early L2 experience that go beyond the specific language of exposure.

A number of studies with bilingually-exposed infants suggest that they exhibit

not only effects specific to the languages to which they have been exposed but

also different attentional strategies (Pons et al., 2015; Sebastián-Gallés et al., 2012;

Weikum et al., 2007). The different strategies used by bilingual infants seem to be

driven by the need to rely on not only auditory but also visual cues for distin-

guishing between the two languages. Pons et al. (2015) found that bilingual babies

show a different developmental trajectory than monolinguals in terms of whether
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they attend to the eyes or to the mouth. The idea is that bilingual babies exploit

visual language cues from the mouth for a longer period of time than do mono-

lingual infants. Bilingually-exposed babies’ expertise attending to visual cues has

also been demonstrated in studies looking at infants’ audio-visual integration

abilities. One study, Weikum et al. (2007), presented bilingually-exposed and

monolingually-exposed four and six-month-olds with silent movies of a French-

English bilingual speaking either in French or in English. Dishabituation was

used to measure the infants’ detection of a language change. Results showed

that the bilingually-exposed infants, but not the monolingually-exposed infants,

could distinguish a language change by using visual cues alone, suggesting bilin-

gual exposure enhances the use of visual cues in speech perception. Crucially, a

subsequent study used the same French and English stimuli with three groups

of infants: Spanish-Catalan bilinguals, Spanish and Catalan monolinguals

(Sebastián-Gallés et al., 2012). Since none of the infants in the study were exposed

to French or English, the study was a test of whether bilingual infants might be

better able to use visual cues regardless of their experience with the particular

languages viewed. The results of the study revealed that the infants with Spanish-

Catalan bilingual exposure, but neither of the monolingual groups, were able to

reliably detect a language change in the absence of auditory information. These

results highlight that the changes in language learning that occur as a result of

bilingual language experience are not merely language-specific, but also include

broader changes in attentional strategies.

Taken together, these studies suggest that variation in early language experi-

ence in childhood has a lasting effect for how language is processed and learned.

One way to think about these findings is that adults who were exposed to an L2

early in life retained beneficial neural adaptations created by their early language

experience. These findings raise the question of the degree to which adults are

sensitive to L2 experience in the same way as children. Older behavioral research

examining age of acquisition in adult L2 learners suggested that the ability to learn

a second language in adulthood is very constrained, especially in the domains

of phonology (Flege, 2007; Iverson et al., 2003) and grammar (DeKeyser, 2000;

Johnson & Newport, 1989). These difficulties were interpreted as maturational

constraints for language learning (Lenneberg, 1967). Another major focus on

second language learning research has examined the way in which L1 and L2

feature overlap affects the ability to acquire the L2 (Iverson et al., 2003; Sabourin,

Stowe, & de Haan, 2006). While the L1 and age of acquisition are two important

factors that shape L2 learning, in this article we aim to identify additional factors

that contribute to variation in adult L2 learning outcomes in the domains of

phonetics and phonology.
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Recent research reveals that there is a great deal of variability in L2 learning

outcomes even among speakers in the same age group sharing the same L1. At

least some of these individual differences map onto structural brain differences.

Wong et al. (2008) investigated how anatomical differences in Heschl’s gyrus,

an area typically involved in non-linguistic auditory processing, relate to tone

learning in English monolinguals. In the study, English monolinguals were

scanned pre-test. They were then asked to learn an artificial lexicon combining

English phonology and three tones (rising, falling, level), and were tested on their

knowledge of the meanings of words. This study found that higher grey matter

density in the left Heschl’s gyrus predicted more successful learning of pitch. This

study highlights the individual differences in the brains of adult learners which

play a role in language learning. It is not enough to consider the native language

and age of acquisition to form a comprehensive account of language learning.

Neurocognitive and experiential individual differences may be just as important.

One of the cognitive skills that appears to be important for language learning

is cognitive control. Bartolotti, Marian, Schroeder, and Shook (2011) examined

Morse code learning outcomes in bilingual speakers of different languages. They

first introduced a Morse code sequence, followed by a second sequence that

conflicted with the first. They were able to introduce conflict by increasing the

duration of pauses, thereby changing the interpretation of the cues to word

boundaries. Results showed that individual differences in cognitive control only

predicted learning outcomes for high conflict sequences. These results suggest

that bilinguals may benefit from cognitive control when learning an L2 in a high

conflict scenario, when the conditions make it difficult to interpret the informa-

tion presented. The findings underscore that the cognitive profile of the speaker is

important to consider as well as how it may interact with the particular context of

learning.

Differences in the environment in which L2 learning occurs are also impor-

tant factors that shape language learning in adults. A recent study by Bice and

Kroll (2019) compared English monolinguals from two locations (Central Penn-

sylvania and Southern California) on their ability to learn Finnish vowel

harmony. The Southern California group had significantly more ambient foreign

language exposure than the Central Pennsylvania group due to differences in the

demographics of each location. Despite the differences in linguistic diversity, it is

very unlikely that either group was exposed to Finnish in their respective envi-

ronments. Although in behavior, the two groups did equally well on the gener-

alization of Finnish vowel harmony, Event Related Potentials (ERPs) revealed

differences in the way the two groups processed Finnish. The monolinguals from

Southern California were found to be sensitive to violations in Finnish Vowel

Harmony whereas the Central Pennsylvania group revealed no online sensitivity

Variation in language experience 95

© 2021. John Benjamins Publishing Company

All rights reserved



to the rule. These results suggest two important things. First, ambient language

exposure may benefit language learning even if the learner has not been exposed

to the same language being learned, similar to the way in which bilingually-

exposed infants are better able to distinguish two unfamiliar languages from

visual cues. In other words, mere language diversity may provide a richer environ-

ment for adults to learn an L2. It is tempting to speculate that ambient language

diversity may help adult learners to retain the openness to the sounds of new

languages found in bilingual infants.

These findings call for a revision of theoretical assumptions made about

second language learning. In this article, we have focused on reviewing literature

from phonetics and phonology, as these are domains in which there is ample

evidence that it is speech that reflects the earliest stages of language development,

as well as the enduring features of early language experience across the lifespan.

Traditional models of the development of speech perception assumed that the

native language is crucial for the way in which the L2 would be acquired (Kuhl,

1993; Kuhl et al., 2008). The studies reviewed here paint a much more complex

picture of the L2 learner. Exposure to multiple languages, even passive and even

discontinued, results in a set of neural and cognitive changes that go beyond

tuning to the native language. By studying these different language experiences,

we learn more about the brain plasticity in both children and adults. Although the

work on language learning begins to show that language experience and cogni-

tive skills are important individual differences, it is the literature on language

processing which more clearly illustrates the relation between language experi-

ence and cognitive adaptation. In the next section, we turn to the issue of how

individuals adapt their cognitive resources to the demands of their language envi-

ronment.

4. Multiple paths, one outcome: Individual differences in language

processing and cognitive control engagement

Individuals differ in how they employ cognitive and language abilities. A critical

issue in the study of language processing is the extent to which it draws from

domain-general resources (Nozari, 2018). While some studies suggest that

language processing is primarily determined by factors unique to the language

system (e.g. Acheson & Hagoort, 2014; Blank, Kanwisher, & Fedorenko, 2014;

Daneman & Carpenter, 1983; Engelhardt, Nigg, & Ferreira, 2017; Vuong &

Martin, 2014), others suggest that it engages control processes that are indepen-

dent of language (e.g. Boudewyn, Long, & Swaab, 2012; Engle & Kane, 2004; Hsu,

Kuchinsky, & Novick, 2021). Part of the issue may be that biological and cogni-
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tive systems possess the ability to develop different structural configurations that

achieve analogous functions (Edelman & Gally, 2001; Green, Crinion, & Price,

2006). On evolutionary grounds, this type of variation facilitates the adaptability

of systems to novel environments (Mason, Domínguez, Winter, & Grignolio,

2015). Thus, the engagement of specific processes for language will depend on

information content and on task and environmental demands (Hsu, Jaeggi, &

Novick, 2017; van den Heuvel & Sporns, 2013). Bilingualism is an ideal case

to explore this topic because the control networks that regulate behavior more

generally show adaptation to the demands of a second language (Abutalebi &

Green, 2007; Green & Kroll, 2019; Li, Legault, & Litcofsky, 2014) and may also

come to adapt to the contexts in which the two languages are used (Green &

Abutalebi, 2013; Green & Wei, 2016). In this section we examine a few recent

bilingual studies examining individual differences to illustrate how individuals are

capable of systematically exploiting multiple strategies when engaging cognitive

resources during language processing.

The idea that different structural arrangements can generate similar outputs

is evident in language itself: multiple linguistic forms can often be used to convey

equivalent meanings (Mason et al., 2015). For instance, we can refer to a quick

shower or a fast car to express the idea of motion with great speed (Goldberg,

2019), and choose between I gave her the ball or I gave the ball to her to convey

who did what to whom (Allen, Pereira, Botvinick, & Goldberg, 2012). Likewise,

bilinguals may come to exploit language processing in ways that differ from

monolinguals while still achieving similar outcomes. To further our under-

standing of this issue, we examine demanding aspects of language processing

that may rely on cognitive control engagement. For example, during comprehen-

sion, meanings are rapidly assigned to words and phrases as an utterance unfolds

(Altmann & Kamide, 1999; MacDonald, Pearlmutter, & Seidenberg, 1994),

however at times individuals generate incorrect predictions due to momentary

syntactic ambiguity (e.g. a headline from a online news article on CNET:

“Google’s computer might betters translation tool”) or due to biases induced

by the global semantic context (e.g. “The woman was born with a rare gift” as

opposed to “The woman was born with a rare disease”). In such cases, compre-

henders must quickly revise and recover from their initial predictions. What

factors allow individuals to recover from such prediction errors?

Recent studies suggest that individuals engage a combination of language-

related and domain-general resources to achieve language processing. For

example, Navarro-Torres, Garcia, Chidambaram, & Kroll (2019) conducted an

eye-tracking experiment with English monolinguals and bilinguals who spoke

L2 English to examine syntactic ambiguity in comprehension (e.g. by listening

to goal-directed sentences such as “Put the frog on the napkin onto the box”
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while dragging the corresponding objects on a computer screen). The authors

used a cross-task adaptation paradigm that interleaved Stroop sequences with

the sentence comprehension task, allowing them to measure how Stroop-related

conflict affected recovery from syntactic ambiguity on a trial-by-trial basis. In

general, eye-movement results replicated previous work with monolinguals (Hsu

& Novick, 2016) and yielded comparable group performance: comprehension of

ambiguous sentences improved (i.e. increased looks to the correct target “box”

and decreased looks to the incorrect target “napkin”) when preceded by Stroop-

incongruent sequences, suggesting that, for both groups, the control mechanisms

engaged in the Stroop task are also engaged during sentence comprehension.

However, decreased looks to the incorrect target emerged earlier for bilinguals,

suggesting that they disengaged incorrect interpretations more proactively.

Perhaps more telling were the individual difference analyses on working

memory ability, which revealed different patterns of association with eye-

movements for each group. In the case of monolinguals, better working memory

ability predicted decreased looks to the incorrect target (e.g. the napkin). This

effect was true for both ambiguous and control (unambiguous) sentences,

suggesting that working memory was capturing effects primarily related to cumu-

lative linguistic experience (i.e. increased language practice improves processing

more generally, thus improving working memory), and not necessarily control

processes per se. However, for bilinguals, the opposite effect was true: better

working memory was associated with increased looks to the incorrect target.

Unlike monolinguals, this pattern of association was specific to ambiguous

sentences, suggesting that high working memory bilinguals were better able to

actively generate and maintain the incorrect-goal interpretation. These bilinguals

would therefore be more susceptible to interference when revising that interpre-

tation, but would also be better suited to engage cognitive control in the recovery

process. More generally, the effects of working memory in monolinguals and

bilinguals illustrate how the same measure can tap into both language-related and

domain-general processes, though the extent to which one domain is emphasized

over the other will depend on language experience.

What about instances where both language-related and domain-general

resources are manifested within the same group of people? For bilinguals, the

language system is fundamentally nonselective, and the neural tissues supporting

L1 and L2 processing are largely the same (Perani & Abutalebi, 2005). Yet, bilin-

guals typically function in one language most of the time, even in the case of

highly proficient bilinguals who habitually engage in codeswitching, the seamless

alternation between two languages within an utterance (Beatty-Martínez,

Navarro-Torres, & Dussias, 2020a). Bilinguals must therefore rely on a combina-

tion of language regulatory and domain-general processes to manage and segre-
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gate the co-activation of the two languages. Evidence for this regulatory process

comes from studies showing that speech in the L1 is disrupted after speaking in

the weaker L2 (Guo et al., 2011; Misra et al., 2012; Rossi, Newman, Kroll, & Diaz,

2018; van Assche et al., 2013). One possibility is that extensive experience regu-

lating the dominant L1 allows bilinguals to attain high proficiency in both their

languages.

Zirnstein, Van Hell, and Kroll (2018) tested this hypothesis by examining

the engagement of prediction mechanisms during sentence comprehension in

a group of English monolinguals and proficient Mandarin-English bilinguals

with L2 English. The authors measured ERP responses while participants read

sentences in English containing a target word that was either highly expected

(e.g. “After their meal, they forgot to leave a tip for the waitress”) or unexpected

(e.g. “After their meal, they forgot to leave a ten for the waitress”). Group results

showed that, whereas monolinguals generated an N400 for expected words

(reflecting lexical-semantic facilitation) and a late positivity for unexpected words

(reflecting a recovery process from prediction errors), bilinguals only produced

the N400.

At first glance, one would be tempted to conclude that the Mandarin-English

bilinguals in this study, by virtue of reading sentences in the L2, were incapable of

generating predictions for unexpected words. However, Zirnstein and colleagues

conducted a series of individual differences analyses examining domain-general

control (indexed by the AX Continuous Performance Task (AX-CPT), a measure

of proactive and reactive control) and language regulation ability (indexed by

a semantic verbal fluency task) to identify the cognitive processes that enabled

participants to engage prediction mechanisms. These results revealed a much

richer picture: both groups recruited control to recover from prediction costs,

with better control predicting a reduction in the late positivity. However, for

bilinguals, the positivity was also modulated by L1 semantic fluency, but in the

opposite direction: increased semantic fluency in Mandarin related to a larger

positivity, suggesting that those with high L1 regulation ability were able to

generate predictions errors like the monolinguals. Notably, the effects of control

and L1 fluency were not independent from one another, as revealed by an inter-

action between the two measures. There are several important observations to

make here. First, the results suggest that L1 regulation involves the recruitment of

language-specific and domain-general resources, both of which may be partially

dependent, but separate from one another. Second, the fact that verbal fluency

mediated prediction abilities during reading suggests that production and

comprehension must rely on overlapping processes (Humphreys & Gennari,

2014). Finally, if we had only examined monolinguals, or only asked whether

bilinguals are able to generate predictions in the L2, we might have come to
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different conclusions regarding the nature of ERP effects or differences between

L1 and L2 speakers.

A key commonality between the two studies reviewed above is that both

bilingual groups grew up in an L1 environment, but were immersed in an L2

(English) environment at the time of testing (Edinburgh, Scotland in Navarro-

Torres et al. 2019; Pennsylvania, US in Zirnstein et al. 2018). As mentioned previ-

ously, the evidence suggests that L2 immersion reduces the accessibility of the

L1 in advanced learners (Baus et al., 2013; Linck et al., 2009), suggesting that L1

regulation is key for learners to develop high L2 proficiency. It is possible that

L2 immersion also affects proficient bilinguals by increasing the demands on L1

regulation, thus triggering a greater need for domain-general control processes.

In this sense, L2 immersion may explain why the Navarro-Torres et al. (2019)

study found differences in how bilinguals recruited cognitive control and working

memory resources when disengaging incorrect interpretations, and may also

explain the interaction between L1 fluency and control reported by Zirnstein et al.

(2018). If that is correct, in what ways would these control processes adapt? To

explore this question, we turn to Beatty-Martínez et al. (2020b).

Beatty-Martínez and colleagues examined lexical access (using a picture

naming task) and cognitive control (using the AX-CPT) in three groups of highly

proficient Spanish-English bilinguals who reside in different locations (Granada,

Spain; San Juan, Puerto Rico; Pennsylvania, US), each with unique language

environments. In the Spain group, individuals live in a context where Spanish

is the predominant language across most social contexts and English is spoken

as the L2. These individuals have little to no code-switching experience, and the

languages are usually kept separate. Participants of the Puerto Rico group live

in an environment where there are greater opportunities to use and hear both

languages. Unlike the first group, these individuals habitually engage in code-

switching, and are part of a community where using both languages opportunisti-

cally is an established form of communication. The Pennsylvania group included

bilinguals who grew up in Spanish-speaking environments where code-switching

was also prevalent, but were immersed in an L2 (English) environment at the time

of testing, unlike the other two groups. Rather than focusing on group compar-

isons, the authors conducted a series of individual difference analyses to examine

how different cognitive control strategies (i.e. proactive vs. reactive control), as

measured by the AX-CPT, related to picture naming performance in each group.

Although naming accuracy was high across the three groups, individual

difference analyses revealed different patterns of association between picture

naming performance and the AX-CPT. For bilinguals in Spain, those with

increased reactive control tendencies tended to perform better on the picture

naming. Since conversational exchanges in this context typically involve Spanish,
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its usage may become highly predictable. Thus, these bilinguals may reactively

adjust to the less-predictable instances where English is encountered, allowing

them to detect and resolve cross-language interference as needed. In the case of

bilinguals in Puerto Rico, no reliable patterns of association emerged between

cognitive control and naming performance. One possible interpretation for the

null results is that these individuals live in an environment that allows the explo-

ration of the two languages opportunistically (see Beatty-Martínez et al., 2020a

for an illustration), thus minimizing the need to rely on cognitive control to

engage language regulation. Does this also apply to the Pennsylvania bilinguals,

who also came from code-switching communities like those in Puerto Rico? In

this group, the association was opposite to the one found in Spain: bilinguals

who had greater proactive control tendencies showed better naming performance.

Since the critical difference between the Puerto Rico and Pennsylvania groups

was the L2 immersion experience, the authors concluded that it was the latter

variable, and not code-switching experience per se, that created greater relevance

for proactive control. Arguably, the Pennsylvania group has to carefully monitor

when to use Spanish, since these bilinguals are no longer in an environment

that globally supports Spanish. This result closely patterns with the one reported

in Gullifer et al. (2018), who found that high-entropy bilinguals (who have high

diversity in using multiple languages across social contexts) were more likely to

show greater proactive control tendencies, and were also more likely to engage

brain regions associated with monitoring and goal-maintenance processes. There-

fore, contexts that yield a high degree of uncertainty and increase interactional

costs (be it L2 immersion or high entropy environments) may require a shift to

using proactive control.

5. Conclusion

Through the lens of bilingualism, we argue that variation in language experience,

which was traditionally seen as a deviation from normative behavior, is in fact a

central and illuminating source of psycholinguistic evidence. In the past, bilin-

guals were viewed as a complication to standard research approaches, adding

unwanted noise. We now know that the native language is not a rock of stability as

once thought, that across learning and development there are effects of language

experience and sensitivity to the context in which languages are used, and that

bilingualism itself is not a categorical variable (Luk & Bialystok, 2013). This view

requires that we not only revisit assumptions about the native language and

monolingualism, but that we revise our views about second language learning and

bilingualism. The focus on variation makes clear that considering only language
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proficiency or language dominance fails to capture the scope of the factors that

determine language performance. At the same time, the new research places

language in a social context in which the networks that are defined by human

interaction and culture also shape the ways that languages are learned and

processed. We propose here that this is a far cry from adding noise. Instead, it is

embedding language in the rich context in which it is experienced and bringing

that experience to the models and metaphors that guide our research. As we go

forward, we need to embrace the complexity revealed by variation in language

experience. Unlike noise, it is a regular expression of the impressive ways that

language, cognition, and social existence converge.

Funding

The writing of this paper was supported in part by NSF Grant OISE-1545900 to J. F. Kroll, NSF

Grant BCS-1946051 to J.F. Kroll and C. Navarro-Torres, NIH Fellowship F31-HD098783 to C.

Navarro-Torres, and a Dingwall Dissertation Fellowship to A. Takahesu Tabori.

Acknowledgements

We thank Bernard Tranel for translating the abstract into French. Correspondence concerning

this paper should be addressed to Judith F. Kroll, Department of Language Science, University

of California, Irvine, CA 92697-5100 USA. Email may be sent to judith.kroll@uci.edu.

References

Abutalebi, J., & Green, D. (2007). Bilingual language production: The neurocognition of

language representation and control. Journal of Neurolinguistics, 20(3), 242–275.

https://doi.org/./j.jneuroling...

Acheson, D. J., & Hagoort, P. (2014). Twisting tongues to test for conflict-monitoring in speech

production. Frontiers in Human Neuroscience, 8, 206.

https://doi.org/./fnhum..

Allen, K., Pereira, F., Botvinick, M., & Goldberg, A.E. (2012). Distinguishing grammatical

constructions with fMRI pattern analysis. Brain and Language, 123(3), 174–182.

https://doi.org/./j.bandl...

Altmann, G.T.M., & Kamide, Y. (1999). Incremental interpretation at verbs: Restricting the

domain of subsequent reference. Cognition, 73(3), 247–264.

https://doi.org/./S‑()‑

American Academy of Arts and Sciences. (2017). America’s languages: Investing in language

education for the 21st century. Cambridge, MA: American Academy of Arts and Sciences.

Au, T.K., Knightly, L.M., Jun, S.-A., & Oh, J. S. (2002). Overhearing a language during

childhood. Psychological Science, 13(3), 238–243. https://doi.org/./‑.

102 Judith F. Kroll et al.

© 2021. John Benjamins Publishing Company

All rights reserved

https://doi.org/10.1016%2Fj.jneuroling.2006.10.003
https://doi.org/10.3389%2Ffnhum.2014.00206
https://doi.org/10.1016%2Fj.bandl.2012.08.005
https://doi.org/10.1016%2FS0010-0277%2899%2900059-1
https://doi.org/10.1111%2F1467-9280.00444


Bartolotti, J., Marian, V., Schroeder, S., & Shook, A. (2011). Bilingualism and inhibitory control

influence statistical learning of novel word forms. Frontiers in Psychology, 2, 324.

https://doi.org/./fpsyg..

Baum, S., & Titone, D. (2014). Moving toward a neuroplasticity view of bilingualism, executive

control, and aging. Applied Psycholinguistics, 35(5), 857–894.

https://doi.org/./S

Baus, C., Costa, A., & Carreiras, M. (2013). On the effects of second language immersion on

first language production. Acta Psychologica, 142(3), 402–409.

https://doi.org/./j.actpsy...

Beatty-Martínez, A.L., Navarro-Torres, C.A., & Dussias, P.E. (2020a). Codes-witching: A

bilingual toolkit for opportunistic speech planning. Frontiers in Psychology, 11, 1699.

https://doi.org/./fpsyg..

Beatty-Martínez, A.L., Navarro-Torres, C.A., Dussias, P.E., Bajo, M. T.,

Guzzardo-Tamargo, R., & Kroll, J.F. (2020b). Interactional context mediates the

consequences of bilingualism for language and cognition. Journal of Experimental

Psychology: Learning, Memory, and Cognition, 46, 1022–1047.

https://doi.org/./xlm

Bialystok, E. (2017). The bilingual adaptation: How minds accommodate experience.

Psychological Bulletin, 143(3), 233–262. https://doi.org/./bul

Bialystok, E., & Kroll, J.F. (2017). The neurobiology of language: Looking beyond

monolinguals. A special issue of Biolinguistics celebrating the 50-year anniversary of Eric

Lenneberg’s Biological foundations of language. Biolinguistics, 11, 339–352.

Bice, K., & Kroll, J.F. (2015). Native language change during early stages of second language

learning. NeuroReport, 26(16), 966–971. https://doi.org/./WNR.

Bice, K., & Kroll, J.F. (2019). English only? Monolinguals in linguistically diverse contexts have

an edge in language learning. Brain and Language, 196, 104644.

https://doi.org/./j.bandl..

Birdsong, D. (2018). Plasticity, variability and age in second language acquisition and

bilingualism. Frontiers in Psychology, 9, 81. https://doi.org/./fpsyg..

Blank, I., Kanwisher, N., & Fedorenko, E. (2014). A functional dissociation between language

and multiple-demand systems revealed in patterns of BOLD signal fluctuations. Journal

of Neurophysiology, 112(5), 1105–1118. https://doi.org/./jn..

Bogulski, C. A., Bice, K., & Kroll, J. F. (2019). Bilingualism as a desirable difficulty: Advantages

in word learning depend on regulation of the dominant language. Bilingualism: Language

and Cognition, 22(5), 1052–1067. https://doi.org/./S

Boudewyn, M. A., Long, D.L., & Swaab, T.Y. (2012). Cognitive control influences the use of

meaning relations during spoken sentence comprehension. Neuropsychologia, 50(11),

2659–2668. https://doi.org/./j.neuropsychologia...

Chang, C. B. (2013). A novelty effect in phonetic drift of the native language. Journal of

Phonetics, 41(6), 520–533. https://doi.org/./j.wocn...

Daneman, M., & Carpenter, P.A. (1983). Individual differences in integrating information

between and within sentences. Journal of Experimental Psychology: Learning, Memory,

and Cognition, 9(4), 561–584.

Declerck, M. (2020). What about proactive language control? Psychonomic Bulletin & Review,

27(1), 24–35. https://doi.org/./s‑‑‑

Variation in language experience 103

© 2021. John Benjamins Publishing Company

All rights reserved

https://doi.org/10.3389%2Ffpsyg.2011.00324
https://doi.org/10.1017%2FS0142716414000174
https://doi.org/10.1016%2Fj.actpsy.2013.01.010
https://doi.org/10.3389%2Ffpsyg.2020.01699
https://doi.org/10.1037%2Fxlm0000770
https://doi.org/10.1037%2Fbul0000099
https://doi.org/10.1097%2FWNR.0000000000000453
https://doi.org/10.1016%2Fj.bandl.2019.104644
https://doi.org/10.3389%2Ffpsyg.2018.00081
https://doi.org/10.1152%2Fjn.00884.2013
https://doi.org/10.1017%2FS1366728918000858
https://doi.org/10.1016%2Fj.neuropsychologia.2012.07.019
https://doi.org/10.1016%2Fj.wocn.2013.09.006
https://doi.org/10.3758%2Fs13423-019-01654-1


Declerck, M., & Philipp, A.M. (2015). A review of control processes and their locus in

language switching. Psychonomic Bulletin & Review, 22(6), 1630–1645.

https://doi.org/./s‑‑‑

DeKeyser, R. M. (2000). The robustness of critical period effects in second language

acquisition. Studies in Second Language Acquisition, 22(4), 499–533.

https://doi.org/./S

Dijkstra, T., van Jaarsveld, H., & Brinke, S. T. (1998). Interlingual homograph recognition:

Effects of task demands and language intermixing. Bilingualism: Language and Cognition,

1(1), 51–66. https://doi.org/./S

Dussias, P.E., & Sagarra, N. (2007). The effect of exposure on syntactic parsing in Spanish-

English bilinguals. Bilingualism: Language and Cognition, 10(1), 101–116.

https://doi.org/./S

Edelman, G.M., & Gally, J.A. (2001). Degeneracy and complexity in biological systems.

Proceedings of the National Academy of Sciences, 98(24), 13763.

https://doi.org/./pnas.

Engelhardt, P.E., Nigg, J.T., & Ferreira, F. (2017). Executive function and intelligence in the

resolution of temporary syntactic ambiguity: An individual differences investigation.

Quarterly Journal of Experimental Psychology, 70(7), 1263–1281.

https://doi.org/./..

Engle, R. W., & Kane, M. J. (2004). Executive attention, working memory capacity, and a two-

factor theory of cognitive control. In B.H. Ross (Ed.), The psychology of learning and

motivation: Advances in research and theory, Vol. 44 (p. 145–199). Elsevier Science.

Ferjan Ramírez, N., Ramírez, R.R., Clarke, M., Taulu, S., & Kuhl, P.K. (2017). Speech

discrimination in 11-month-old bilingual and monolingual infants: A

magnetoencephalography study. Developmental Science, 20(1), e12427.

https://doi.org/./desc.

Flege, J.E. (2007). Language contact in bilingualism: Phonetic system interactions. In

Hualde, J. I. & Cole, J. (Eds.), Laboratory phonology (Vol. 9, pp. 353–382). Berlin, New-

York: Mouton de Gruyter.

Flege, J.E., Yeni-Komshian, G. H., & Liu, S. (1999). Age constraints on second-language

acquisition. Journal of Memory and Language, 41(1), 78–104.

https://doi.org/./jmla..

Fricke, M., Zirnstein, M., Navarro-Torres, C., & Kroll, J. F. (2019). Bilingualism reveals

fundamental variation in language processing. Bilingualism: Language and Cognition,

22(1), 200–207. https://doi.org/./S

Goldberg, A.E. (2019). Explain me this: Creativity, competition, and the partial productivity of

constructions. Princeton: Princeton University Press.

Green, D.W. (1998). Mental control of the bilingual lexico-semantic system. Bilingualism:

Language and Cognition, 1(2), 67–81. https://doi.org/./S

Green, D.W., & Abutalebi, J. (2013). Language control in bilinguals: The adaptive control

hypothesis. Journal of Cognitive Psychology, 25(5), 515–530.

https://doi.org/./..

Green, D.W., Crinion, J., & Price, C. J. (2006). Convergence, degeneracy, and control.

Language Learning, 56(s1), 99–125. https://doi.org/./j.‑...x

Green, D.W., & Kroll, J.F. (2019). The neurolinguistics of bilingualism. In G. de Zubicaray &

N. Schiller (Eds.), Oxford handbook of neurolinguistics. New York: Oxford University

Press.

104 Judith F. Kroll et al.

© 2021. John Benjamins Publishing Company

All rights reserved

https://doi.org/10.3758%2Fs13423-015-0836-1
https://doi.org/10.1017%2FS0272263100004022
https://doi.org/10.1017%2FS1366728998000121
https://doi.org/10.1017%2FS1366728906002847
https://doi.org/10.1073%2Fpnas.231499798
https://doi.org/10.1080%2F17470218.2016.1178785
https://doi.org/10.1111%2Fdesc.12427
https://doi.org/10.1006%2Fjmla.1999.2638
https://doi.org/10.1017%2FS1366728918000482
https://doi.org/10.1017%2FS1366728998000133
https://doi.org/10.1080%2F20445911.2013.796377
https://doi.org/10.1111%2Fj.1467-9922.2006.00357.x


Green, D.W., & Wei, L. (2016). Code-switching and language control. Bilingualism: Language

and Cognition, 19(5), 883–884. https://doi.org/./S

Grosjean, F. (1989). Neurolinguists, beware! The bilingual is not two monolinguals in one

person. Bilingualism and Neurolinguistics, 36(1), 3–15.

https://doi.org/./‑X()‑

Gullifer, J.W., Chai, X. J., Whitford, V., Pivneva, I., Baum, S., Klein, D., & Titone, D. (2018).

Bilingual experience and resting-state brain connectivity: Impacts of L2 age of acquisition

and social diversity of language use on control networks. Neuropsychologia, 117, 123–134.

https://doi.org/./j.neuropsychologia...

Guo, T., Liu, H., Misra, M., & Kroll, J.F. (2011). Local and global inhibition in bilingual word

production: fMRI evidence from Chinese-English bilinguals. NeuroImage, 56(4),

2300–2309. https://doi.org/./j.neuroimage...

Hahn, M., Jurafsky, D., & Futrell, R. (2020). Universals of word order reflect optimization of

grammars for efficient communication. Proceedings of the National Academy of Sciences,

117(5), 2347. https://doi.org/./pnas.

Hirosh, Z., & Degani, T. (2018). Direct and indirect effects of multilingualism on novel

language learning: An integrative review. Psychonomic Bulletin & Review, 25(3), 892–916.

https://doi.org/./s‑‑‑

Hoshino, N., & Kroll, J. F. (2008). Cognate effects in picture naming: does cross-language

activation survive a change of script? Cognition, 106(1), 501–511.

https://doi.org/./j.cognition...

Hsu, N.S., Jaeggi, S. M., & Novick, J.M. (2017). A common neural hub resolves syntactic and

non-syntactic conflict through cooperation with task-specific networks. Brain and

Language, 166, 63–77. https://doi.org/./j.bandl...

Hsu, N.S., Kuchinsky, S. E., & Novick, J.M. (2021). Direct impact of cognitive control on

sentence processing and comprehension. Language, Cognition and Neuroscience, 36(2),

211–239. https://doi.org/./..

Hsu, N.S., & Novick, J.M. (2016). Dynamic engagement of cognitive control modulates

recovery from misinterpretation during real-time language processing. Psychological

Science, 27(4), 572–582. https://doi.org/./

Humphreys, G. F., & Gennari, S. P. (2014). Competitive mechanisms in sentence processing:

Common and distinct production and reading comprehension networks linked to the

prefrontal cortex. NeuroImage, 84, 354–366. https://doi.org/./j.neuroimage...

Iverson, P., Kuhl, P. K., Akahane-Yamada, R., Diesch, E., Tohkura, Y., Kettermann, A., &

Siebert, C. (2003). A perceptual interference account of acquisition difficulties for non-

native phonemes. Cognition, 87(1), B47–B57. https://doi.org/./S‑()‑

Jacobs, A., Fricke, M., & Kroll, J.F. (2016). Cross-language activation begins during speech

planning and extends into second language speech. Language Learning, 66(2), 324–353.

https://doi.org/./lang.

Johnson, J. S., & Newport, E. L. (1989). Critical period effects in second language learning: The

influence of maturational state on the acquisition of English as a second language.

Cognitive Psychology, 21(1), 60–99. https://doi.org/./‑()‑

Kaushanskaya, M., & Marian, V. (2009). The bilingual advantage in novel word learning.

Psychonomic Bulletin & Review, 16(4), 705–710. https://doi.org/./PBR...

Kroll, J.F., Dussias, P. E., Bice, K., & Perrotti, L. (2015). Bilingualism, mind, and brain. Annual

Review of Linguistics, 1(1), 377–394. https://doi.org/./annurev‑linguist‑‑

Variation in language experience 105

© 2021. John Benjamins Publishing Company

All rights reserved

https://doi.org/10.1017%2FS1366728916000018
https://doi.org/10.1016%2F0093-934X%2889%2990048-5
https://doi.org/10.1016%2Fj.neuropsychologia.2018.04.037
https://doi.org/10.1016%2Fj.neuroimage.2011.03.049
https://doi.org/10.1073%2Fpnas.1910923117
https://doi.org/10.3758%2Fs13423-017-1315-7
https://doi.org/10.1016%2Fj.cognition.2007.02.001
https://doi.org/10.1016%2Fj.bandl.2016.12.006
https://doi.org/10.1080%2F23273798.2020.1836379
https://doi.org/10.1177%2F0956797615625223
https://doi.org/10.1016%2Fj.neuroimage.2013.08.059
https://doi.org/10.1016%2FS0010-0277%2802%2900198-1
https://doi.org/10.1111%2Flang.12148
https://doi.org/10.1016%2F0010-0285%2889%2990003-0
https://doi.org/10.3758%2FPBR.16.4.705
https://doi.org/10.1146%2Fannurev-linguist-030514-124937


Kroll, J.F., Michael, E., Tokowicz, N., & Dufour, R. (2002). The development of lexical fluency

in a second language. Second Language Research, 18(2), 137–171.

https://doi.org/./sroa

Kroll, J.F., Takahesu Tabori, A., & Mech, E. (2017). Beyond typical learning: Variation in

language experience as a lens to the developing mind. Applied Psycholinguistics, 38(6),

1336–1340. https://doi.org/./S

Kroll, J.F., & Tokowicz, N. (2005). Models of bilingual representation and processing. In

J.F. Kroll & A.M.B. De Groot (Eds.), Handbook of bilingualism: Psycholinguistic

approaches (pp. 531–553). New York: Oxford University Press.

Kuhl, P.K. (1993). Innate predispositions and the effects of experience in speech perception:

The native language magnet theory. In B. de Boysson-Bardies, S. de Schonen, P. Jusczyk,

P. McNeilage, & J. Morton (Eds.), Developmental neurocognition: Speech and face

processing in the first year of life (pp. 259–274). Dordrecht: Springer.

https://doi.org/./‑‑‑‑_

Kuhl, P.K. (2004). Early language acquisition: Cracking the speech code. Nature Reviews

Neuroscience, 5(11), 831–843. https://doi.org/./nrn

Kuhl, P.K., Conboy, B. T., Coffey-Corina, S., Padden, D., Rivera-Gaxiola, M., & Nelson, T.

(2008). Phonetic learning as a pathway to language: New data and native language

magnet theory expanded (NLM-e). Philosophical Transactions of the Royal Society B:

Biological Sciences, 363(1493), 979–1000. https://doi.org/./rstb..

Kuhl, P.K., Stevens, E., Hayashi, A., Deguchi, T., Kiritani, S., & Iverson, P. (2006). Infants show

a facilitation effect for native language phonetic perception between 6 and 12 months.

Developmental Science, 9(2), F13–F21. https://doi.org/./j.‑...x

Kuhl, P., Williams, K., Lacerda, F., Stevens, K., & Lindblom, B. (1992). Linguistic experience

alters phonetic perception in infants by 6 months of age. Science, 255(5044), 606.

https://doi.org/./science.

Lenneberg, E.H. (1967). The biological foundations of language. Hospital Practice, 2(12),

59–67. https://doi.org/./..

Li, P., Legault, J., & Litcofsky, K.A. (2014). Neuroplasticity as a function of second language

learning: Anatomical changes in the human brain. Cortex, 58, 301–324.

https://doi.org/./j.cortex...

Linck, J.A., Kroll, J.F., & Sunderman, G. (2009). Losing access to the native language while

immersed in a second language: Evidence for the role of inhibition in second-language

learning. Psychological Science, 20(12), 1507–1515.

https://doi.org/./j.‑...x

Luk, G., & Bialystok, E. (2013). Bilingualism is not a categorical variable: Interaction between

language proficiency and usage. Journal of Cognitive Psychology, 25(5), 605–621.

https://doi.org/./..

MacWhinney, B. (2005). A unified model of language acquisition. In J.F. Kroll &

A.M.B. De Groot (Eds.), Handbook of bilingualism: Psycholinguistic approaches (pp.

49–67). New York: Oxford University Press.

MacDonald, M. C., Pearlmutter, N. J., & Seidenberg, M.S. (1994). The lexical nature of

syntactic ambiguity resolution. Psychological Review, 101(4), 676–703.

https://doi.org/./‑X...

Marian, V., & Sprivey, M. (2003). Competing activation in bilingual language processing:

Within- and between-language competition. Bilingualism: Language and Cognition, 6(2),

97–115. https://doi.org/./S

106 Judith F. Kroll et al.

© 2021. John Benjamins Publishing Company

All rights reserved

https://doi.org/10.1191%2F0267658302sr201oa
https://doi.org/10.1017%2FS0142716417000315
https://doi.org/10.1007%2F978-94-015-8234-6_22
https://doi.org/10.1038%2Fnrn1533
https://doi.org/10.1098%2Frstb.2007.2154
https://doi.org/10.1111%2Fj.1467-7687.2006.00468.x
https://doi.org/10.1126%2Fscience.1736364
https://doi.org/10.1080%2F21548331.1967.11707799
https://doi.org/10.1016%2Fj.cortex.2014.05.001
https://doi.org/10.1111%2Fj.1467-9280.2009.02480.x
https://doi.org/10.1080%2F20445911.2013.795574
https://doi.org/10.1037%2F0033-295X.101.4.676
https://doi.org/10.1017%2FS1366728903001068


Mason, P. H., Domínguez, D. J.F., Winter, B., & Grignolio, A. (2015). Hidden in plain view:

Degeneracy in complex systems. Biosystems, 128, 1–8.

https://doi.org/./j.biosystems...

McLaughlin, J., Osterhout, L., & Kim, A. (2004). Neural correlates of second-language word

learning: Minimal instruction produces rapid change. Nature Neuroscience, 7(7),

703–704. https://doi.org/./nn

Meuter, R.F. I., & Allport, A. (1999). Bilingual language switching in naming: Asymmetrical

costs of language selection. Journal of Memory and Language, 40(1), 25–40.

https://doi.org/./jmla..

Midgley, K. J., Holcomb, P. J., & Grainger, J. (2011). Effects of cognate status on word

comprehension in second language learners: An ERP investigation. Journal of Cognitive

Neuroscience, 23(7), 1634–1647. https://doi.org/./jocn..

Misra, M., Guo, T., Bobb, S. C., & Kroll, J. F. (2012). When bilinguals choose a single word to

speak: Electrophysiological evidence for inhibition of the native language. Journal of

Memory and Language, 67(1), 224–237. https://doi.org/./j.jml...

Morford, J.P., Wilkinson, E., Villwock, A., Piñar, P., & Kroll, J. F. (2011). When deaf signers read

English: Do written words activate their sign translations? Cognition, 118(2), 286–292.

https://doi.org/./j.cognition...

Navarro-Torres, C.A., Garcia, D.L., Chidambaram, V., & Kroll, J.F. (2019). Cognitive control

facilitates attentional disengagement during second language comprehension. Brain

Sciences, 9(5), 95. https://doi.org/./brainsci

Nozari, N. (2018). How special is language production? Perspectives from monitoring and

control. In K.D. Federmeier & D.G. Watson (Eds.), Psychology of learning and

motivation (Vol. 68, pp. 179–213). Cambridge: Academic Press.

https://doi.org/./bs.plm...

Perani, D., & Abutalebi, J. (2005). The neural basis of first and second language processing.

Cognitive Neuroscience, 15(2), 202–206. https://doi.org/./j.conb...

Petitto, L.A., Berens, M.S., Kovelman, I., Dubins, M. H., Jasinska, K., & Shalinsky, M. (2012).

The “Perceptual Wedge Hypothesis” as the basis for bilingual babies’ phonetic processing

advantage: New insights from fNIRS brain imaging. Brain and Language, 121(2), 130–143.

https://doi.org/./j.bandl...

Pienemann, M., Di Biase, B., Kawaguchi, S., & Håkansson, G. (2005). Processing constraints

on L1 transfer. In J.F. Kroll & A.M.B. De Groot (Eds.), Handbook of bilingualism:

Psycholinguistic approaches (pp. 128–153). New York: Oxford University Press.

Pierce, L. J., Chen, J.-K., Delcenserie, A., Genesee, F., & Klein, D. (2015). Past experience shapes

ongoing neural patterns for language. Nature Communications, 6(1), 10073.

https://doi.org/./ncomms

Pierce, L. J., Klein, D., Chen, J.K., Delcenserie, A., & Genesee, F. (2014). Mapping the

unconscious maintenance of a lost first language. Proceedings of the National Academy of

Sciences, 111(48), 17314-17319.

Pons, F., Bosch, L., & Lewkowicz, D. J. (2015). Bilingualism modulates infants’ selective

attention to the mouth of a talking face. Psychological Science, 26(4), 490–498.

https://doi.org/./

Rossi, E., Newman, S., Kroll, J.F., & Diaz, M. T. (2018). Neural signatures of inhibitory control

in bilingual spoken production. Cortex, 108, 50–66.

https://doi.org/./j.cortex...

Variation in language experience 107

© 2021. John Benjamins Publishing Company

All rights reserved

https://doi.org/10.1016%2Fj.biosystems.2014.12.003
https://doi.org/10.1038%2Fnn1264
https://doi.org/10.1006%2Fjmla.1998.2602
https://doi.org/10.1162%2Fjocn.2010.21463
https://doi.org/10.1016%2Fj.jml.2012.05.001
https://doi.org/10.1016%2Fj.cognition.2010.11.006
https://doi.org/10.3390%2Fbrainsci9050095
https://doi.org/10.1016%2Fbs.plm.2018.08.006
https://doi.org/10.1016%2Fj.conb.2005.03.007
https://doi.org/10.1016%2Fj.bandl.2011.05.003
https://doi.org/10.1038%2Fncomms10073
https://doi.org/10.1177%2F0956797614568320
https://doi.org/10.1016%2Fj.cortex.2018.07.009


Sabourin, L., Stowe, L.A., & de Haan, G. J. (2006). Transfer effects in learning a second

language grammatical gender system. Second Language Research, 22(1), 1–29.

https://doi.org/./sroa

Schmid, M.S. (2010). Languages at play: The relevance of L1 attrition to the study of

bilingualism. Bilingualism: Language and Cognition, 13(1), 1–7.

https://doi.org/./S

Schwartz, A. I., Kroll, J.F., & Diaz, M. (2007). Reading words in Spanish and English: Mapping

orthography to phonology in two languages. Language and Cognitive Processes, 22(1),

106–129. https://doi.org/./

Scontras, G., Fuchs, Z., & Polinsky, M. (2015). Heritage language and linguistic theory.

Frontiers in Psychology, 6, 1545. https://doi.org/./fpsyg..

Sebastián-Gallés, N., Albareda-Castellot, B., Weikum, W.M., & Werker, J.F. (2012). A bilingual

advantage in visual language discrimination in infancy. Psychological Science, 23(9),

994–999. https://doi.org/./

Stasenko, A., Hays, C., Wierenga, C.E., & Gollan, T. H. (2020). Cognitive control regions are

recruited in bilinguals’ silent reading of mixed-language paragraphs. Brain and Language,

204, 104754. https://doi.org/./j.bandl..

Weikum, W. M., Vouloumanos, A., Navarra, J., Soto-Faraco, S., Sebastián-Gallés, N., &

Werker, J.F. (2007). Visual language discrimination in infancy. Science, 316(5828), 1159.

https://doi.org/./science.

Werker, J.F., & Tees, R.C. (1984). Cross-language speech perception: Evidence for perceptual

reorganization during the first year of life. Infant Behavior and Development, 7(1), 49–63.

https://doi.org/./S‑()‑

Wong, P. C.M., Warrier, C.M., Penhune, V.B., Roy, A. K., Sadehh, A., Parrish, T.B., &

Zatorre, R. J. (2008). Volume of left Heschl’s gyrus and linguistic pitch learning. Cerebral

Cortex, 18(4), 828–836. https://doi.org/./cercor/bhm

van Assche, E., Duyck, W., & Gollan, T.H. (2013). Whole-language and item-specific control in

bilingual language production. Journal of Experimental Psychology: Learning, Memory,

and Cognition, 39(6), 1781–1792. https://doi.org/./a

van den Heuvel, M.P., & Sporns, O. (2013). Network hubs in the human brain. Special Issue:

The Connectome, 17(12), 683–696. https://doi.org/./j.tics...

van hell, J.G., & Dijkstra, T. (2002). Foreign language knowledge can influence native language

performance in exclusively native contexts. Psychonomic Bulletin & Review, 9(4),

780–789. https://doi.org/./BF

Vuong, L.C., & Martin, R.C. (2014). Domain-specific executive control and the revision of

misinterpretations in sentence comprehension. Language, Cognition and Neuroscience,

29(3), 312–325. https://doi.org/./..

Zirnstein, M., Bice, K., & Kroll, J.F. (2019). Variation in language experience shapes the

consequences of bilingualism. In I.A. Sekerina, L. Spradlin, & V.V. Valian (Eds.),

Bilingualism and executive function: An interdisciplinary approach (pp. 35–48).

Amsterdam, NL: John Benjamins Publishers. https://doi.org/./sibil..zir

Zirnstein, M., van Hell, J.G., & Kroll, J.F. (2018). Cognitive control ability mediates prediction

costs in monolinguals and bilinguals. Cognition, 176, 87–106.

https://doi.org/./j.cognition...

108 Judith F. Kroll et al.

© 2021. John Benjamins Publishing Company

All rights reserved

https://doi.org/10.1191%2F0267658306sr259oa
https://doi.org/10.1017%2FS1366728909990368
https://doi.org/10.1080%2F01690960500463920
https://doi.org/10.3389%2Ffpsyg.2015.01545
https://doi.org/10.1177%2F0956797612436817
https://doi.org/10.1016%2Fj.bandl.2020.104754
https://doi.org/10.1126%2Fscience.1137686
https://doi.org/10.1016%2FS0163-6383%2884%2980022-3
https://doi.org/10.1093%2Fcercor%2Fbhm115
https://doi.org/10.1037%2Fa0032859
https://doi.org/10.1016%2Fj.tics.2013.09.012
https://doi.org/10.3758%2FBF03196335
https://doi.org/10.1080%2F01690965.2013.836231
https://doi.org/10.1075%2Fsibil.57.03zir
https://doi.org/10.1016%2Fj.cognition.2018.03.001


Résumé

L’un des buts des premières recherches sur le traitement du langage était de caractériser ce qui

est universel dans le langage. La plupart des recherches antérieures se sont concentrées sur

les locuteurs natifs parce que la langue maternelle était considérée comme la source de vérités

privilégiées concernant l’acquisition, la compréhension et la production. Des populations ou

des circonstances qui déviaient de ces normes idéalisées étaient d’un certain intérêt, mais sans

être vues comme essentielles pour notre entendement du langage. Dans les deux dernières

décennies, il s’est produit un changement marquant dans notre conception de comment la

variation dans l’exposition au langage peut renseigner les questions primordiales et persistantes

qui se posent sur le langage. Il est maintenant prouvé qu’une plasticité importante demeure

dans l’apprentissage du langage au-delà de la petite enfance, et il a été démontré que la variation

dans l’exposition au langage influence à la fois l’apprentissage et le traitement du langage. Dans

cet article, nous mettons l’accent sur ce qui constitue à notre avis les découvertes récentes les

plus prometteuses qui suggèrent que la variation dans l’exposition au langage permet de mettre

en lumière les mécanismes linguistiques, cognitifs et neuraux qui président au traitement du

langage.
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