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Abstract

The Adaptive MaxWeight policy achieves optimal throughput for switches with
nonzero reconfiguration delay and has been shown to have good delay performance
in simulation. In this paper, we analyze the queue length behavior of a switch with
nonzero reconfiguration delay operating under the Adaptive MaxWeight. We first
show that the Adaptive MaxWeight policy exhibits a weak state space collapse behav-
ior in steady state, which can be viewed as an inheritance of a similar property of
the MaxWeight policy in a switch with zero reconfiguration delay. The weak state
space collapse result is then utilized to obtain an asymptotically tight bound on an
expression involving the steady-state queue length and the probability of reconfigu-
ration for the Adaptive MaxWeight policy in the heavy traffic regime. We then derive
the relation between the expected schedule duration and the steady-state queue length
through Lyapunov drift analysis and characterize bounds for the expected steady-state
queue length. While the resulting queue length bounds are not asymptotically tight,
they suggest an approximate queue length scaling behavior, which approaches the
optimal scaling with respect to the traffic load and the reconfiguration delay when the
hysteresis function of the Adaptive MaxWeight policy approaches a linear function.
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1 Introduction

Modern data centers aggregate huge amount of computing and storage resource to
support high demand applications such as cloud computing, large-scale web applica-
tions, and big data analytics. With the ever increasing number of resources and the
communication demand between these resources, the interconnecting networks face
stringent performance challenges. Optical switches emerge as a promising candidate
to address this challenge since they can support higher data bandwidth relatively easier
than traditional electronic switches, and also have lower power consumption. However,
optical switches pose another challenge different from traditional electronic switches
that makes it difficult to directly substitute electronic switches: optical switches typi-
cally exhibit a delay following each schedule reconfiguration, during which no packet
transmission can occur [6,9]. This delay is referred as the reconfiguration delay, and
it makes the switch scheduling problem more difficult. For example, it is known that
with the reconfiguration delay, the well-known MaxWeight policy [16,17] is not even
throughput optimal.

For the scheduling of switches with reconfiguration delay, many works in the liter-
ature consider the problem in a “quasi-static” sense: decomposing the traffic demand
into a sequence of efficient schedules (in the sense of minimizing service time and
number of schedule reconfigurations) for a predetermined time horizon, for example,
[10,12,13,18]. The performance of such solutions is usually limited by the duration
of the time horizon and may require some prior knowledge of the traffic arrival rate
to achieve good performance. In contrast, [4,5,20] consider the dynamic scheduling
problem for switches with reconfiguration delay. The Adaptive MaxWeight policy [20]
(or a similar variant, Switching Curve-Based policy [4]) makes a schedule decision at
every time slot, as opposed to scheduling over a time horizon. The key idea of Adap-
tive MaxWeight is to reconfigure the schedule only when the current schedule is not
good enough, which will be described with more detail in Sect. 3. The idea has also
been generalized in [19] to introduce a large class of scheduling policies for switches
with reconfiguration delay. These policies have been shown to guarantee throughput
optimality under mild assumptions on arrival traffic, which means that the policies can
ensure finite expected queue lengths whenever there exists any policy that provides
such guarantee.

In this work, we focus on the delay analysis of the Adaptive MaxWeight policy.
Beyond throughput optimality, it is desirable to further consider the delay behavior
(or equivalently, queue length behavior) in order to better evaluate the performance.
However, similar to the MaxWeight policy in switches without reconfiguration delay,
an exact expression for the steady-state queue length behavior remains an open prob-
lem. Therefore, one usually approaches the delay performance analysis by studying
the queue length scaling with respect to either the number of queues in the system
or the traffic load. In this paper, we consider the queue length scaling with the traffic
load for switches with reconfiguration delay (operated under Adaptive MaxWeight)
in the heavy traffic regime. In particular, the arrival rates considered in this paper
approach the boundary of the capacity region, with a limiting arrival traffic where all
input ports and all output ports are saturated. The contributions of this paper include
the following:
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(i) We prove that in the considered heavy traffic regime, the steady-state queue
length under Adaptive MaxWeight exhibits a behavior similar to the state space
collapse (SSC) as introduced in [15], which is referred as weak state space
collapse (WSSC) here.

(i) We derive an upper bound on the expected sum of queue lengths in the heavy
traffic regime. The derivation utilizes a drift analysis technique introduced in [7],
and the Lyapunov function proposed in [15]. Combined with the WSSC result,
the analysis provides an asymptotically tight bound on an expression involv-
ing the steady-state queue length and the probability of reconfiguration for the
Adaptive MaxWeight policy in the heavy traffic regime.

(iii) We derive the relation between the expected schedule duration with the expected
steady-state queue length and combine this relation with the aforementioned
asymptotically tight bound to derive bounds on the steady-state queue length.
While the resulting bounds are not asymptotically tight, they suggest an approxi-
mate scaling behavior of the steady-state queue length in the heavy traffic regime.

(iv) We derive a universal lower bound on the expected sum of the queue lengths
for switches with reconfiguration under any scheduling policy. While the well-
known lower bound for switches without reconfiguration delay trivially applies,
it does not provide an insight on how reconfiguration delay limits the perfor-
mance of the scheduling policies. The lower bound derived in this work refines
the previous one and identifies the effect of the reconfiguration delay. Compar-
ing with this lower bound, we show that Adaptive MaxWeight approaches the
optimal scaling with respect to the traffic load and to the reconfiguration delay.

The rest of the paper is organized as follows: The switch with reconfiguration delay
model and the notion of throughput optimality is introduced in Sect. 2. In Sect. 3, we
briefly introduce the Adaptive MaxWeight policy and some of its properties. We then
present our main result regarding heavy traffic queue length behavior in Sect. 4. We
first establish the WSSC property of the Adaptive MaxWeight policy. With the WSSC
result, we then establish a queue length upper bound for the steady-state queue length in
the heavy traffic regime, which is dependent on the expected schedule duration. Using
the schedule weight as a Lyapunov function, we further derive the relation between the
expected schedule duration and the expected steady-state queue length through drift
analysis, and then derive the scaling of steady-state queue length in heavy traffic. In
Sect. 5, we derive some benchmark performance for AdaptiveMaxWeight to compare
with, including a universal queue length lower bound for any scheduling policy as
well as a queue length upper bound of a benchmark policy known as the Fixed Frame
MaxWeight. Section 6 presents some simulation results for AdaptiveMaxWeight, in
an effort to characterize the scaling of the expected queue length with respect to some
system parameters, and in comparison with the scaling derived in this paper. Finally,
we conclude with a summary and some future directions in Sect. 7.
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2 System model
2.1 Switch model and arrival traffic

The model considered in this paper is an n x n input-queued switch, which has n
input ports and n output ports. Each input port maintains n separate queues (either
physically or virtually), each storing packets destined to one output port. We denote
the queue storing packets at input i and destined for output j with the pair (7, j). This
model is also known as the input-queued switch.

The system considered is assumed to be time-slotted, with the time indexed as
t € Ny = {0,1,2,...}. Each slot duration is the transmission time of a single
packet, which is assumed to be a fixed value. Let a;;(#) be the number of packets
arriving at queue (7, j) at time . Let g;;(¢) be the number of packets in the queue
(i, j) at the beginning of the time slot . Write a(¢) = [a;;(t)], q(t) = [g;;(¢)], where
a(r), q(r) e IN'*".

We assume the arrival processes a;;(t) to be independent from each other, where
i,je{l,2,...,N},i # j.Foreachqueue (i, j), the arrival process a; (t) is assumed
tobei.i.d. across time slots, with mean IE[q;; ()] = A;; and variance Var(a;; (1)) = 05..
We also assume that a;; () has a finite support, i.e., 3 amax < 00 such that a;;(t) <

dmax-

2.2 Schedules and reconfiguration delay

Let s(t) € {0, 1}V*N denote the schedule at time slot ¢, which indicates the queues
that are being scheduled by the switch. We set s;; () = 1 if queue (7, j) is scheduled
at time ¢, and s;; () = 0 otherwise.

The feasible schedules for the network are determined by the network topology and
physical constraints on simultaneous data transmissions. We let S C R"*" denote the
set of all feasible schedules, i.e., s(f) € S for all r. We assume at any ¢ each input
port can only transmit to at most one output port, and each output port can only
receive from at most one input port, i.e., Y, 5;; (1) < 1, Zj sij(t) < 1. This schedule
constraint determines the set of feasible schedules S. Among the feasible schedules,
for schedules that satisfy )", s;;(f) = 1, Zj sij(t) = 1for all i, j, we referred to
these schedules as maximal schedules.

Upon reconfiguring a schedule, the network incurs a reconfiguration delay, during
which no packet can be transmitted. We make this notion formal through the following
two definitions:

Definition 1 Let {t,f }rey denote the time instances when the schedule is reconfigured.
The schedule between two schedule reconfiguration time instances remains the same,
ie.,

s(r) =s(td), Yrely,if, —11.

Definition2 Let A, be the reconfiguration delay associated with reconfiguring the
schedule of the network. During the period of schedule reconfiguration, i.e., V¢ €
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U,fio[tks , t,f + A,], the switch does not serve any of its queues. We assume the recon-
figuration delay to be an integer multiple of a time slot.

Let r(z) denote the time remaining in the reconfiguration delay, with r(¢) = 0
indicating that the switch is not in reconfiguration at time ¢. Therefore, if t € [tkS , tkS +
A,] for some k € N4, we have r(¢) = A, — (¢t — t,f); and r(¢) = O for all other ¢.

With the above definitions, we may then write the queue dynamics for any queue
(i, ])as

+
i1+ 1) = [a30) + a3 0) = 55O o |
= qij (1) + a;j (1) — si; O N =0y + uij (@), (D

where 1 is the indicator function of the event E, and [x]* = max{x, 0}. Note that
u;j(t) € {0, 1} is the unused service of queue (i, j) when the queue is empty, which
is defined as

Wi (1) = 1, ifg;;j(t) +a;j(t) —sij (O L=y = — 1,
YYTTTT10, otherwise.

A useful property of the unused service is that u;;(t) = 1 only when g;;(r +1) =0,
or in other words, u;;(t)g;;(t +1) = 0.

The schedule at each time slot s(7) is determined by a scheduling policy. In this
paper, we consider scheduling policies that determine the schedule at time ¢ based
on the queue length q(#) and the previous schedule s(r — 1). Under this type of
policy, the process {X(1)}°2, with X(1) = (q(r),s(r), r(1)) € N x {0, 1" x
{0,1,..., A} £ X that describes the switch model is then a discrete time Markov
chain.

2.3 Stability and capacity region

A queue (i, j) is strongly stable if its queue length ¢;; (¢) satisfies

1y
hzriigp ; ;E[qu (7)] < o0,
and we say the system of queues is stable if queue (i, j) is strongly stable for all
i,jef{l,2,..., N}. A scheduling policy is said to stabilize the system if the system
is stable under that scheduling policy for a given traffic rate matrix. With this notion
of stability, we define the capacity region C of the network as the set of all traffic rate
matrices such that there exists a scheduling policy which stabilizes the system.

The capacity region is given by the convex hull of the feasible schedules S [17],

that is,
CZ{ZQSSIZC(S<1, ag > 0, VSGS}.
seS seS
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We also define an outer boundary of C where all input ports and output ports are
saturated, as

F= {xeR"X”:Z,\,-,- =1 hyj =1V e{l,2,...,n}}.
i 7

For any traffic rate matrix A € C, we say that A is admissible, and define the load
of the traffic as p(A) = max{r : A € rC, 0 < r < 1}. We say that a scheduling policy
is throughput optimal if it stabilizes the system for any traffic rate matrix A € C.

3 Adaptive MaxWeight policy

It is known that for switches without reconfiguration delay, the MaxWeight policy is
throughput optimal [16] and has optimal delay scaling in the heavy traffic regime [14,
15]. However, with the presence of reconfiguration delay, the MaxWeight policy is
not even throughput optimal since it does not account for the overhead of frequent
schedule reconfiguration [3].

The Adaptive MaxWeight scheduling policy is presented in Algorithm 1. The main
idea behind Adaptive MaxWeight is to reconfigure the schedule when the current
schedule is not “good” enough. Using the schedule weight as the measure of a schedule,
Adaptive MaxWeight computes the schedule weight difference between the current
schedule and the MaxWeight schedule, W* (which is the “best” schedule under this
measure) and compares this weight difference to a threshold which is a function of the
maximum weight, g(W*). When the schedule weight difference exceeds the threshold,
we reconfigure the schedule to the MaxWeight schedule, otherwise we keep the current
schedule.

The selection of the threshold determines the performance of the policy. In [20], it
has been shown that if g(x) = (1 — y)x'~?, then Adaptive MaxWeight is throughput
optimal. This result has been generalized in [19] to any strictly increasing and sublinear
function g (x), where a sublinear function g(x) is defined as any function that satisfies
xlgréo % = 0. The strictly increasing and sublinear function g(x) is referred to as
the hysteresis function, and the throughput optimality result is stated as the following
fact.

Fact 1 Given any reconfiguration delay A, > 0, and given any sublinear and strictly
increasing hysteresis function g, the Markov chain X(t) is positive recurrent for
any admissible traffic rate matrix under Adaptive MaxWeight. Therefore, Adaptive
MaxWeight is throughput optimal.

While the throughput optimality is a desirable property, it may be considered as
only a first-order performance metric, in the sense that it only guarantees bounded
expected queue length (and thus bounded expected delay), but the queue length could
still be very large. One more step forward is to characterize its expected queue length,
which is the main theme in the rest of this paper.
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Algorithm 1 Adaptive MaxWeight Scheduling Policy
Require: Sublinear and strictly increasing function g(-)
foreachr =0,1,...do
s*(1) < argmax ii()sii
(1) gsesgql]()l]

WH () < fsré%(%:‘hj(t)sij
W) < X qij(®)sijt = 1)
ij

AW (t) < W*(t) — W(r)
if AW(t) > g(W*(¢)) then
s(t) < s*(1)
else
s(t) < s(t—1)
end if
end for

4 Heavy traffic analysis of Adaptive MaxWeight

Studying queue length or delay performance for a queueing system such as a switch
in general is challenging. Therefore, analyses of such systems are mostly considered
within certain asymptotic regimes. In this paper, we focus on the heavy traffic regime
and make use of a drift technique developed in [7]. The outline of the heavy traffic
analysis for the Adaptive MaxWeight is sketched as follows: In Sect. 4.1, we first
introduce and establish a weak state space collapse property for Adaptive MaxWeight.
The weak state space collapse property states that the queue length matrix is “almost”
concentrated in a cone KC (to be defined later) in the heavy traffic regime. The cone K has
the geometric property that for any queue length matrix in the cone /C, all maximal
schedules have the same weight for this queue length matrix, and this geometric
property plays a key role in the following analysis toward a queue length upper bound.
In Sect. 4.2, we then apply the drift analysis to Adaptive MaxWeight, which utilizes
a Lyapunov function proposed in [15] and was developed to utilize the geometric
property of the cone K. The result of the drift analysis is a steady-state queue length
upper bound that is dependent on the expected schedule duration. Lastly, in Sect. 4.3,
we characterize the relation between the expected schedule duration and the queue
length and use this relation to derive asymptotic bounds on the expected queue length
at reconfiguration times.

In this paper, we are interested in the queue length behavior of switches with
reconfiguration delay in the heavy traffic regime. In particular, we consider a sequence
of switch systems indexed by €, where each switch system has i.i.d. arrival traffic a®) (1)
with mean and variance given by

E[@a9®)] =1 =v(1l —¢), Var[a® )] = (0(6))2,

where v € F and (a (6))2 — o2ase — 0. The traffic load of each switchis p = 1 —e.
Recall that F is the set of critically loaded rate matrix with all ports saturated. The
sequence of switches considered here have arrival rate matrices that approach v as we
take e — 0.
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4.1 Weak state space collapse

It was shown in [15] that for a switch with no reconfiguration delay, the MaxWeight
scheduling exhibits a multi-dimensional state space collapse. To be specific, let e?)
denote the matrix with the ith row being all ones and zeros everywhere else, and &)
denote the matrix with the jth column being all ones and zeros everywhere else. As
€ — 0, the steady-state queue length @'’ “concentrates” in the cone spanned by the
matrices {e®}"_, U {é<f>}';=1, ie.,

K= {x e R :x = Zwie(i) +Zli)jé(j), where w;, w; € Ry foralli,j},
i J

in the sense that the projection of ) onto K is the dominant component in ‘€. More
specifically, for any x € R"*", define the projection of x on to K as

X = argmin [x —y/[,
yekl

where ||-|| denotes the />-norm, and define x; = x — x. In the heavy traffic limit
(e — 0), all moments of (1(? are bounded by a constant, and hence this is a negligible
component in q‘® since it can be shown that ||q‘€|| is £2(1/€). This is referred as state
space collapse (SSC) in [15].

The cone KC has the property that for any given queue length matrix q € C, all
maximal schedules have the same weight >, j4ijSij [15]. In other words, the SSC
property implies that the weights of all maximal schedules are equalized.

In this paper, we consider a weaker notion of the SSC property for switches with
reconfiguration delay operated under the Adaptive MaxWeight policy.

Definition 3 (Weak state space collapse) Given a sequence of switch systems
X (1) = (q9 1), s ), r©(r)), parametrized by 0 < € < 1, suppose each switch
system is positive recurrent and converges in distribution to a steady-state random
vector X© = (q(©), 5©, 7). We say that the sequence of switch systems exhibit a
weak state space collapse if

~(€)
o ELIGC1]
0 E[§9]]

In contrast to the SSC in [15], where the moments of ||q_ || are bounded by finite
constants, the weak state space collapse (WSSC) only requires the ratio || q.|l//lqll
converging to 0 as € — 0. This could be considered as a multiplicative type of SSC,
which has the similar flavor to the multiplicative state space collapse in the diffusion
approximation literature [2,8]. It is worth noting that a recent work [21] also considers
the multiplicative type of SSC in the context of bandwidth sharing using a different
approach, and the growth rate of the moment bound with respect to € could also be
identified.
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In the rest of this section, we use Lemma 1 to derive the WSSC for switches with
reconfiguration delay operated under the Adaptive MaxWeight policy. Lemma 1 is a
T -step version of [1, Theorem 1] where T could be any fixed integer. The proof of this
lemma can be completed by simply replacing the transition probability by a T-step
transition probability in [1, Theorem 1], hence we omit the proof here.

Lemma 1 Consider an irreducible and aperiodic Markov Chain {X(t)},>( over a
countable state space X, and suppose Z : X — R, is a nonnegative Lyapunov
function. For any fixed integer T > 0, we define the T-step drift AYZ(X) of Z at state
X as

ATZ(X) = [Z(X(t + T)) — Z(XO)] Lix()=x)-
Suppose that, for some T > 0, the T -step drift satisfies the following conditions C.I

and C.2:

C.1 There existsan n > 0, and a k < oo such that forany t = 1,2, ... and for all
X € X with Z(X) > «,

E[ATZ(X)|X (1) = X] < —n.

C.2 There exists a D < oo such that, forall X € X,

Pr{|ATZ(X)| 50} =1

If the Markov chain {X (t)},>( converges in distribution to a random variable X, then

_ 2D?
E[Z(X)] <k + —.
n

With Lemma 1, we are now able to show the following proposition, which is essen-
tial to establish the WSSC result for the Adaptive MaxWeight policy.

Proposition 1 Consider a set of switch systems with a fixed reconfiguration delay
A, > 0, parametrized by 0 < € < 1, all operated under the Adaptive MaxWeight
policy with hysteresis function g(-), where g(-) is sublinear and strictly increasing.
Each system has arrival process a'€) (1) as described in Sect. 2. The mean arrival rate

. A
vector A9 = (1 — €)v for some fixed v € F is such that vyin = minv;; > 0. Let
ij

the variance (a (e))2 of the arrival process satisfy that |o©||*> < &2 for some 6% not
dependent on €.

Let X (t) € X denote the process that determines each system, which is positive
recurrent and hence converges to a steady-state random vector in distribution, denoted
asX© = (@©,5©), 7). Then, for any fixed ® withO < 0 < 1/2, and for each system
with 0 < € < vmin/4||v||, the steady-state queue length satisfies

E[1a71 - el 1] < Mo, @)
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where My is a function of 0, 6, Amax, Vmin and n, but is independent of €.

The proof of Proposition 1 is given in Appendix A. Comparing Proposition 1
with [15, Proposition 2], we may see that we no longer have the guarantee that all
moments of ||q l)|| are bounded here. However, we can still show that ]E[||q(€)||
is negligible compared to E[|q‘€|] as € — 0, hence we consider this as a weak
version of SSC. In particular, notice that the constant My is independent of €, and
that E[|§[] — oo as e — 0. Then, since E[|q ] < 0E[Iq,” 1] + My <

(€)
OE[|q© |1+ My for any € > 0, we have lim M < 6 forany 6 > 0. Therefore,
0 E[1§]]

we may conclude that

E[lg1]

ol S NURLIN | 3)
Y E[gO] (

4.2 Drift analysis

With the WSSC result from the previous subsection, we now utilize Lyapunov drift
analysis similar to [ 15] to derive an asymptotically tight bound on an expression involv-
ing the steady-state queue length IE[) ;7 Qij] and the probability of reconfiguration

Pr{7© > 0}, as shown in Theorem 1.

Theorem 1 Consider a set of switch systems with a fixed reconfiguration delay A, > 0,
parametrized by 0 < € < 1, all operated under the Adaptive MaxWeight policy with
hysteresis function g(-), where g(-) is a sublinear and strictly increasing function.
Each system has arrival process a'€(t) as described in Sect. 2. The mean arrival

. A .
rate vector A€ = (1 — €)v for some fixed v € F is such that vy, = minv;; > 0,
ij

and the variance of the arrival process is denoted as (a (E))2. Then, for each system
with 0 < € < vmin/4lIv|l, and any fixed number 6 satisfying 0 < 6 < %, the steady-
state distribution X'©) = ((_1(6), HOMEOMN of the Markov chain X©) = (q(e), s(©, r€)
satisfies

<E—Pr{f(€)>0})( [Zq“)]) T2_’3’9||a<6>||2+Bl(ev,e,n) “

and

1

(e = Pe7@ > 01) (E [Zq}ﬁ]) > mua@nzwz(e en), ()
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where hf(} B1(0,¢€,n) = 0 and li?(} B0, €,n) = 0. Since we may take 0 arbitrarily
€ €

close to 0, then in the heavy traffic limit as € | 0, if(a(e))2 — &2, we have

(e ) e[ Sa ) = (- o

The asymptotically tight bounds in Theorem 1 take a form similar to the expected
queue length bound of the MaxWeight policy in switches without reconfiguration
delay [15, Theorem 1], except that the probability of reconfiguration Pr{r©) > 0} is
deducted from € here.

To gain a clearer insight into the impact of the reconfiguration delay on the expected

queue length, we take a further look at the upper bound (4). Let 81 = 1 2”3 7llo ©2 4
B1(0, €, n). We may rearrange the terms in (4) and obtain
_ B ,3] Pr{i© > 0}
E[Y 4] = v = 7
Zq” T € € € —Pr{Ff© > 0} M

ij

Comparing with the expected queue length upper bound of the MaxWeight policy
in switches without reconfiguration delay [15, Theorem 1], we note that the first term
in (7) has the same scaling with respect to € in the heavy traffic limit. Therefore,
the second term can be viewed as the overhead incurred by the reconfiguration delay
and is determined by the probability of reconfiguration Pr{#© > 0}. We continue
the analysis of the probability of reconfiguration Pr{#¢) > 0} through the expected
schedule duration in the next subsection.

We now proceed with the proof of Theorem 1.

Proof of Theorem 1 For simplicity of notation, we drop the superscript (¢) in the fol-
lowing proof. We also use Ex[-]to denote the expectation given that X (z) follows
the steady-state distribution X.

In the proof of Theorem 1, we consider a drift analysis technique from [15], which
devises a Lyapunov function that is catered to the geometric properties of the cone .
Consider the following Lyapunov function from [15]:

VX) = Z (Z%‘j)z 2 (lz%'j>2 - %(;qu)z.

It may be shown using Lemma 1 that for steady-state X, the expectation E[V (X)]
is finite. We thus have zero drift for V (X) at steady state:

Ex[VX( + 1) = VX)) = Ex[ VX0 + )] - Eg[vX())] =
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We now evaluate the above drift terms with the queue length dynamics (1) and
rewrite the expression as

T+DL+1+74=0, (®)

where

EX[ZZ(ZQU(U)(Z aij(t) — Sij(t)]l{r(t)zm))
+2Z<Z‘IU(’))(Z aij(t) = sij (O L= 0}))

_ Z(Zqij (0)(2 (aij (1) — sij (t)]l{,(,)zo}))],
) ij
2
T = EX[Z (Z (aij () — sij (t)]l{r(,)zo}))

i J

> (X a5 O1p0))
- %(; (a3 — sl-j(r)n{rm:m))z},
T=Ex| - (o) - (L) +5 (o) |
7?1=]EX|:ZZ(Z%‘;(I+1))(]Zuij(f)> |
+2Z(Z;j<r+1>)(z;j<z))—%(Zqﬁ(wm)(zuij(r))]
i , 7 7

The choice of the Lyapunov function V (-) is to make the 74 term zero when the
queue length matrix q is in the cone K (see [15] for more detailed discussion). This
allows us to combine with the WSSC result to obtain a tight bound.

We now simplify each term in the following: For the term 77, since the sched-
ule generated by the Adaptive MaxWeight policy is a maximal schedule,! we have
Yoisiit) = Z Sij (t) = 1, and le sij(t) = n. On the other hand, since the
packet arrival a(t) is 1ndependent of the queue length q(f), we may then apply
E[>; aij(H)] = E[)_;a;j()] = 1 — € and ]E[le aij(1)] = n(l — ¢) from the

1 From the definition of the MaxWeight schedule, we know that for any maximal schedule s’ that is not a
maximal schedule, there always exists a maximal and MaxWeight schedule s* which covers all the queues
served by s, hence we can assume that the MaxWeight policy always generates a maximal schedule without
loss of generality. It then follows that the Adaptive MaxWeight always generates a maximal schedule since
its schedule is generated by the MaxWeight policy, either at the current or a previous time slot.
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assumption of the packet arrival process, and simplify 77 as

T = Eg|2 (qu,m)((l—e) L= ]
= —2¢Eg Zq,j(t) +2]E)'(_ZCIij(t)]l{r(f)>0}]

= —2¢Eg Zqij(o +2Eg[ Y a0 = Y 45O p=o]
ij N T Qj ij

- _ZGEX:Z‘IUU)- + 2]EX_ZQij(I)]<PrX{r(t) > 0} + Prg{r(n) = o})
ij - T j
—2Eg[ Y i 0|r@) = 0] Prg(r() = 0)

tj

- _z(e —Prylr(t) > 0})11‘35([2‘]1'](0]

1

+2(Ex[ Y au0] — Eg[ D au®
ij ij

() = 0]) Pr¢{r(1) = 0}. 9)

For the term 7, we again use the fact that s(¢) is a maximal schedule, and from the
assumption of the packet arrival process, we can derive ]E[ > j aij ) — 1)2] =

E[ ¥, (% a0 — 17?] = o] +ne® and E[(¥,; aij (1) — )] = o> + %€,
and thus

T2=E,-(|:(Z Zal](t)—l Z Za,,(t)—l — - Za,,(z)—n )
(Z Zal,(t)—l Z Za,,(t)—l ——2nZa,,(t)—n>

x ]1{r<t>>0}]
1
= Eg[ (201017 +n¢’) = ~(lo > +n%e) + (2n(1 = ) = 1) Lry0)

1 2 2
- ((2 — o + ne ) +n(l = 2€) Prg{r(t) > 0. (10)

For the term 73, since u;;(t) < s;;(t), we have ), u;; < 1, Zj uijj < 1 and
Zi/ u;jj < n. Therefore,

T < EX[%(Z”U@Y} < EXI:Z”U([):|

ij ij
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and
Rt Rl
> —EX[; (;uij(r))} —EX[; (;ui,-(t)ﬂ - —2E,—<[lzj:uij(r)}.

The above bounds involve the expected sum of unused services between schedule
reconfiguration time instances EX[Z ij Wij (¢)]. One way to determine this value is to
setthe driftofzij q;; to zero: Since we have ]EX[ZU gijt+1)] = ]EX[Zij gij(t+1)]
at steady state, we have

EX[ZQUU + 1)] - Ex[Zqij(t)]
ij ij

= EX[Z (aij(t) =i (D Lr@y=0y + u,-j(t))]
ij
=n(l—¢€)—nPrg{r®) =0}) + EX[Z“UU)]
ij

= n(1 —e) —n(1 — Prglr(r) > 0)) + EX[ZM,-,-(:)] —0

i
which implies
]EX[ZMU(Z)] :n(e—PrX{r(t) >0}). (11)
i
Hence, we have
—2n(e —Prg(r(n) > 0}) <7< n(e —Prg(r(n) > 0}). (12)

For the term 74, we first follow the same line in [15] to simplify the expression.
Rewrite each term and use q(t + 1) = q| + q to obtain

T = 2113;2[2%;0)(2%’]/0 +1) +Zqz'/j(l +1)— %Z%’/j/(t + 1))i|
ij J’ i’

i'j'
= 2E)’(|:Zuij(t)<zfﬂ|ij’(t +1)+ Zin’j(f +1) - %Z‘ﬂli’j’(f + 1))
ij J’ i i
+ Zm;(ﬂ(Z«fuij'(t +D+ ZQJ_i’j(t +1) - %Z%.i’j’(t + 1)>i|-
ij J il i'j'
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Since u;j(t)gij(t +1) = 0, when u;;(t) = 0, we have ¢;;(t + 1) = 0 and thus
qij(t +1) = —q1;;(t + 1). Also, since q is in the cone K by definition, we may use
a property of the cone I [15, Lemma 1] to obtain

quijt+1) = - Zq”,,/(r+1)+ un,j<r+1>+ ZZq”,f,/uH)

i"j'
= _QJ_ij(t +1)

and further simplify 74 as

T = 2Eg[2u,~j<r)(—nqm<r + D+ qupt+ D+ quit+1)

ij J i

- %Z‘U.i’j’(t + 1))}

i/j/

from which we can note that 7y is zero when the residual component q | is zero (which
means that the queue length matrix q € K). It then remains to express 74 in terms of
q. in order to apply the WSSC result.

We now simplify each term as an inner product using e®, &), or 1, the all-ones
matrix. In particular, with the following simplification:

> w01+ 1, = (0, a1 + 1)

ij

D) auiy e+ 1) = Z (Zul,(z) qu(t +1)

ij '

(u(t) e(’)><qJ_(t + 1), e(‘)>
D uip®) quit+1) = Z (Zuij(l) Y auit+ 1))
ij i i i

_ Z(u(l‘), é(j)><QL(t +1), é”)>,
;

> w0 Y i@+ 1 = (u), 1w + 1, 1),

ij iy
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we simplify 74 as

T = 2 [(um, —nqL(+ 1)+ ) {qu(r+ 1), eV)e

1

. . 1
+ (AL + D8RV = Saur+ D, 1>1)]
J

We now derive bounds for the simplified 74 term. From the definition of the cone
KC, we can derive {q , e<’)) < Oforalli, (q, é(/)) < Oforall j,and (q;,1) < O.
We then obtain

Ty = 2Eg[(u(0), ~nqu (0 + 1) - %mu + 1. 1)]

|
< 2]EX[||u(t)” | —naut+ 1 =~ @i+ 1,11

|

where the last inequality follows from the Cauchy—Schwartz inequality. Note that the
second term can further be bounded as

1 (a) 1
| —nque+1) - —{au(+ D), D1| < nllqi@+ D + ~laL+ D, DI
I

()
< nllqL@+ DIl + gLz + Dl

=2nllqL(z + DI,

where (a) follows from the triangle inequality, and (b) follows from the Cauchy—
Schwartz inequality. We then obtain

Ty < 4|l lq. ¢ + DI |
Similarly, we can derive a lower bound for 7y:

Ti > 2Eg |:<u(t), —nqut+ 1D+ Y (qui+1),e)e?

+ 3@+, é“’))é(”}}

J

> —ZEX[Hu(I) Il —nar+ 1+ Z(ql(t + 1), e®)e®

+ Z«h‘(t +1), é(j))é(j)“i|

J
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> —2EX[||u(r) |!(|| —nq (+ D]+ Y (@i +1),e)e?|

i

It 0,808 |

J

Since (@, e®) = n and (e®, e@)) = 0 fori # i’, we have
[ Z (Lt +1),eD)e? I

(qu(t+1),e7)e?, > (qu(t+1),e")e (’)>

i

>>
( n{qL(t + 1), e?)? )
- (X

(qu(r )’

S(Z (Zqil,(ﬂrl)))

i

—nllcu(t+1)ll

Similarly, we can derive

I > e+ 1), 80P <nliqu + D
J

and thus

Ty = —6nEg () llq. ¢ + D] -

We now bound the common term ]EX[||u(t)||||qJ_(t + 1)||] in the upper and
lower bounds. Since each component of u(z) is either 0 or 1, we have |u(?)|| =
/Zij u;j(t) < Zij u;j(t). Also, with the boundedness of the packet arrival, we have

la + DI < 4@l + namax, which implies [|[q. . (t + DI < [lqL®)| + namax.
Therefore,

Ex[ln®llla.t+ DI <E [(Zu,, ®) (law®l + nams) |

Ex[(zuu ) lar O] + B[ 3 sy 0) |rams.

ij ij
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Since };; uij(t) < n, we may write 3, u;; (1) < nliy i (>0} and thus

Ex[ (X ui )l 1]
ij

< nEx[ 15,y 0-0) 14 O]
= n(Ex| a1 1] = Ex[ 141 Ol (5, 1;0-0])
= n(Ex[lar OB [ 1y uy0-0 | + Bx[lar Ol [Ex| 15, w020

— ]Exl:HCIL(t)”]l{Zij “ij(t)zo}:l).

Since iy u;m=0) = >ijuij(t), and Ex[”‘h(l)ll]l{zij Mi_i(f)=0}] =
IEXI:”(]J_([)”) Do uij (1) = O]Pri{ Do uij(t) = 0}, we further obtain

Ex[( 3 us0)lar 1]
ij

= nEx [l O Ex| Y uiy 0]

ij
+ n(Ex[lar 1] - Ex[lar ol 3 i) = 0])Prg| > i) =0}
ij ij
= Eg[lu0llac¢ + D]
< n?(e = Prglr@) > 0}) (Ex[ lar O] + ama)
+n(Ex[lac 0l ] - Ex[lar 1] Y w0 =0]),
i

where (11) is applied.
‘We then have

Ti < 4n (e = Prylr) > 0) (Eg[las )] + ama)

+ 4 (Ex[lar 1] ~Bx[lac 01| Zuyo =0]) a3
ij

and

T = —6n’ (e — Pr(r(t) > 0)) (Eg[laL O] + amex )

—on* (Ex[la. 1] - Ex[la @1 Y w0 =0]). a4
ij
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Applying (9), (10), (12), and (13) into (8), we obtain the following upper bound:

0< —2(e — Prgf{r(t) > O})]E)-(I:Zqij(t)] + <2 - —) o |% + ne>
i
+ (1 — 26) Pr{r(t) > 0} + n(e —Prg(r(n) > 0})
+ z(EX[Zq,, 0] - EX[Z% 0)|r@ =0]) Prgtr@) =0)

+4n* (e — Prg(r () > 0) )(Ex[uqm)n] + amas )

+ 202 (Ex[la. 1] - Ex[la 1] Z“u@ =0])

«
= (e = Prglr > 0}) (Ex [Zq,,m] — 2l 1))

<= olel+ \‘Ex[zqu(”] - [ aso o = o] + 52
ij i

+ znz(6 —Prglr(t) > O})amax

+ 20 Ex[ Il 1] - Ex[las 1] Y2 w0 = 0] . (1s)
ij
and similarly applying (9), (10), (12), and (14) into (8), we obtain a lower bound

(e = Prtr) > 0}) (Bx[ Y0 0] + 30 Eg[la. 1)
ij

> (1 - %) o> = Ex[ Y ai )]~ Bx[ Do)
ij ij
— 3n3(e —Prg{r@@) > 0}>amax

=302 Ex[llac 1] - Ex[lar 1] 3 w0 = 0] (16)
ij

rt) = o]( —ne(l +€)

Note that with the ergodicity of the Markov chain X(¢), Eg[Y; i ()] and
Eg[); i 4ij (t)|r(t) = 0] equal the time average of sum of queue lengths, and that sum
under r(¢) = 0, respectively. From (11) and the nonnegativity of the unused service,
we can derive Prg{r(¢) > 0} < ¢, and thus the probability of 7 () = 0 approaches 1
as € — 0. This means that the time average under r(¢) = 0 only excludes a dimin-
ishing number of time instances. Then, since the change in the sum of queue lengths

qgijt+1) =g < n2amax is bounded, we have that the difference
IEX[E,, 4 (0] — Eg[ X, 41 (0[r(t) = 0] — O as € — 0.

Similarly, since the probability of Z u;j(t) = 0 approaches 1 as € — 0, the time

average under Z iuij(t) = 0only excludes a diminishing number of time instances.
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Then, since the change in ||q_ (¢)|| is bounded, i.e., |[|[q1 (t+ 1) || —lqL @) | < Ndmax,
we have that Eg[|lqL (@)1 — ExlllqL @Il Zij u;jj(t) =0] - O0ase — 0.

Note that the drift analysis up to this point only uses the fact that each schedule is a
maximal schedule and that the switch systems are positive recurrent under the schedul-
ing policy. We now apply the WSSC result of Adaptive MaxWeight. From Proposi-
tion 1, we can derive Ex[llq. (1)|I1 < 0Eg[llq()Il1 + My < OEg[>";; qij ()] + Mp
for any 6 satisfying 0 < 6 < 1/2. Together with (15), we have

(e P > 0})(1 — 2n39) (E[un]) < (1 - %)nan2 + B[O, €, n),
i7

where B (6, €,n) = ‘]EX[ZU qij () — Eg[Yy; qij (Olr (1) = 0]) + 2eCHO) 4

ZHZ‘EXWQLO)”] — EglllqrON Y, uij @) = 0]‘ + 2n%e(Mg + amax). Since My

is a fixed constant according to Proposition 1, and the first and the third terms of

B/ (0, €, n) approach O as € | 0, we then have that lirr(l) B} (0, €, n) = 0. Dividing both
€—>

sides by (1 — 21360) and defining B1(0, €,n) = Bi @,e,n)/(1— 21n30) then gives (4).
Similarly, for the lower bound, we have

1
_ - 3 = . - 2 /
(e Pr{F > 0})(1 +3n 9)(E[un]) > (1 2n)||a|| + By6, € n),
)

where Bj(©,e.n) = —|Ex[¥; (0] — Ex[L,; a5 0l (0) = 01| = ne(l +
e) — 2n*|Eglllq ()1 — ExlllqL ®]l] 2o uij () = 0]’ — 3n3e(My + amax), and
lirr}) Bé(@, €, n) = 0. Dividing both sides by (1 + 31n36) and defining B>(0, €,n) =
€e—

B} (0, €,n)/(1 + 3n°0) then gives (5). o

4.3 Expected schedule duration

In the previous subsection, we derived a bound on steady-state queue lengths. Note
that this bound depends on the probability of reconfiguration Pr{#© > 0}. In this
subsection, we derive the mean schedule duration in order to evaluate this probability.

Recall that in the previous subsection, we set the drift of ), j c}i(;) to zero to obtain
(11), which is an expression of the total unused service. Here, we consider the drift of
another Lyapunov function to obtain a different expression for the total unused service
and combine the two expressions to derive the expected schedule duration.

We start by defining the schedule reconfiguration times as follows: Given the
Markov chain X© (1) = (q(é)(t), s© @), r€()) representing the state of a switch
with reconfiguration delay, the schedule reconfiguration times {#};2, are defined as
to=0andfy = min{r : ¢ > tz_y, and s (¢r) # s (¢ — 1)} for k > 0.

Now consider X (7) sampled at the schedule reconfiguration times {#;} and
denoted as X,(f) = X©(5). Note that {t;} are stopping times with respect to X© (),
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hence, by the strong Markov property, X,(:) is also a Markov chain. Furthermore, the
positive recurrence of X(©)(¢) implies the positive recurrence of X,(:). We then denote
the steady-state distribution of X,(f) as X© = (§©, §©, 7)),

With the schedule reconfiguration times {#;}, we now define the schedule duration
TS (X,(f)) = tx41 — tr as the number of time slots to the next schedule recon-

figuration starting from state X,(f). We let T5(X©) denote the schedule duration

when X (© follows the steady-state distribution )A((e), and thus E[TS (X(E))] is the
expected steady-state schedule duration. Since each schedule reconfiguration is fol-
lowed by a reconfiguration delay of A, time slots, the probability of reconfiguration
is then determined by the expected steady-state schedule duration as Pr{r¢) > 0} =
Ar/E[TS(X)].

The following theorem establishes a relation between the schedule duration and the
queue length.

Theorem 2 Consider a switch system with a fixed reconfiguration delay A, > 0, and
the arrival process a(t) as described in Sect. 2 with the mean arrival rate vector
given by A = (1 — €)v for some v € F. Suppose the switch system is operated
under the Adaptive MaxWeight policy with hysteresis function g(-), where g(-) is a
sublinear and strictly increasing function. Define the MaxWeight function W*(X(©)) =
maxges(q'©, S) for each state X© = (q'9,s©, r©) € X, and denote W+ =
W*(X©). Then the following relation holds:

E[g(W*“)) + SW]
n—a@)(1l—e)’

E[TS(X@))] - (17)

where Sy satisfies 0 < 8y < n(dmax + 1), and a'© = (v, Eg [s(e)(tk)]>.

Proof For simplicity of the notation, we drop the superscript (¢) in the following proof.
First, we define the Lyapunov function W on the state X = (q, s, 7):

W(X) = (q, S) =D dijsij
ij

which is simply the schedule weight function. Note that W(X) < >, i dij» hence the
steady-state mean of W (X) is finite. We may then set the drift of W (X) between two
schedule reconfiguration times to be zero. With an abuse of notation, we let Eg[]

denote the expectation given that X; = X(#) is distributed as X.

]EX|:W(X(ZJ<+1)) - W(X(m))}

=Eg [ Z qij (te1)5i (Te+1) — Z qij (1k)sij (tk)i|

ij ij
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= EX[ZC]U (tk+1)(Sij (Tk+1) — sij (lk)> + Z (qz'j (Tr+1) — qij (tk))Sij (tk)]
ij ij
=0. (18)

Note that the first term in (18) is the weight difference between the schedules s (fx1)
and s (#;). From the definition of Adaptive MaxWeight, the weight difference exceeds
the threshold g(W* (1)) at time #;41 and is less than the threshold at time #;; — 1.
Since at most a4, packets can arrive at a queue and at most 1 packet can leave a queue
in one time slot, the maximum change of the weight difference in a time slot cannot

exceed n(amax + 1). We may then write the first term as Zij qij (tk+1)<sl-j (tes1) —

517 (1)) = 8OV (141)) + Sy, where 0 < By < n(amas + 1).
For the second term in (18), we have

EX[ Z (ql'j (Tk+1) — qij (lk))Sij (tk)]

1

- tet1—1
=Eg Z Z (51ij(f +1) — Qij(t)>sij(tk)]

- o= ij

- tet1—1
= Eg Z Z (aij(t) —5ij (O y=0y + uij(t)>sij(tk)]

- = dj
- tet1—1

Z]Ef( Z (Z)»ijsl'j(lk) —nl =0 +Zuij(t)):|,
B ij

where the last equality is given by the fact that the schedule remains s(f;) for any
time slot between f, and f 1, therefore Zij 8ij(1)sij(tx) = n and Zij uij(t)sij(te) =

Zij uij(t)sij(t) = Zij u;j(t) for any time slot r € [fx, tx41).
Since the arrival processes are independent from the scheduling decisions, we have

Eg[ > Aijsij(t)] = (1 — €)(v, Eg[s(t)]). Now define
a = (v, Eg[s()]), (19)

and we may then write (18) as
Eg |:8(W*(tk+l)) + 8w + (k1 — )l —€) —n(tky1 — i — Ay)

tep1—1
+ > Zu,-,»(r)} =0.

=tk ij
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We then rearrange the terms to obtain

Eﬁ[tkfl Zu,'j(t)] - (n —a(l— e))]EX[tkH — tk]

1=t ij

—nA; — By [sW ) +ow ] (20)

On the other hand, we may set the drift of Y g; ;j to zero and obtain
ij

Es

X[tki—l Zuij(t)] = ”(dEf(I:tk"'l - lk] — Ar>. (21)

1=ty ij

Combining (20) and (21), we then have

Ex [ (W () + v |
n—a)(l—e)

Eg[nin —n] = (22)

and since X(#x+1) also follows the steady-state distribution when X(#;) does, we have

]E[g(W*) + SW]

n—a)(1—e @9

]E[TS (X)] _
O

Theorem 2 immediately implies the following lower bound on expected queue
length when the hysteresis function g(-) is a concave function:

Corollary 1 Given the switch system as described in Theorem 2, and in addition to
being sublinear and strictly increasing, suppose the hysteresis function g(-) is also

. . ~ (€ .
concave. Then then the expected maximum weight ]E[W* ‘ ] satisfies

E[W] = g‘l((n e E[‘SWD’ .

€

where a'© = (v, Eg o [s (t)]) and 0 < 8w < n(amax + 1).

Proof For simplicity of the notation, we drop the superscript (¢) in the following proof.
By the nonnegativity of the unused service u;; (¢), we derive the following lower bound
from (21):

tkp1—1
e]E[TS(X)] - A= %Ex[ > Zuij(t)i| >0

=tk ij
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. A,
= E[T°%)] = =,
€
and using Theorem 2, we then have
A A n—o)(l—e)A,
E[s0V) +50] = 0 - )1 - E[15%0)] 2 P09 s

where o = (v, ]EX[s(tk)]). Since g(-) is strictly increasing and concave, its inverse
function g~!(-) is convex. Then by Jensen’s inequality we have

E[W*] = E[¢ (eW)] = ¢! (E[s0W)])
Zg_l((n—oz)(l — A, —E[3W]>- (26)

€

]

In the rest of this section, we utilize Theorems 1 and 2 to derive bounds on the
expected sum of queue lengths for switches with reconfiguration operating under the
Adaptive MaxWeight policy, as shown in the following theorem.

Theorem 3 Consider a set of switch systems with a fixed reconfiguration delay A, > 0,
parametrized by 0 < € < 1, where the arrival process of each system follows the
same assumptions as in Theorem 1. In addition, the limiting arrival rate matrixv € F
is assumed to satisfy |v||*> < n. Each switch system is operated under the Adap-
tive MaxWeight policy with sublinear hysteresis function g(-), where g(-) is strictly
increasing and also concave. Let W+ = W (X©) be the maximum weight of the
steady-state X©). Then in the heavy traffic limit we have

lim eE[g W) = (1 = IvID)A,. 27)
€
For the queue length sum ), j c}i(;), we have the following bounds:
lim sug e]E[;;(Z@i(;))] <nn—|v|»HA, (28)
€l i

and, for any 0 such that 0 < 0 < 1/2,

E[Zéff)] - n gfl((n—a(g))(l —e)Ar> nn—1) My,
ij

“1+nmn-10 € Cl+nn—1)0
(29)

where My is as defined in Proposition 1, which is a function of 6, ¢, amax, Vmin and
n, but is independent of €.
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We first note that (29) determines the scaling of the queue length sum with respect
toe | Oas £2 (ng’] (("_“"e&)) Recall the queue length upper bound (7) derived
from Theorem 1, which includes a term independent of the reconfiguration delay
with scaling O (%) , and the second term depending on the reconfiguration delay. The

scaling result from (29) then suggests that the scaling of the second term of (7) is

2 (ng’1 (%)), since the first term is negligible compared to the scaling.

On the other hand, while unfortunately (28) does not provide an asymptotically tight
upper bound, it suggests an approximate scaling of 0<g_1 (%) , which
becomes more accurate when g is closer to a linear function. Despite the lack of actual
scaling behavior, we consider this scaling behavior as a conjecture and compare this
scaling to the simulation results in Sect. 6.

Note that the hysteresis function g getting closer to a linear function is also the
regime of interest when pursuing an optimal queue length bound, since g~ (n(n —
IvII®) A, /€) provides a better scaling with respect to the traffic load when g is closer
to a linear function. In other words, if we consider g(x) = (1 — y)x'=% as in [20]
and take § — 0, we not only get a tighter asymptotic bounds but also a better delay
scaling. The only caveat here is that selecting g as exactly a linear function does not
fit the analysis in this paper. In fact, it is even unclear whether throughput optimality
could be guaranteed if g is linear.

The approximate queue length upper bound not only depends on € and the recon-
figuration delay A,, but also depends on the limiting arrival rate matrix v € F.
It is not hard to show that 1 < ||v||> < n. When the arrival rate is uniform, i.e.,
v;j = 1/n,Vi, j, we have that ||v [> = 1, and the expected queue length has the worst
scaling O (g_1 (n*/ e)). This result makes sense as the uniform arrival rate means that
the switch system has to reconfigure between several different schedules in order to
cover arrivals in every queue. On the other extreme, |v|| attains maximum when v
is close to a permutation matrix. Hence, if the arrival rate is highly nonuniform such
that ||v|? is close to n, then the switch is more likely to stay on a few dominating
schedules and the reconfiguration does not need to occur as often, and the expected
queue length has better scaling as O (g_1 (n/ e)).

We now proceed with the proof of Theorem 3.

Proof We first start with the derivation for (27). Note the lower bound (25) derived in
Corollary 1, which we rewrite as follows:

e]E[g(VAV*(Q)] > (n— a1 —e)A, — e]E[aw],

where a(© = (v, g [s“)(10)]). Note that by setting the expected drift of sl.(j)(tk) at
steady state to be zero for each i, j € {1, 2, ..., n}, we can show that for each i, j,
IE)A((E) [Si(;)(tk)] > (1 — €)v;;, which then implies leii% ]Ef((e) [s(tx)] = v. We thus have
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11% a© = (v, v) = ||v||? and the following asymptotic lower bound:
€

lim glgelﬁ[g(W*“))] > (n— [IA(1 = A, (30)

We now combine the results from Theorems 1 and 2 to derive an upper bound for
IE[g(VAV*(E)) . Recalling the relation between the probability of reconfiguration and
the expected steady-state schedule duration, and using Theorem 2, we have

Ay (n — a(e))(l — €A,

Pr{F© > 0} = _ = . )
= O = S &) T B W) 1 ow]

€1y

We can then apply (31) into (4) from Theorem 1. For the simplicity of notation, we
denote § = E[g(W*) + b | @ = Bx| X, 4| 8 = (1 = 31612/ = 20%6) +
B1(8, €, n) and obtain

(6 (- oe(f))A(l — e)Ar)(_ls y

= (- —a 1 -0a)q < g

= (e _ %)g < (n—a1 —e)A,.

‘We thus have

q —a) (1 —-e)A
gf(n—a(e))(l—é)Ar _q‘v z(fl a ) ( €) r<1+ _,3 )
€qs — B € €qs — B
Note that ), jqij = W* for any state X. We can then use Corollary 1 to obtain
> G ~ 2(¢7'(1/€)), and thus q; ~ 2(g~"(1/€)) when € | 0. Therefore, we

have eqf— 5 — 0 as e | 0, which then implies
limsup €g = limsup(n — a')A, = (n — [v||P)A,. (32)
el0 €l0

Since 8w < n(amax + 1), we then have

lim sup e]E[g(\fv*“))] = (n—|P)A,. (33)
€l0

Combining (30) and (33), we obtain

lim eE[g W) = (1 = IvID)A,. (34)
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From (34), we can then derive (28) and (29) using relations between the total queue
length and the maximum weight, which we establish in the following paragraphs.

Note that the sum of queue length can be seen as the inner product between the queue
length matrix q and an all-one matrix 1, namely Zij gij = (q, 1). Also, the all-one
matrix 1 can be written as the sum of n disjoint (maximal) schedules. In particular, we
can find a set of n — 1 schedules {sV, s@, ..., s®=D} such that s* + Zz;} s® =1,

By the definition of the MaxWeight schedule, we have that (q, s) < (q, s*) = W*
for any schedule s, hence we can obtain

n—1
Z%‘j = <q, s* + Zs(k)> <nW*.
ij k=1
Combining this with (34), we then obtain (28) as

lim sup eIE[g( 3 4};))] < lim e]E[g(nW*“) )]
€l0 T €l0

< liﬁ} ne]E[g(W*(E))] =n(n — |v|HA,,
€

where we use the fact that g(nx) < ng(x) for sufficiently large x from the sublinearity
of g(-).

Now, for (29), we apply another relation between the total queue length and the
maximum weight, which utilize the property of cone C. We can write the maximum
weight as W* = (q, s*) = (q1 + q, s*) for the MaxWeight schedule s* and W =
(q,s) = (qL +qy, s) for any other schedule s. Note that q is in cone C, which implies
(qy,s*) = (qy, s) for any schedule s. We then have

W=W*"—(q,s* —s). (35)

Since all the elements in a schedule s are either O or 1, we have (q;,s* —s) <
Zij lg1ij| < nliqll. On the other hand, recall that we can find a set of n — 1 schedules
(s, s@ . . s"=D}such that s* + ZZ;} s% = 1 and write the sum of the queue
lengths as Zij qij = (q,8" + 22;11 sy For each of these n — 1 schedules, we have
W =W=*—{(q.,s* —s) > W* —n|q]l. We can then lower bound Zij qij as

n—1
> i =(‘l, s*+zs(k)>2”W*—n(n— Diigoll. (36)
ij k=1

We now combine (34) and (36) to derive (29). Recall from Proposition 1, we have
that ]E[||qf)||] < OE[||q©||] + My for any 6 € (0, %). We then use (36) and take
expectation on the steady-state distribution X(© to obtain
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N ~ s (€) A~
E[ > 0] = nB[W*"] = ntn — DE[1471]

ij
> n]E[W*(é)] —n(n— 1)9E[;g§j)] — (= )M,

R e n—1)
{[2]: gt i
= %:q,, = T+ntn—18 T +nn—no °

. n _1((n—a(€))(l —e)A,) R
“T+nn—1o¢ p I +nn—1)0

5 Benchmark queue length behavior under reconfiguration delay

In this section, we derive some benchmark queue length behavior of switches with
reconfiguration delay for the Adaptive MaxWeight policy to compare with. We start
with a queue length lower bound for switch systems with reconfiguration delay, which
determines a limit on the performance for any scheduling policy. In a later subsection,
we then derive a queue length upper bound for a benchmark policy known as the
Fixed Frame MaxWeight (FFMW) [11] policy. Although it is shown that the FFMW
policy may achieve the optimal queue length scaling in the heavy traffic regime, this
optimality would require perfect knowledge of the traffic load, which restricts its
feasibility in practice.

5.1 Queue length lower bound with reconfiguration delay

The first proposition extends the analysis from [15, Proposition 1], which gives a
universal lower bound on the expected queue length for switch systems without recon-
figuration delay. The proof of the proposition couples the queue length process q(¢)
to that of a queueing system with less restricted schedule constraint and is given in
Appendix B.

Proposition 2 Consider a switch system with the arrival process a(t), which has mean
A = (1 — €)v for some v € F and variance o*. Let (t) denote the queue lengths
process of the switch system. Suppose the switch system is stable under its scheduling
policy, where the queue lengths process q(t) converges in distribution to a steady-state
random vector q. The expected sum of queue lengths is lower bounded by

lol>  n(d—e)e—2p)
E[;q"’}zz(e—m Ne-p) 7

where p = E[1{,(1)>0y] is the probability that the switch system is in reconfiguration
under the given scheduling policy.
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Note that the lower bound in Proposition 2 coincides with the lower bound in [15]
when p = 0, and monotonically increases as p increases. This result is not surprising
since the probability of reconfiguration p represents the portion of overhead caused by
reconfiguration delay and should degrade the performance when p increases. However,
the minimum of the lower bound occurring at p = 0 contradicts the intuition that not
switching the schedule also hurts the performance. In fact, for p = 0, the switch is
always stuck at one schedule and any queues that are not served by the schedule would
increase without bound. In other words, the lower bound in Proposition 2 does not
capture the effect of infrequent schedule reconfiguration.

To capture the effect of infrequent schedule reconfiguration, the following proposi-
tion lower bounds the expected queue lengths by examining the unserved queues when
the switch is fixed at one schedule between two reconfiguration times. The proof of
Proposition 3 is given in Appendix C.

Proposition 3 Given a switch system with the arrival process a(t), which has mean
A = (1 —€)v for some v € F and variance o*. For any scheduling policy under which
the switch system is stable, and the system state X(t) = (q(t), s(1), r(t)) converges in
distribution to a steady-state random vector X = ((], S, f), the average sum of queue
lengths is lower bounded by

A _
E[Zqi,-] z 3 -am-a), (38)
ij

where @ = maxges (v, S>, and p = E[1,()>0)] is the probability that the switch
system is in reconfiguration under the given scheduling policy.

With the two propositions above, we may then derive an optimal lower bound for
a given switch system. In particular, for each reconfiguration probability p, the lower
bound is given by the maximum of Egs. (37) and (38). Due to the monotonicity with p
of Egs. (37) and (38), the reconfiguration probability p that minimizes the joint lower
bound can be easily solved by equating Eqs. (37) and (38).

In this paper, we are particularly interested in the queue length scaling in the heavy
traffic regime, where € approaches 0. The following corollary provides a queue length
lower bound in the heavy traffic regime.

Corollary 2 Consider a sequence of switch systems with a fixed reconfiguration delay
A, > 0, parametrized by 0 < € < 1. For each switch system, let p'© be the reconfig-
uration probability that minimizes the joint lower bounds of Egs. (37) and (38). Then
in the heavy traffic regime, the reconfiguration probability satisfies

. p© Ar(n — @)
Iim — = 3 —,
€l0 € lollc+ Aq(n — @)

(39)

where @ = maxges (v, S).
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Therefore, we have the following queue length lower bound in the heavy traffic
limit:

. ) o> + Ar(n — &)
ln?&)nf e]E|: IXJ: q,'.,':| > 2r . (40)

Proof Since Eq. (37) is monotonically increasing in p and Eq. (38) is monotonically

decreasing in p, the minimizer p(© can be solved by equating (37) and (38):
©? lol? e AG-@) o eAn-d)
2n(l—e€) 2 2n P 2n '

Since p© > 0, the only feasible solution for p'© is given by

=—(J1+=-1
2 2 +

© JC?24+x—-C C X
p e u—— C2 ]

llo]?

where C = (=0

have p(é) e~ f—c. Also, since é — 0 as e | 0, we thus obtain

-5+ W and x = 26Ar”;5‘. Note that when &5 << 1, we

) © .X Ar(n—a)
lim =lim— = —.
€l0 € €0 4C o2+ Ar(n — @)

O

Corollary 2 generalizes the lower bound from [15, Proposition 1] and characterizes
the effect of the reconfiguration delay A, on the delay performance. Note that o in
Corollary 2 is different from « defined in Eq. (19), and by definition « < o < n for
any v € F. Compare the queue length bound of Adaptive MaxWeight in Eq. (28)
with Corollary 2, and we may see that when the hysteresis function g(-) approaches a
linear function, the queue length behavior of Adaptive MaxWeight approximates the
optimal scaling with respect to € as well as the reconfiguration delay A, in the heavy
traffic limit € — 0.

5.2 Queue length behavior of fixed frame MaxWeight

In this subsection, we analyze the queue length behavior of the Fixed Frame Max-
Weight (FFMW) as a benchmark policy and compare it with that of the Adaptive
MaxWeight policy.

The FFMW policy is a simple extension of the MaxWeight policy, which sets a
fixed parameter 7', and periodically reconfigures to the MaxWeight schedule every T
time slots. It is shown in [11] that given the traffic load p = 1 — €, the switch system is
stabilized by the FFMW policy with any period 7 > %. Note that the FFMW policy
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requires knowledge of the traffic load, which limits the applicability of the policy in
practice.

The following proposition extends the heavy traffic queue length analysis of the
MaxWeight policy in [15] and gives an upper bound on the expected sum of queue
lengths for switches with reconfiguration delay.

Proposition 4 Consider a switch system with a fixed reconfiguration delay A, > 0,
and the arrival process a(t) as described in Sect. 2. Suppose the mean arrival rate

. . . A .
vectoris given by A = (1 —€)v, where v € F is such that viyin = minv;; > 0, and for
ij

some € > 0. The variance of a(t) is 6. For any € that satisfies € < vz‘l“ril" , suppose that
the switch system is operated under the Fixed Frame MaxWeight policy with schedule
duration T > %. Then the expected queue length satisfies

_ 1 T 2 n(l+e¢) )
E[ZCIU} < (1—E>ﬂ”0” +T(T+n (amax—i-ZM)),
L

(41)

where M — 4n(amax+1)+4(IA )% +Ha|| 24n)+16v2n%a2 + 212V 2 + 1).
We may then further mmlmlze the upper bound over T and derive the minimizing

schedule duration as T* = % (1 +4/ _Az’:—/)vl[lf'l) and the corresponding heavy

traffic queue length upper bound is given by

2
hmsupeE[ZqU} <,/(1—%)||0||2+\/ArM’) s 42)
€l0

where M’ = 5 + n2(amax + 2M).

From Proposition 4, we can see that given the traffic load information, the FFMW
policy may achieve the optimal scaling with respect to € and A, in the heavy traffic limit
€ — 0. Note that since Eq. (41) is not necessarily a tight bound, the derived minimizing
schedule duration 7* may not be the true minimizer of the expected queue length.
However, it does guarantee the optimal scaling and may be a good estimate for the true
minimizer. From the expression of 7%, we can see that the minimizer is close to the
boundary of stability 7 = %; this also implies that the optimal delay scaling of the
FFMW policy is rather intolerant to estimation error of the traffic load. Moreover, this
issue becomes more prominent for large A,, since it decreases the distance between
T* and the boundary of stability.

In the next section, we compare the average queue length performance between the
Adaptive MaxWeight policy and the FFMW policy. We show that with the hysteresis
function g(-) that is close to a linear function, the Adaptive MaxWeight policy has a
comparable performance to the FFMW policy and does not require any knowledge of
traffic load.
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Fig. 1 Mean total queue length versus traffic load p under uniform traffic. Number of ports is n = 16, and
reconfiguration delay A, = 20

AMW, §=0.01
FFMW, T'= 50
FFMW, T= 100
FFMW, T = 200
FFMW, T'= 500
FFMW, T'= 1000

log 24

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Load, p

Fig.2 Mean total queue length versus traffic load p under uniform traffic. Number of ports is n = 16, and
reconfiguration delay A, = 20

6 Simulations

In this section, we show simulation results for switches with reconfiguration delay
operated under the Adaptive MaxWeight policy, with hysteresis function g(x) =
(1 —y)x'7%. We first compare the simulation result with the Fixed Frame MaxWeight
policy, and then determine the scaling of the average queue length with respect to
different system parameters and compare with the queue length scaling derived in
Sect. 4.

We now briefly describe the simulation setup. The arrival processes are assumed to
be Poisson processes, all with the same arrival rate, which is also known as uniform
traffic. More specifically, the matrix v € F satisfies v;; = %,Vi, je{l,...,n}.Under
uniform traffic, we have ||v||2 = 1, and thus @ = n — 1 in Eq. (33). For the parameter
of the hysteresis function g, since we are only interested in the scaling, we fix y = 0.1,
and consider § € {0.01, 0.05, 0.1, 0.2} for average queue length comparison.
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Fig.3 Mean total queue length versus traffic load near the capacity region. Number of ports is n = 16, and
reconfiguration delay A, = 20

Figure 1 shows the average queue length under various traffic loads p € [0.1, 1].
From Fig. 1, we can see that the average queue length is smaller with smaller §, in other
words, the delay performance improves when the hysteresis function g(x) approaches
a linear function. The result implies that while the analysis in this work focuses on the
heavy traffic regime, the conclusion that § close to zero gives better delay performance
also applies for lower traffic loads.

In Fig. 2, we keep Adaptive MaxWeight with § = 0.01, which has the best perfor-
mance among the set of considered § values, and compare the average queue length to
the FFMW policy with various schedule durations 7' € {50, 100, 200, 500, 1000}. We
first note that for each schedule duration 7', the average queue length grows quickly
when p approaches 1 — %.

We now focus on simulations in the heavy traffic regime. In Fig. 3, we plot the
average total queue length of Adaptive MaxWeight for various € € [0.005, 0.03] (cor-
responding to p € [0.97,0.995]), and take log scale for both axes. For the FFMW
policy, we consider the optimal queue length performance over schedule durations.
In other words, for each €, we consider the FFMW policy with different schedule
durations and take the one that minimizes the average queue length for comparison.
We see that Adaptive MaxWeight with § = 0.01 closely follows the optimal perfor-
mance of the FFMW policy. We then use linear regression to determine the scaling
(i.e., the exponent) of the average queue length with respect to € in the heavy traf-
fic regime. With the scaling result from (33), the scaling with respect to € is close
to g~ !(1/€), hence the theoretical exponent should be —1/(1 — §), which would be
{—1.010, —1.053, — 1.111, — 1.250} for § = {0.01, 0.05, 0.1, 0.2}, respectively.

Figures 4 and 5 show the queue length scaling behavior under varying reconfigura-
tion delays A, and varying number of ports n, while the traffic load is fixed at p = 0.96
(or € = 0.04). For the reconfiguration delay, the scaling is g_l (A;), hence the
theoretical exponents are {1.010, 1.053, 1.111, 1.250} for § € {0.01, 0.05, 0.1, 0.2},
respectively. We may see from Fig. 4 that the exponents obtained from the simulation
result are close to our derived scaling. On the other hand, the scaling with respect to
n is g~1(n?), hence the theoretical exponents should be {2.020, 2.105, 2.222, 2.500}.
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Fig. 4 Mean total queue length versus reconfiguration delay A;. Number of ports is n = 16, and traffic
load is p = 0.96
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Fig. 5 Mean total queue length versus number of ports n. Reconfiguration delay is A, = 20, and traffic
load is p = 0.96

We can see that the exponents derived from the simulation result are slightly larger
than our derived scaling.

7 Conclusions

We consider the heavy traffic queue length behavior in input-queued switches with
reconfiguration delay, operating under the Adaptive MaxWeight policy. It is shown
that the Adaptive MaxWeight exhibits weak state space collapse behavior, which
could be considered as an inheritance from the MaxWeight policy in the regime of
zero reconfiguration delay. Utilizing the Lyapunov drift technique introduced in [15],
we obtain a queue length upper bound in heavy traffic, which depends on the expected
schedule duration. We then discover a relation between the expected schedule dura-
tion and the expected queue length, which then implies asymptotically tight bounds
for the expected schedule duration in heavy traffic limit, thus determining its scal-
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ing. The scaling of the expected schedule duration then implies the dependence of
the queue length scaling on the selection of the hysteresis function g, and this this
scaling improves as g becomes closer to linear. Simulation results are also presented
to illustrate the queue length scaling with respect to several system parameters (for
example traffic load, number of ports, reconfiguration delay) and for comparison to
the derived queue length scaling in heavy traffic.

The results obtained in this paper apply to traffic patterns in which all input and
output ports are saturated. It would be interesting to consider the queue length behavior
of Adaptive MaxWeight under incompletely saturated traffic, for example, the traffic
conditions considered in [14]. The weak state space collapse result might be similar
due to the inheritance from the MaxWeight policy, but the characterization for the
expected schedule duration remains unclear at this point.

Acknowledgements This material is based upon work supported by the National Science Foundation under
Grants CNS-1329819 and CCF-1850439.

Appendices
A Proof of Proposition 1

Proof For ease of notation, we drop the superscript (¢) in the following derivation.
For each state X = (q, s, r), we define the Lyapunov function Z(X) = max{||q.| —
Ollqyll, 0}. We then apply Lemma 1 with the Lyapunov function Z to obtain the result.
Note that the selection of the Lyapunov function is such that Z is a nonnegative
function. Since [lq || — 0llqyll < Z(X) for any state X = (q, s, r), the statement of
Proposition 1 follows from a bound on E[Z X)1.

We first verify Condition C.2 for Z(X). Since | max{a, 0} — max{b, 0}| < |a — b|
for any a, b € R, we have

1ATZ)] < |(lawte + 1)1 = 0llay @ + DI = (Il Ol - 6llay )|

< |lawte + 70 = Il O] + 6| lay ¢ + 7)1 = gy 1l

Slqrt+T)—qr®l +0lqt +T) — q @)l
<A+ lqt+T)—q@)l
< (1 4+ namaxT £ D. (43)

Here, we use the fact that q is a projection onto K° = {x € R™ : (x,y) <0,Vy e
K}, the polar cone of K. Since the projection onto a cone is nonexpansive, we have
Ixp =yl < X — yll and [lx) — yy |l < [Ix — ], Vx. .

To verify condition C.1, we need to bound the expected T -step drift for Z(X). For
ease of notation, we denote IE[ - |[X(7) = X] as Ex[ - ].

Since (43) provides an upper bound on the magnitude of the 7 -step drift, we know
that if X(¢) satisfies Z(X) > D, then Z(X(¢t 4+ T)) is positive, and we may drop the
max{-, 0} expression in the definition of Z(X) in this case. In other words, for all X
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such that Z(X) > D, we may write the expected T -step drift as

Ex[AT200 | = Ex| (o + 1) = lar 1) = 6 (llay + 7)1 = lay 1) |
(44)

Therefore, we need only to consider the T'-step expected drift of [|q || and [Iq .

We first consider the drift of ||q, ||. The derivation follows along the lines of [15],
where the relation in [15, Lemma 4] is used: Let V (X) = ||q]|?, ViX) = llqy |2, and
AV, AV denote the one-step drift of V, V|, respectively. Then

AV(X()) — AV (X(t))). (45)

1
gL+ DI =l = TR )”(

The inequality could be derived as follows:

lar(t+ DI? — gL @)
2llqL ()]

)

law+ Dl = la®l = lac@ + DI2 = lac @ <

where the inequality follows from the concavity of the square root function: Since
f(x) = /x,x > 0is concave, we have f(y) — f(x) < (y —x) f'(x) = y hs ~. Setting

x = |lqL®]*andy = |lqL(t+1)]|? gives the inequality. Then, with the orthogonality
between q and q), we have larl® = lqll*> — llq 1%, and (45) follows by applying
the relation for q, ( 4+ 1) and q (#) and then rearranging the terms.

With (45), we have the following inequality for the T -step drift of ||q (¢)|:

-1+T—1
Ex[lac ¢+ DIl = a0l = Bx| Y (lac@+ Dl - ||ql(r>||)}
- 1=t
L AVX(D) — AV(X(D)
E
=Ex| 2 2Ll ]
S TAVX(D) = AV (X()
=E E X .
ol 2:; [ 2laL (@)l | (”]]

(46)
We now derive bounds for AV and AV/:
]E[AV(X(I)))X(I)]
= E[llac + DI? - la®)I?[X(0)]
= E|la(®) +a() = sy I + lu@)|

+2(az + ) = u(), u®) - la@FX@)]
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< E[la@) +a() - sy 1> = la@) 2 |X(0)]

= Y E[a} (0 + 55 (=0, — 2055 ()55 (D=0 [X(@)

iJ

+ E[2{a(0). A = 500120 X (D)

Z(x +02)+n+2(q(0), (1 = v = s(0) + 2{a(®), 8O )=

= M2+ o 12 + 1 — 2¢(q(r). ») +2((0). » = 5(0)) +2(a(0). 5O L (o120

where (a) follows from E[a%] = 1% + o2, ai;(1)s;j(t) > 0 for all i, j, and
> Sij(t) = 1forall 7.

Suppose g is the sublinear hysteresis function for Adaptive MaxWeight, then by the
sublinearity, there exists a constant Ky such that g(x) < 9x for any x > Kjp, where

= i”"” Hence, by the definition of Adaptive MaxWeight, we have, for any X(7)
such that (q(7), s*(1)) > Ky,

(a@). v = s) = (a@). v = 5" @) + (@), 5 (0) = 5(0))
<q(r), v— S*(r)> +g <<q(f), S*(r)>)
< <q(r) v— S*(r)> + €<q(r), S*(r))

(1 )( (), v —s (z)} <q(t),v>.
<

From [15, Claim 2], we have (q(t),v — s (r)> —VminllqL (t)]l. Therefore,

IA

E[AVX@)[X©] = 12 + o1 41~ 2¢{a (@), v) ~2(1 = £ )il

+ 2§<q(r), v) + 2<q(t), s(z)>11{,(f)>o}. (47)

For AV), we have

E[AViX(©)|X®)] = E[llay + DI? - lay (01X ()]
=E[(a)+ D+ aq@.quc + D - g (T)>‘X(r)]
= E[la)(r + 1) — i @17 + 2{ay0). qy(r + D) = qy(0))[X(0)]
> 21E[<<1|| @, qz+1)—q (t)ﬂX(I)]
=2E[(q)(@). a0 + D = a®) = a0, 4. + D — q1.(0)|X(0)]
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2 2E[(4)(0), a(0) = 501y 01m0) + 00) )X (0]
> 2<qw| (0, X> - 2<<1|| (), S(f)ﬂ{r<z>=0}>
= —2e<q\| (7). v> + 2<‘I|\ (1), v — s(r)> + 2<q||(t), s(t))ll{r(,)>o}

= —26<qu (7). v> + 2((1n (o), S(f)>]1{r<r)>0}- (48)

For (), we use the following properties of the projection onto cone K: For q € ]R"Z,
(q).q1) = 0,andq € K°. Therefore (q(2), q1(r)) = 0,and (q; (), qL(z+1)) < 0.
Applying (47) and (48) in (46), we obtain

Ex[llas+ 1l - lar 1]

t+T—1 2 2
IME+ ol +n [ g 0 0la(x). v)
E - s -(1-- min + ——————-
= X[ ¥< 2l (ol e<||cu<r>u )= (=5 allgL (@l

q.L(7)
9 Il r(r)>
Hig o tro (”)]

t+7T-1

A2+ ol +n 146
<EBx|T|————— +elvl— (1 = 0)vmin + vl | ++/n E Ly )>0) |
min_2||q ()| o =

€[t t+T] T=t

(49)

where we have used the fact that ||q || > 6||q || implies |q|l < O(llqyll + llqLl) <
(1 +0)|lqLll, and ||s(7)|| < «/n for any schedule s(t) € S.
On the other hand, the drift of ||q || can be obtained following (48):

4T —1
Ex|lay + DIl = lay 1] =Ex| > E[lay( + DIl - ||qu(r>||\X(r>]]

- 1=t
~t+7T—1
> Ex

g

2 _ 2
]E[II(I|\(T+1)|I g (@l ‘X(T)H
gz + DI+ llq ()]

- T=f

-1+T—1 ]E[ —26((]” ('L’), V> X(‘L’):Ii|
I lay(z + DI+ llq ()l

rt+T—1 —26((1“ (1), v)
lay (@)l

v
3!
>
N

\

53!
>
N

] = 2Te|vl,  (50)

- T=!

where the last inequality follows from the Cauchy—Schwartz inequality.
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Now, applying (49) and (50) in (44), we obtain

A2+ o2 +n 1+
]Ex[ATZ(X)] < Ex [T(w + (1420wl — (1 = 0) vimin +
min_2[lqy (7)|

0

vl
et t+T]

t+T—1

Y ll{r(r)>0}]4 51)
=t

From [19, Lemma 1], we know that for any fixed 7 > 0, if W*() >
g’1 (nT(amX + 1)) + nT, then at most one reconfiguration could occur within

[z, + T1, which gives Z Lrr)=0 < A,
Select T = &(TmA’ then set D = znamaXT = 12"/%%"“ Then, VX such that
2 2
Z(X) > k = {D, namaxT + W’nl(% ng 1(nT(amax + 1)) + nZT}’
and Ve such that 0 < € < I‘gﬁ‘“ﬂ , we have Ex [ATZ(X)] < —% < — ”‘g‘“.
Hence, by Lemma 1, we have Ve such that 0 < € < %,
16D2

E[la.l—olql] < B[ZX)] <« +

me

Letting My = 16D

B Proof of Proposition 2

Proof We will derive the lower bound by bounding the expected queue length sum at
each input port, in particular, ]E[ > ;i (t)] for each input port i.
The queue length dynamics of the coupled queue ¢; () are given by
Gi(t+ 1) = [$: () +bi () — Tjr=0)]
=¢i (1) + b;i (1) — Ly =0y + vi (1),

where v; (¢) is the unused service and satisfies ¢; (r + 1)v; (t) = 0.

We may show by induction that ]E[ 3 ; qij (t)] > ]E[q_ﬁl (t)]. It then remains to lower
bound E[¢; (1)]. We consider the expected drift of (¢ (t))2 as follows:

E[(¢(c +1D)* — (6:(1)°]
=E[(&(®) +bi(0) — Lp—o))” — (i) = (@i())°]
=B[2¢i (1) (bi (1) — Lry=0y) + (bi (1) — ﬂ{r(r):m)z — (ui (t))z]
= E[260)((1 — ) = (1 = Ly=0) + (i) — (1 =) + Lp=0) — ) — vi (0]
= —2€E[¢;(1)] + 2E[¢i (O ]E[L(r1)>0) ] + Var(b; (1)) + E[(Lry=0y — €)*] — E[vi (1)].
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where the last equality follows from the independence between the queue length
process ¢; (t) and the schedule reconfiguration decision. We have

2e — pE[¢i(1)] =Y o+ p —2pe+ € —E[ni(1)].
j

Considering the drift of ¢; (), we can derive E[v; ()] as follows:

E[¢:(t+ 1) —¢i()] = (1 —€) — 1 — E[L()=0y]) + E[vi()] =0
= ]E[v,-(t)] =€ — ]E[]l{r(t)>0}] =€ —p.

We thus have

Zf’z%'
j _(I—e)e—-2p)
(e —p) 2(e = p)

E[¢;(n] = 5
Using E[ > dij (t)] = E[¢i(1)], and summing over each input port, we obtain

2
Z%’

- ij U —e)(e—-2p)
1{%h¢ﬂzﬁ{gﬁmﬂzz&_m e

C Proof of Proposition 3

Proof Lett;, k =1, ..., denote the kth schedule reconfiguration time. By the assump-
tion that the system state X(¢) = (q(t), s(1), r(t)) converges in distribution to a
steady-state random vector X = (("1, S, f), we may consider a renewal-reward process
associated with X(#) where #; are the arrival epochs, while the reward function is the
sum of queue lengths given by R(¢) = Zij qij(1).

From renewal-reward theory, we have

trr1—1
’ E|: > Zqz‘j(t)]

. 1 3 _ 1=ty ij
]E[Zqz/ (t)] = Tlimoo ?E[un (t)} o Eltk+1 — #]

ij =0
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For any (i, j) such that S;; () = 0, we have ¢;;(t) = g;; (%) + er_:lzk ajj(t) >

Zt_l a;j(t), while for any (i, j) such that S;;(#) = 1, we have g;; (¢) > 0.

T=I}

t1—1 ~ 1 —1
E[ > Zq,;;(t)} -E| ) E[un(:)\q(tk)”

1=ty ij - 1= ij

-1 —1

>E Z Z )\ij(t_tk)i|

T =t (1,)):Si (t)=0

-l 1—1
>E Z (t—tk)(n(l—e)—mSaX(S,A))}

- 1=

[ (tkt1 — 1)?
2

:|(n — &)1 —e).

We then have a lower bound on the expected queue length sum as follows:

E[(trt1 — 1) _
E (0| = =L S — @) (1 —
[%:ql(t)] 2E[tg41 — 1] (= =€

- Elticr1 — %]
- 2
Mm@ -e

(n—a)l—e)

D Proof of Proposition 4

Proof Given the period 7', we consider the Markov chain X(7) being sampled at times
t =kT,k=0,1,.... Since the Fixed Frame MaxWeight policy stabilizes the system
if T > %, we know that X(#) converges to a steady-state distribution, and so does
X (). Let X = (q, §, 7) and X = (q, 8, 7) denote the steady-state distribution of X(z)
and X(#;), respectively. By the assumption on the maximum arrival, we immediately
have that ]E[Zij gij1 < ]E[Z,-j gij1+ n2amax T It then remains to bound ]E[Zij gijl
following the similar procedures in [15]:

1. Derive an upper bound on E[||q () ]*].
2. Derive the queue length upper bound which depends on E[||q () 1%1.
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Consider the Lyapunov function Z(X) = ||q_ ||. By the assumption on the maxi-
mum arrival, we have

IAZX)| = |laL @)l = la@ll] < law ) —al = | lgij(tn — i ()
ij

< namaxT. (52)

For the expected drift at steady state, we have

tg1—1
AV (X - AVX
E[nqL(rkH)u—||q(tk>||]51E[ > [N (t)z)ncun 1K) xm]],

T=I}

where AV (X) and AV (X) are the drift of Lyapunov functions V(X) = lqll? and
ViX) = liqy 1%, respectively. Now, for each T € [f;, fr 41 — 1], we have

E[AVX@)[X®)] < AP + 01 + 1 = 2€(a(0), ) + 2(a(), v = §*(0)

+2(q(2), 8" () — S(1)) + 2(q(7), s()) L (r)=0)
< IMZ+ o ? + 1 — 2¢(q(7), ¥) — 2Vmin gL (D]
+ 2n(amax + 17 4+ 2{(q(7), S(T)>Il{r(r)>0}

and
E[AV|(X(0)|X(D)] = ~2€(q)(0), ») +2(a (7). 5(0)).

We then have the expected drift of Z(X) at steady state given by

E[la ) = lawol ]

fk41—1 2 2
513[ S (Bt ol 4 _E< a1 (D) v>_vmm+n<amax+1>r)

= 20q()] L@l lao)]
q.(7)
2({ ——, ]lrt>
<||qm>|| S(’)> r 0})}
2 2
ST(nxn + ol +n+n<amax+1>T+€”°”_vmm>+ﬁAr

2(lq(@oll = nT)
T(nxn2 +llo ) +n +n(@mn + DT vL)
2(lq(@) || = nT) 4/

IA

where the last inequality follows from € < ﬁ and T > &r > 4lA, > 4/nA,

€ —  Vmin Vmin

@ Springer



Queueing Systems

2 2
Let k= 2UMEHICIZEn 7 (2matl) 4 1) We have that [|q(%) ]| > « implies

-
E[llq. ()l = lg@ll | < =227,

then using [15, Lemma 3] with D = nam,xT and n = ”"“"T , we have

E[H(IL(tk)Hz] <4 +320%(1+ %)2 < (26 +4v2D(1 + %))2

T2(4namax + AU + N0 +20) + 1620 agy,

Vmin

2
+2n + 4«/§namax) .

2
Letting M = dnamax+4(I > Hllo124+2m)+16v 20 ag + 21 + 44/2nam., we have

Vmin

E[law@l?] = 7202
2 2
Consider the Lyapunov function W(X) = ), (Zl q,-j) + > (Zl qij) -
2
%(Zl j q,:/) , and set the corresponding Lyapunov drift at steady state to zero,

IE[W(X(tkH)) _ W(X(tk))] — 0. We then have Ty = T + Ts + T4, where

T] = ZE[Z (Z%](tk))(Ztkil(slj(f)ﬂr(r) =0 — dij (T)))
i T=n
fIA+1 1
+Z(Zq,,<tk>)(2 > 65O hm=0 — a;(0)
i T=l

1 —1

_ %(Z%‘j(%))(Z Z (517 (O Ly (r)=0 — au(f)))]
ij

=t

—2(eT — Ar)]E[Zqij(fk)]s

[Z (Ztki:l(au (@) = sij (D) L (o)= 0)))
JoT=n
+Z(Zlkil(aw(f) sij (D) Ljr(n)= 0))
i T=l
1 —1
- (X Y @ - s @tew-m) |
ij T=t
(2— 7) ZO’U +n(eT — A%,
ty1—1 ti+1—1 ty1—1
|: Z(Z Z ”11(7)) _Z(Z Z u,1(1)> +*(Z Z u,](r))]
jooT=t i T=M ij T=n
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<nT (T — A}),
T4=2]E[Z(Zqij(lk+1)><z Z M,/(T)) Z(Z%/(%H))(ZU‘EIMu(f)>

i i i =l i T=I

(quj([kJrl))(Z ki ”l/(‘[)>]

i T=I

ti1—1 j k tg1—1
< e TE[ 32 37 wij(@) | +4n 37 E[Zu,,m],/lE[nqL(zk+r>|| |

ij T=t =1

< 2n2(eT — AT (amax + 2M).

Hence, we have the upper bound

E[ Y ay] = (1- i)Lllall2 AT =B |2 (g +20)
ij

2n/ €T — A, 2
1 T - n(l +¢)
= (1-57) e 1912+ T(M 2 s +200)
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