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1. Introduction

Constructing asymptotic observers for nonlinear systems is an
important topic that is motivated by the difficulty of measuring
state variables of systems; see [1] for an overview. Other key
results in this direction include the finite dimensional systems
in [2-4]. For asymptotic observers with delayed measurements,
see [5,6].

However, less attention has been paid to constructing finite
time observers, whose objective is to find values for states of
the system after a predetermined finite time. Such problems
are important in engineering processes with deadlines. The pi-
oneering work by Engel and Kreisselmeier [7] on finite time
observer design has been built upon by significant results such
as [8] (which provides finite time observers with guaranteed
bounds for solutions, including systems with disturbances), [9-
11]. See also [12] for finite time continuous-discrete observers
for systems with temporary loss of measurements. However,
these works do not allow delayed measurements, which can limit
their applicability in engineering contexts where delays occur;
see [13-15]. Moreover, sliding mode finite time convergence
methods (such as [16]) generally do not apply to the systems
with nonlinearities and intermittent outputs with time varying
(and possibly uncertain) delays that we study here. See also
the notable works by Karafyllis and Jiang [17],Tsinias and Kitsos
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[18],Van Assche et al. [19] for observer designs under triangular
structure, strong observability, or solvability conditions that we
do not require here.

Here we help overcome the preceding challenges, by building
a new class of finite time observers for a class of time-varying
nonlinear systems with uncertainties and delayed output values.
Although we allow nonlinear systems, our systems lead us to the
problem of finding formulas for fundamental solutions for time-
varying linear systems. Fundamental solutions provide an analog
of the matrix exponential and are applicable to time-varying lin-
ear systems, and can be written as Peano-Baker formulas, but it is
not generally possible to write them in closed form. We overcome
this challenge by interconnecting our observers with dynamic
extensions that compute the fundamental solutions. Due to the
uncertainties, we provide an approximate method to reconstruct
solutions, which provides an exact finite time reconstruction
when there are no uncertainties.

We show how the difference between the value of the state
and its estimation is bounded by a function of the past output
value, the input, and the disturbances. We illustrate our observer
design using a class of dynamics that includes Mathieu’s equa-
tion from the study of vibrating membranes, which was studied
in [12] for the case where there are no measurement delays.

Throughout this paper, the dimensions of our Euclidean spaces
are arbitrary, unless otherwise noted. The standard Euclidean
norm in R? and the induced norm of matrices, are denoted by
|-|, and we assume that the initial times for our solutions are
to = 0, and that the initial and delay functions are constant at all
times t < 0. Let I denote an identity matrix. Let |-|,, denote the
sup norm of any matrix valued function over its entire domain.
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We use basic properties of fundamental matrices, e.g., from [20,
Appendix C]. For bounded piecewise continuous matrix valued
functions M : R — R™" let @) be the fundamental matrix
solution for z(t) = M(t)z(t), so

%@M(t,s) = M(t)Pu(t,s) and du(t,t) =1 (1)

hold for all real values s and t.
2. Main result

We construct an observer for this class of nonlinear systems
having a delay in the output and disturbances:

X(t) = [A(t) + e(t, X(E)IX(E) + f (£, y(t), u(t)) )
y(t) = C(6)Pa(t, t — h(t))x(t — h(t))

where A : R — R™ and C : R — RI*" are piecewise
continuous bounded matrix valued functions (where C could
be 0 at some times and therefore can represent intermittent
output observations), the state x is valued in R", the output y
is valued in RY, the possible known input u is valued in RP?,
the nonnegative valued bounded piecewise continuous function
h represents a measurement delay, and the unknown bounded
function € : [0, +00) x R" — R™" represents a disturbance.
We assume that f(t, y(t), u(t)) and e(t, x(t)) in (2) are locally
integrable functions of t, which provides the standard forward
completeness property that we assume to hold in the sequel,
which is that for each constant initial function, the corresponding
solution of the system (2) is defined at all nonnegative times;
sufficient (but not necessary) conditions for this integrability are
provided by standard Lipschitzness conditions in the state and
continuity in t for f and ¢, and continuity of h. For simplicity, we
also assume in our theorem that h is known, but see Remark 3
for the case where h contains uncertainties.

Systems of the form (2) occur in numerous engineering con-
texts; see our illustration below. While the output in (2) can be
written as y(t) = CGy(t)x(t —h(t)) where Cy(t) = C(t)Px(t, t —h(t)),
writing the output as in (2) will ease the observer design and
its convergence proof below. Moreover, the usual setting in
practical applications where the output is y(t) = Cox(t — h(t))
for a constant matrix Cy is covered by (2) by choosing C(t) =
Co®a(t — h(t), t) because (by standard semigroup properties of
fundamental solutions) this choice of C gives Cox(t — h(t))
C(t)Da(t, t — h(t))x(t — h(t)) for all t > 0.

In the proof of our theorem, a key formula that is needed
to compute our observer will first be expressed as a solution
of an implicit relation, rather than as an explicit formula. In
order to solve this implicit relation to obtain the observer, it
will be necessary to invert a matrix coefficient. The invertibility
of the coefficient matrix will be ensured by the following two
assumptions, which therefore play a role that is analogous to the
invertibility of a suitable Jacobian in the well known multivariable
implicit function theorem:

Assumption 1. There exist a bounded piecewise continuous
matrix valued function L : R — R"™? and a constant t > 0
such that with the choice F = A+ LC, the matrix valued function
E.(t) = @p(t — t,t) — @p(t — 7, t) is invertible for all t € R and
satisfies |E; |, < oco. O
Assumption 2. The constant ¢ > 0 and the functions L and E;
from Assumption 1 are such that with the choices

Tp = [CPA(L, £ — h(1))] oo EelAloe+E (3)

and E(t) = [E;!|_, we have

TE(t)[e oot 4 (|L| T + &)ellFlooHHooTnto) ]

<1,

(4)

where € and h are bounds on € and h in (2), respectively. O

See Section 3 for ways to check our assumptions. For pedagog-
ical purposes, we next introduce equations that are used in our
main theorem, before stating the theorem. Our theorem will use
the solutions of the initial value problems

an(t) = A(t)aa(t), aa(0) =1 5)
ap(t) = F(t)ar(t), ap(0)=1,

where A is from (2) and F is from Assumption 1. We will see
in Lemma 3 that a4 and «f are invertible, and that @4(t,s) =
ocA(t)aA’l(s) for all real s and ¢, and similarly for F. Therefore, we
can rewrite E; from Assumption 1 as

EX(t) = aa(t — )y '(£) — ap(t — 7)oy '(0). (6)

While not standard in the observers literature, the expression (6)
is useful because it provides a computable formula for E,, which
contrasts with the original formula for E, that is expressed in
terms of fundamental solutions that are generally not available
in explicit closed form when A is time varying. Assuming h is
known and recalling that f and u are assumed to be known as
well, it follows that knowledge of the output y implies that we
also know

(0 = ¥(0)+ COxan() [

t—h(t)
which can be computed in practice using known quantities (or in
terms of additional dynamical extensions without using integrals,
as we show in Remark 2 below). Then in terms of the function L
from Assumption 1, the function

g(€) = f(€, y(£), u(€)) — L(L)yx(£) (8)

is also known. In terms of (5)-(8), our theorem is as follows (but
see Remark 2 for a way to express the observer in our theorem
without using integrals):

t

ay (OF (€, y(e), u(e))de, (7)

Theorem 1. Let Assumptions 1-2 hold. Let oy : R — R™" and
ar : R — R™" pe the solutions of (5). Then, with the notation of
Assumptions 1-2 and (5)-(8) and €3 = |L|,,up + € and € = |€|
and

&= r[ge(lf\\oﬁ-?)f + (Il Th + g)e(lﬂoo""”ooﬁh"'g)f]’ 9)

heE(t) (elfleT 4 &;rellFletés)r) Lo |C | g2 Aloc +ENh

3 _ , 10
€ 1—E(t)s (10)
_ ﬂ " (Al +E)7
y(t, T) = vy /H [ee [F(e, y(e), u(e))|
+é&selfleteIT g ()] de
H
= T |f (L, y(£), u(e (11)
- H[e [F(e, y(£), u(e))|

+elflT|g(0)]1de

t e
v [ i ytm), umy emat.
t—z Je—ne)
where Ty, = |CPa(t, t — h(t))|o, ehelAoTN the following is true:
EX(t) is invertible for all t € R and the observer
t

() = Exe)! [aalt — D)y (O (€, y(£), u(e))

t—1

— ap(t — Dy (0g(0)] de

(12)
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is such that the error estimate X(t) = X(t) — x(t) satisfies

Ix(t)] < y(t, 7) (13)
for all solutions of (2) forallt > 7 + |h|,. O

Remark 1. The bound y only depends on known functions.
When € converges to zero, then for fixed t and t, y(t, t) con-
verges to zero. When € = 0, we get a finite time observer, and
Assumption 2 is satisfied for all h > 0, because all coefficients in
(11) and in the left side of (4) have the factor €, so y(t, 7)=0 for
all t when € = 0. Also, y(t, ) is bounded if f and y are bounded.
Our reason for starting the index for €; at i = 3 in Theorem 1 will
become clear in Lemma 4. O

Remark 2. We can express X(t) without integrals. To see how,

notice that for the equations in the system

{ Hi(6) = A(OHA(8) + (£, y(6), u(t)
Hy(t) = F(t)Ha(t) + g(t)

and all t > 0, we can apply variation of parameters to obtain

(14)

(

=t )

/ ar(t)ey ' (£)g(e)de
) — ap(t)ap(t — ) ' Hy(t — ) and

» aa(t)a (O (£, y(£), u(e))de
t—h(t)
= Hi(t) — aa(t)aa(t — h(t))""Ha(t — h(t)).

Then the semigroup property of fundamental solutions gives

X(t) = EX(t)" [oalt — T)ery ()(Ha(1)
—aa(t)aa(t — )7 'Hy(t — 1))
—ap(t — 7)oy ' (£)(Ha(t)
+arp(t)ap(t — ) Hy(t — 1))]

ye(t) = y(t) + C(t)[Hq(t)

—aa(t)ay (t — h(E)Hi(t — h(D))],

where g in (14) is computed using (8) and the y, formula in (16),
and E(t) is computed from (6), in terms of the o4 and «f values
from (5). We can also compute ;" and o' by solving additional
dynamical extensions; see Lemma 3.

Theorem 1 covers significant special cases where h is a saw-
tooth shaped delay representing sampling. Then h(t) = t — ;
for all t € [t;, t;+1) and all sampling times t;, and we can pick
the delay bound h = sup;.((ti+1 — t;), when this sup is finite.
This is notable because sampling commonly occurs in engineering
applications. The property ensuring finite time convergence is
the integral structure of the observer which has a history of
information about the nonlinearity f. O

Remark 3. Due to our linearity based analysis, we can straight-
forwardly generalize Theorem 1 to allow delays that contain
uncertainty, by adding an uncertainty Ap(t) to the delay in the
output in (2) and adding a term y(t, z, Ay) to the observation
error bound y(t, t), where A, is a bound on Ap. This is done by
replacing h by hg in the observer formulas, where h(t) = ho(t) +
Ap(t) is the true delay and hg is known, under suitable bounds on
the piecewise continuous uncertainty Ap, as follows. We assume
that the given output measurements are y(t) = Co(t)x(t —h(t)) for
a known continuous bounded matrix valued function Cy, which
we write as y(t) = C(t)®a(t,t — h(t))x(t — h(t)) using the
semigroup property as before, where C(t) = Co(t)®a(t — h(t), t).
We also assume that Assumption 1-2 are satisfied with h and C in

the assumptions replaced by hg and Cp,(t) = Co(t)Da(t — ho(t), t)
respectively. Then we can use the bound on A to find a constant
Ap > 0 such that Assumption 1-2 as stated above hold with
h(t) = ho(t) + An(t) and C(t) when [Ay]l,, < A, (without
changing L or 7).

This ensures that when [Ap|,, < Ap, the conclusions of
Theorem 1 hold, but when h is not known, the observer (12)
cannot be implemented. Hence, when h is not known, we instead
implement the approximating observer

Xnew(t) =

Ex)y! /[ [aalt — D)o (O (€, y(L), u(e)) (17)

— oyt —tirr)aF_ol(Z)go(E)] de, where Fo = A + LG,
and

Ex(t) = aa(t — T)ay (1) — gy (t — D)o (1),

8o(€) = f(£, y(£), u(£)) — L(€)y;(£), and

52(0) = ¥(6) + Gu(thaa(t) f o (O (£, y(0), u(e))de,
t—ho(t)

(18)

and (17)-(18) can be computed from the available y, hg, and L
values (e.g., using the approach from Remark 2 with h replaced by
ho). Then our requirements are met by the choice y,(t, t, Ap) =
sup{|Xnew(t) — X(t)| : | Aploo < Ap} that takes the supremum over
all possible values of the uncertainty A, that satisfy |Ap|,, < Ap.
Then y,(t, t,0) = 0 for all t > 0, and we can use the conclusion
of Theorem 1 and the triangle inequality to obtain the desired
error bound

|X(t) = Rnew(t)] < ¥(t, T) + Walt, T, Ap) (19)
forallt >t + |h|. O

3. Checking Assumptions 1-2

Assumption 2 holds if € is a sufficiently small positive con-
stant, and so can be regarded as a smallness condition on €. When
€ = 0, we get y(t, t) = 0 for all t, and then X provides an exact
reconstruction of x. As noted in [8], when (A, C) is a constant
observable pair, the existence of the required matrix L (which
in this case is constant) and constant t > 0 such that E; is
invertible follows from [8, Lemma 1]. When A and H are time-
varying with the same period 7, it follows from [20, Appendix
C] that E; in Assumption 1 takes the constant value E,(0) =
Du(—1,0) — Pp(—1,0), and in that case we can use Lemma 3
to check that E;(0) = EX(t) = aa(—71) — ar(—1) for all t, whose
invertibility can be checked by computing its determinant. Hence,
we use the rest of this section to develop sufficient conditions for
Assumption 1 when A and F are not necessarily periodic.

To this end, we first recall the following lemma from [12]:

Lemma 1. Let M, € R™" be an invertible matrix. Let N, € R™"
be a matrix. Let fi and m be two constants such that M| < m and
|N¢| < n. Assume that

mn < 1. (20)
Then M, + N¢ is invertible and the inequality

|(Mc + N ™' =M < —— (21)

Cc
is satisfied. O

We also use the following slightly more general version of a
lemma from [12]:
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Lemma 2. Let A R — R™" and ¢ R — R™" be
bounded piecewise continuous matrix valued functions. Let ¢ denote
the fundamental solution of

£(t) = [AE) + O] &(8). (22)
Then for all t € R and s € R, the inequality
IB(E,5) — Pa(t, 5)| < eMAlel=s] (eleloli=sl _ 1) (23)

is satisfied. O

Proof. For all s and t, z( s) = ¢(t,s) — D4(t,s) satisfies
F2(t,s) = (A(t) + (L, s) — AP A(L, 5) = A(t)z(t,s) +
E(t)p(t, s) and z(s,s) = 0, so

z(t,s) :[ D (t, 1)E(r)P(r, s)dr, (24)

by a variation of parameters. Also, the Peano-Baker formula for
¢(r, s) (e.g., from [20, p. 489]) gives

(1, 5)| < elA+€lolr=sl and @ 4(r, 5)| < elAleclrs] (25)

for all r € R. We can combine (25) with (24) to get

5
2(t,s)| < el Aloolt=T1 gl AlootHEloo)Ir=sl 41 £
|z(t, s)| < /s 1€s 26)

eli=sll Al |g] _ [* el€loclr=ldr,

IA

where s = min({s, t} and s = max({s, t} (by separately considering
the cases s < t and s > t). The lemma now follows by upper
bounding the last integral in (26). O

We can now provide a way to check Assumption 1, under
bounds on the time-varying parts of A(t) = Ag + Ax(t) and
C(t) = Co + Ac(t) which allow the sup norm of the time varying
parts to be at least as large as the norms of the corresponding
constant parts Ap and Cp (as we illustrate in Section 6). In the
following proposition, the required L, and t are found using
[8, Lemma 1]:

Proposition 1. Let (Ag, Co) € R™" x RY*" be an observable pair,
and choose any constant matrix Ly and any constant t > 0 such that
Ag = e~%07 — e=Fo s invertible, where Fy = Ag + LoCo is Hurwitz.
Let Ay : R — R™" and Ac : R — RY" be piecewise continuous
bounded functions. Assume that N|Aal| < 1, where

N = eT\AoI(efIAAloc -1+ eleo\(eflAAHOAc\oo -1 (27)

Then Assumption 1 is satisfied by the functions A(t) = Ag + Ax(t)
and C(t) = Cy + Ac(t) and L(t) = Ly and the preceding choice of
>0 O

Proof. Write E.(t) = Ag + N.(t) where N. = Ng; — Nj, Ny(t) =
Du(t —1,t)—e M7 Ny(t) = Pp(t— 1, t)—e 07 and F = A+L,C.
Using Lemma 2 (with A = Ag and &€ = A, to bound Ng, and
then with A = Fy and € = A4 + L. Ac to bound N,), we obtain
[Na(t)] < eIAoIr(eIAAIOO _ )and INp(t)] < e\FoIr( [Ap+LoAclooT 1)
and therefore also [N.(t)] < N < 1/|A0 | for all real t, by and
our condition N Ay !| < 1. The proposition follows from applying
Lemma 1 with M. = Ag and N, = N(t). O

4. Main lemmas

The following lemma explains how (5) can be used to con-
struct the fundamental matrices @, and @ in Assumption 1, and
ensures that the inverses of a4 and «f in our theorem can also be
obtained from dynamical extensions:

Lemma 3. Let M : R — R™" be a bounded piecewise continuous
function. Let ay and By be the solutions of

{ ay(t) = M(t)am(t), am(0) =1
Bu(t) = —pu(OM(t), Bu(0) =1,
respectively that are defined on R. Then ®y(t,s) = am(t)Bu(s)

and ®y(s, t) = @, ( s) = au(s)Bu(t) hold for all real s and t.
Moreover, By = aM . O

(28)

Proof. The function w(t) = am(t)Bu(t) satisfies o(t) = aum(t)
Bu(t) + am(t)Bu(t) = M(Oam(t)Bu(t) — am(t)pu(t)M(t) =
M(t)w(t) — w(t)M(t) for all t # 0 and w(0) = I. By standard
existence and uniqueness properties for solutions of differential
equations, this gives w(t) = I for all t € R. Also, integrating
the ay subsystem of (28) gives ay(t) = @y(t,0). Hence, the
semigroup property (e.g., from [20, Appendix C]) gives ay(t) =
Dy (t, S)Pup(s, 0) = Dy (t, S)ay(s) for all real s and t. Also, w(t) =1
gives ay(t) = ﬁl\;l(t) for all t € R, so @y(t,s) = a(t)B(s). The
lemma now follows because @y,(s, t) = dﬁ,g](t, s). O

In the rest of this paper, we use the notation 8y = a,@l for
matrix value functions M to make our notation concise. The next
lemmas will be used in our proof of Theorem 1.

Lemma 4. Consider the system

() = [A(t) + ex(OK(E) + () (29)
y(E) = [C0) + eI +8(0)

where the bounded piecewise continuous matrix valued functions
A:R — R™and C : R — RI*" satisfy Assumption 1 for some
function L and some constant t > 0, x is valued in R", the output y is
valued in RY, and the ¢;’s, f; and g are piecewise continuous. Assume
that the ¢;’s are bounded and let € be a bound on ¢; fori = 1, 2.
Assume that

T |El'_l| [Ele(lA‘oo"'gl)T + ie(‘Floc+|L|oog2+€1)I]
o0 -
<1, where F=A+LC and L = |L|,.€2 + €.

Set €3(t) = L(t)ex(t) + €1(t), and let ¢y and ¢, be the fundamental
solutions of §1(t) = [A(t)+e1(t)151(t) and &>(t) = [F(t)+e3(t)]&(t),
respectively, and set {(t) = ¢1(t — t, t) — ¢2(t — 7, t). Then, ¢(t) is
invertible for all t € R, and with the choices

(30)

X4( / ¢a(t — 7, O)L(L)g(£)de

f [a(t — 7. O (€)= dolt — . OO
and f, = f; — Ly, we have
X(t) = x4(t) (32)

forallt >t. O

Proof. From the definition of F, we deduce that the x dynamics
from (29) admits the representation

X(t) = [F(t) + e3(O)Ix(t) + fo(t) + L(£)g(0). (33)
1

Let 1(t, s) = ¢1(t, )~ and y(t, s) = ¢a(t, s)~L. Then
T
M1 (t,0) = —[AW) + e1(E)] ¥ (£, )T and
8?/} (34)
aj (t,0) = —[F(t) + e3(t)] (L, 0)T

hold for all ¢t (e.g., from [20, Appendix C]), and ¥;(t, s) = ¢;(s, t)
for all real values s and t and i = 1, 2. This gives ¢(t) = ¥(t, t —
T) — Yy(t, t — ) for all real t.
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Let zi(t) = v(t,0)x(t) for i = 1,2. Then we can apply the
product rule to z; and apply (34) to get

21(t) = (€, 0)[A(L) + eq(£)Ix(t)

ad 35
FAE 0RO + 2 0x(0) = (e OR() (35)
for all t, which we then integrate to obtain
t
zi(t) =z1(t — 1)+ Ya(€, 0)fy(£)de. (36)
t—t
Then the definition of z; gives
Ya(t, 0)x(t) =
f (37)
Yyt — 7, 0)x(t — 7) + YL, 0)f;(£)de
t—t
which we can left multiply by ¢(t — 7, 0) to obtain
¢1(t — 7, 0)py(t, 0)'x(t) =
f (38)

$i(t —7,0)¢1(€,0)~'fi(£)de

t—t
By the semigroup property of the flow map ¢, we obtain ¢(t, t—
T) = ¢4(t, 0)¢>]’1(t—r, 0) and therefore also ¢(t —t, 0)¢+(t, 0)~!
=it t — )", and ¢i(t — 7, 0)¢; '(£,0) = ¢(t — 7, £) for all
£ e[t — 1, t]. It follows from (38) that

Yt £ —T)X(t) =

x(t—1)+

Xt —1)+ / di(t — 7, O)f (0)dE. (39)
t—t1
In the same way, we can use (33) to show that since

2y(t) = Yna(t, 0)[f2(t) + Lg(t)], (40)
we obtain

Vot t —T)X(t) =

‘ (41)
x(t—1)+ $a(t — 7, OLR(L) + L(L)g(e)]de

t—1

by replacing z;, ¥, and f; in (36)-(39) by z3, ¥, and f, + Lg,
respectively. This immediately gives

LX) = / d1(t — 7, O (O)dC
t—t1

t (42)
- #2(t — T, OI2(0) + L(£)g(e)]de,
t—t
by subtracting (41) from (39).
Let us next prove that ¢ is invertible. We set
64(t) = wj(t,t—f)—CDA(t—T,t) (43)
+ qj[:(t - T, t) — wz(f, t— 'L').

By using Lemma 2 and the relation ¢(£,t — t) = ¢1(t — 7, £),
we conclude that the four inequalities

[Y1(€,t — 1) — Pt — 7, )|

< E](E —t+ t)e(IA‘oo"'g])(l_t‘F[),

Lt —1)— Dp(t —1,¢

Wz_( st — 1) — Dp( 772_)| (44)

< GB(E —t+ -L—)e(IF‘oo+€3)( t+r),

[p1(t — 7, €) — Pa(t — 7, £)| < & rellAloote)r and

[pa(t — 7, 0) — Pp(t — 1, £)] < Esrellflctes)t
hold for all ¢ € [t — 7, t], where €5 = |€3],.. It follows that
lea(t)] < & relAlcte)t 4 gygellflootes) (45)
for all t € R. With the choice €5 = |L| €, + €1, we therefore
conclude that (43) is bounded by

“ (46)

T [g]e(\A\oo+E1)r + (|L] €2 + €1 )elIFlocFlLloof2+e1 )T]_

Since ¢ = E; + €4, we can use Lemma 1 with M, = E.(t) and
N, = €4(t) and (30) to conclude that ¢(t) is invertible for all t,
which we combine with (42) to get (32). O

While useful from the theory point of view, the observer x;(t)
from Lemma 4 is not implementable, because the ¢;’s are not
assumed to be known, and because of the fundamental solu-
tions in (31). This motivates the next lemma, which we prove
as a corollary of Lemma 4, and which we later use to prove
Theorem 1:

Lemma 5. Let the requirements of Lemma 4 hold. Then, in terms
of the notation fi, 7, E;, €3, L F = A+ LC, and €; fori = 1,2
from the statement of Lemma 4, and with the choices €3 = |e3],,,

E(r)=IE !, L =f—Ly
_TE@ Y e s
pe.0= o [ [
+g3e(\FIm+€3)1[f2(g)|]

g A
@& [T e o)) 4 P a “7)
1- (T)E4 t—t
ILIsoE(®) (" (it 4 = (Flaotes)e
= /ti (e + &re ) 1g(e)|de

and €4 as defined by (46), the estimate

()= E(x)”! / [Pa(t — 7. Ofi(£) — P(t — 7. )fr(£)] dE (48)

is such that the error

X(t) = X(t) — x(t) (49)
satisfies
[X(t) < B(t, ) (50)

along all solutions of (29) forallt > . O

Proof. We use calculations and notation from the proof of
Lemma 4. We first deduce from (32) and (48) that

t

MO =E@) [ [(@alt — 7. 0)— (e — 7. ODF(E)
+ (P2t — 7, 5) Q)F(f—f £) f(€)]de
(B - / [1(t — 7, O (0)

palt — . OR(O1AE + ¢t / dalt — 7. OLOE(L)L

for all t > 7, where

) =yn(t, t — )=t t — 7) (51)
as before. Then our choice E(t |E 1! gives

t

[10a(t — 7.€) — 1(t — 7. O)] F(0)
10— 1) 9t .01 e

+ By \/ [11(¢ — 7. I (O)
It — 7, g)ufz(z)ué?

e / e = DILONE(O)E

%0 < E(e )[

Since

¢(t) = Ex(t) + ea(t), (52)
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we deduce from Lemma 1 (with M, = E.(t) and N, = €4(t)) that

’

_ _ E(1)%&
B0 = e = T (53)
for all £ € R. Setting
— Tro\2=
E(r)=E(x) + 15_‘35;4 (54)

it follows from (44) that

X(0)l < E(r) f [erzelMotés (g
+53re<‘”oo+€3>’[f( 0)l]de
E(‘L’)zéi
1- E( )éa
+pa(t — 7, f)llfz( )lde

+|L|oo|§(f)71|/ |a(t — 7, £)]1g(£)|de

[|¢1( T, Ol

t
=B [ eI
t—1
+ &5ellFloe &) (0] ]de
E(1)%E4 /f " A e
il e [ elAloo™ 4 2 rellAlotér)T Y
el ( 1 ) [Fi(2)]
+ (elfloe™ 4 &5relFlote)T) 5 (0)]1de

t
+|L|OoE'ﬁ(r)/ (elflee™ + &57ellFleteT) g(¢)|de,
t—t
and then the lemma follows from our choice (47) of 8. O

Remark 4. By the formulas €3 = |L|,.€; + €; and (46), it follows
that the upper bound (50) is independent of x. Also, when g is not
present, the smaller €; and &, are, the smaller this upper bound
is. Also, if €, = & = 0 and g is not present, then X(t) gives the
exact x(t) value. O

5. Proof of Theorem 1

Let ¢ be the fundamental solution for £(t) = [A(t)+e(t, x(t))]
&(t), and set (¢, s) = ¢1’1(t, s) for all real t and s. Then through
the integration of the first equation in (2) over [t — h(t), t], the
same calculations that gave (37) (except with f; replaced by f, €;
replaced by ¢, and t replaced by h(t)) give
Ya(t, O)x(t) = Pt " h(t), 0)x(t — h(t))

+ Y€, 0)f (£, y(€), u(£))de

t—h(t)
and so also
Y(t - h(t), 0)~ "y (t, 0)x(t) = x(t — h(t))

Y (t — h(t), 0)"yr4(£, 0)f (€, y(£), u(¢))de
t—h(t)

forall t > v + |h|. For all t > 7 + |h|,, this gives

y(t) = C(t)@a(t, t — h(t))x(t — h(t))
= C(O)®a(t, t — h(E))ya(t — h(t), 0)~ "y (t, OIx(t)

/ o, CLOGLE RUE) EC 0, w0,

where G(t, h, £) = ®a(t, t —h)yr(t —h, 0)~41(£, 0). This equality

and the fact that ¢; = ! give

y(f)+/ » )C( )@a(t, £)f (€, y(€), u(€))de

= tC( )<1>A(t t — h(E)y(t, t — h(t)x(t)+ (57)
/ C(t)(t, £, h(t))f (£, y(£), u(£))de, where
t—h(t)

J(t, €, h) =

by using the semigroup property of ¢1. Then (57) ensures that the
function y. as defined in (7) can be written as

Vt) = CORAE, €~ HOWA(E, € — RN
/ £ HO(E 0, uo,

Dp(t, £) — Pp(t, t — h)p1(t — h, £), (58)

(39)

by the relation @4(t, £) = aa(t)Ba(£) from Lemma 3.

We next represent the system (2) as

X(t) = [A(t) + e(t, x(0))Ix(t) + F(t, (1), u(t))

yi(t) = [C(t)t+ u())x(t) (60)
+ Jo_no CRUCE, €, h(E)F(L, y(£), u(e))de
where
u(t) = C(E)Pa(L, t — RE)[Y(t. £ — h(E)) — Pa(t — h(), £)]  (61)

because Pu(r,s) = d>A‘1(s, r) for all real values r and s. We
now apply Lemma 5 to (60), with e1(t) = e(t, x(t)), fi(t) =
fe, y(t), u(t)), ex(t) = wv(t), the output y*, and g(t) being the
integral in (60). Let us observe that from (44) (with t replaced
by h(t)), it follows that

(L, t — h(t)) — Ba(t — h(t), t)| < helAloth

for all t > 0. We deduce that |u(t)] < Uy, where vy is from
Assumption 1, and Assumptions 1-2 ensure that the assumptions
of Lemma 5 are satisfied. Moreover, the X from (12) in Theorem 1
agrees with X from (48) in Lemma 5 in this case. Also, the third
inequality from (44) (with t replaced by h(t)) implies that the
function (58) satisfies

U(t, £, h(t))|
= |@a(t, £) — Pa(t, t — h(t))p1(t — h(t), £)|

= |@a(t, t — h(t))[Pa(t — h(t), £) — P1(t — h(t), £)]]

< elloohighellAleo @

where the second equality in (62) used the semigroup property of
the fundamental solution &,4. The conclusion of Theorem 1 now
follows by specializing the conclusion of Lemma 5 to the special
case (60) and then applying Lemma 3 to A and F to express their
fundamental matrix solutions @4 and @ in terms of a4, Ba, oF,
and Br.

Remark 5. In the special case where A is a constant skew
symmetric matrix, we can check that for any bounded piecewise
continuous matrix valued function £ : R — R™" and for the
fundamental matrix solution ¢ of £(t) = [A + £(t)]¢(t), we have
|o(r,s)| < elfleel™=sl and |@(t, s) — e < el®lxlt=sl _ 1 for
all real values r, s, and t. To check the first equality, it suffices
to note that the time derivative of V(¢) = |¢12/2 along all
solutions of {(t) = [A+ £(t)]¢(t) satisfies V < 2|€]V(¢(t)), and
then integrate the result (where we used the relation ¢ T A¢ =
3¢TAC + 2¢TATE = 0). Then the second equality follows by
computing the norm of z(t, s) in (24), and then using the first
equality to bound the |¢(r, s)| in the integrand and the fact that
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in this case, we have |¢.4(t, )| = [eA~")| = 1 for all values of t
and r (using the orthogonality of the matrix e“* for all ch(T)ices of
s, which follows because A = — AT implies that | = es* 4 =

esA" esA), Hence, it follows from our proof of Theorem 1 that
we can eliminate the |A|,.’s in the formula (3) for v, and in the
left side of the bound (4) when A is a constant skew symmetric
matrix. We illustrate this point in Section 6. O

6. Illustration

Let us revisit the observer design for the Mathieu equation that
we proposed in [12]. In [12], no delay in the output was allowed.
Here, we consider the special case of (2) where

X(t) = [A(t) + e(t, x(O)Ix(t) + f (¢, y(t), u(t)) (63)
y(t) = C(6)Pa(t, t — h(t))x(t — h(t))

where f(t, y, u) = —eyu, A(t) = ao(t)Ao,

0 1 0 0
Ao = { R, 0 } 0= [ —Rycos(t) O } (64)

e; is the ith standard basis vector for i = 1,2, h is piecewise
continuous and bounded, the function ag : R — [1, a] is continu-
ous, and the constant a € [1,2) will be specified. The Mathieu
equation from [12] is the special case where aq is identically
equal to 1. As in [12], we choose L = [0 2R;]", R; = 1, and a
constant R, > 0. In [12], we studied the case where C(t) was
the constant matrix C = e/, do was the constant 1, and the
constant 7 in the time invariant version of Assumption 1 from
above was T = 7 /2. Here, we compare the performance of our
observer in the C = e/ case with the performance for different
choices of t and C(t) = [max{cos(4t), 0} 0], which can represent
the effects of intermittent observations. In both cases, we choose
h(t) = 0.3sin(t). In the latter case, C(t) = Co+ Ac(t), where Cy =
e;r and Ac(t) = [max{cos(4t),0} — 1 0] so |Co| = |Acls = 1 (SO
the time invariant part Cy of C is not dominating the time varying
part Ac of C).
We first study the C = e1T case. In this case, we have

Pyt 5) = eMoMO=ME) gpd

Dr(t, s) = efoMO=Ms) (63)

for all real values s and t, where M(¢) = foz ap(r)dr, Fp = A0+LelT,
and F = A + LC as before. Therefore,

E.(t) = ®a(t —1,t) — Pp(t — 7, 8)
= ML) — efoL) where
L(t) = M(t — 1) — M(t) (66)

t
—/ ao(r)dr € [—ar, —t] for all t € R,
t—1

because of our upper bound a € [1, 2) for ag(t). Moreover, the
matrix exponential in (65) can be written explicitly using the
function M and the formulas

cos(t) sin(t)i| and

o _ { ,
—sin(t)

oot — |: cosh(t)

cos(t)
(67)

sinh(t)

sinh(t)
cosh(t) |’

Also, |A|o, = |aol and |C| = 1, and we can use MATLAB to check
that det(efo’ — efo') € [0.1,2.9] for all t € [—1.1m/2, —/4]. It
follows from (66) that Assumption 1 is satisfied for all choices of
a € [1,1.1] and all t € [x /4, w/2]. For simplicity, we choose
t = mw/2 and a = 1.1 in the remainder of this section, but
analogous reasoning applies for smaller values of t € [ /4, 7 /2]
or larger values of a € [1,2). We now choose R, = 0.02393.

Since |C| is bounded by 1, our condition (4) from Assumption 2
is satisfied, because the preceding values give

E;/‘ZLO [Eeg% + (2o + é)e““”ﬁa%]
= 0.9994 < 1, where (68)
Ty < h|CPy(t, t — h(t))| 6" < 0.0072

[SIE]

and where h = 0.3 is our bound on our delay h(t) = 0.3 sin(t),
because our choice of R, gives € = 0.02393 as the bound
for ¢ and we used skew symmetry of A; see Remark 5. Since
Assumption 1-2 are satisfied, Theorem 1 produces the observer

t
20 = E-'(0) / Gu(t. £ (L Y(E). u(£))de
+E;1(t)/ Dp(t — 7, £){Ly(£) (69)
t—1

4
+LCf (L, m)f (m, y(m), u(m))dm}de
—h(e)

where G.(t, £) = Pt — t,£)— Pp(t — 1,£), and we can also
write (69) without integrations of y(t) and without fundamental
solution values using Remark 2.

We turn next to the case where C(t) = [max{cos(4t), 0} 0] and
L = [0 2]7. Although we used a time varying matrix A(t) in the
previous paragraph, in this case we choose ag(t) = 1 for all t for
simplicity, so A(t) = Ay for all ¢, but analogous reasoning applies
for time-varying A’s in this case as well. Now the fundamental
matrix for A is a matrix exponential, but the fundamental matrix
for F(t) = A+ LC(t) does not admit a simple closed form, so we
use the dynamic extension (5) to find the o and B = a;l to
form the expression @r(t,s) = ar(t)Br(s) for the fundamental
matrix for F for the observer. However, we must first check that
Assumption 1-2 are satisfied in this case. To this end, first notice
that since F has period T = x/2, Assumption 1 will be satisfied
if E;(0) = e™™ — &(—1, 0) is invertible. Moreover,

@p(—1,0) = [¢r(—7, 0; e1) pr(—7, 0; €2)], (70)
where ¢r(—7,0; ¢;) is the solution of the final value problem
Z(t) = F(t)Z(t), Z(0) = e; evaluated at —t for i = 1,2 (by the
linearity of the dynamics Z(t) = F(t)Z(t)). Using MATLAB to solve
these initial value problems gives

E,(0)=e™ — @p(—17,0) =

0 -1 | | 05471 —1.4462 (71)
1 0

0.6122 0.5471
whose determinant is 0.2432. Hence, Assumption 1 is satisfied.
To check Assumption 2, we add the assumption that R, €
[0,0.0204]. Since |A] = |C|, = 1, our condition (4) from
Assumption 2 is satisfied, because
z E;/g) [Eeg% + (20 + é)e“mﬁa%]
< 0.9970 < 1, where U, < éhle’|e" = 0.0062

(72)

where h = 0.3 is a bound on our delay h(t) = 0.3 sin(t), because
our choice of R, gives € = 0.0204 as the bound |¢|,, and where
we again used skew symmetry of A. Moreover, 0.0204 is the
upper bound on the possible R, values such that Assumption 2 is
satisfied. Since Assumption 1-2 are satisfied, Theorem 1 provides
the observer

2(6) = E'(0) / Ji(t. 7. OF (6, Y(0), u())de
¢ t—t1
+E'(0) / ar(t — DB Iy(0) (73)

4
+L / C(0)e =™ (m, y(m), u(m))dm}de
¢—h(£)
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-1.5 + ; +
0 2 4 6

Fig. 1. Simulations of (69) with ag(t) = 1.05 + 0.05sin(t) and C = eI. Main
Figure: x, and its estimate %, with R, = 0.02393. Inset: X; = X; — x; (Orange)
and X, = X; — x, (Pink) with R, = 0. Time unit on horizontal axes is seconds.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

where the constantness of E-! followed because A and F both
have period /2, and where

Jit, 7, €) = T —ap(t — T)BR(0), (74)

and with of being a solution of the dynamic extension (5) from
our theorem and B = of ! (which we can again write without
integrals, using Remark 2). Notice that by including the intermit-
tency in the output observations (and keeping the other parame-
ters the same), we reduced the allowable maximum values of R,
from 0.02393 to 0.0204. This is to be expected, because with only
intermittent measurements, the observer has less information
available.

In the simulations in Figs. 1-2, we compare the performances
of the observer (69) for the case of constant C with the dynamic
observer (73) for the case of intermittent observations. For all of
our simulations, we choose the initial states x(0) = [0.75 1]" of
(63) and %(0) = [0 0]" and the delay h(t) = 0.3sin(t), and we
used MATLAB and the SIMULINK Variable-Step ode45 Dormand-
Prince solver. In Fig. 1, we applied our observer (69) to (63), with
C =e], t=m/2, u(t) = sin(2t), and ao(t) = 1.05 + 0.05 sin(t),
which produces a time-varying coefficient matrix A(t). In the
main part of Fig. 1, we choose R, = 0.02393, and in the inset of
Fig. 1, we show the corresponding observation error plots with
R, = 0 (which corresponds to having € = 0). In Fig. 2, we
show the corresponding simulations using the dynamic observer
(73), and with af computed using the dynamic extensions (5) and
C(t) = [max{cos(4t), 0} 0], and with the other parameters being
the same as in the first simulation, except with R, = 0.0204 in
the main part of Fig. 2 and R, = 0 in the inset of Fig. 2. In all
cases, our simulations show rapid convergence of the observer
values to the state values, and so help to illustrate our theorem
in the special case of (63).

7. Conclusions

We provided a new class of finite time observers for a family
of nonlinear systems with a pointwise delay. The novelty of our
work included our allowing output delays (which can contain
uncertainties), combined with a dynamic extension that com-
putes fundamental solutions. By allowing time varying matrices
in the output function, we can model temporary loss of measure-
ments (which is motivated, e.g., by Parikh et al. [21]), which was

1.5 : : . : .
0 2 4 6 8 10

Fig. 2. Simulations of (73) with ag(t) = 1 and C(t) = [max{cos(4t), 0} 0]. Main
Figure: x, and its estimate X, with R, = 0.0204. Inset: X; = X; — x; (Orange)
and X, = X; — X, (Pink) with R, = 0. Time unit on horizontal axes is seconds.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

more complicated than the intermittent observations problem
from [12] because here we allow output delays that were not
allowed in [12]. We conjecture that we can also design interval
observers as was done in [8]. We also hope to design stabilizing
output feedbacks based on the observers that we provided here.
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