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Abstract. We introduce the study of frames and equiangular lines in classical

geometries over finite fields. After developing the basic theory, we give sev-
eral examples and demonstrate finite field analogs of equiangular tight frames

(ETFs) produced by modular difference sets, and by translation and modu-

lation operators. Using the latter, we prove that Gerzon’s bound is attained
in each unitary geometry of dimension d = 22l+1 over the field F32 . We also

investigate interactions between complex ETFs and those in finite unitary ge-

ometries, and we show that every complex ETF implies the existence of ETFs
with the same size over infinitely many finite fields.

1. Introduction

How many equiangular lines through the origin can be packed in d-dimensional
space? This basic yet challenging geometric problem has been an active area of
research for at least 50 years, and in that time it has been seen to connect in
fundamental ways with such diverse areas as algebraic combinatorics, data science,
and quantum information theory. The maximum number of equiangular lines in
d-dimensional space depends on the underlying base field, and before now research
has focused on the real numbers and their extensions (usually just the real and
complex numbers, but quaternions and octonions are also studied [10, 18, 55]). In
this paper and its companion [26], we initiate a study of equiangular lines over finite
fields.

To further elucidate, take F ∈ {R,C} and equip Fd with the usual inner product
(·, ·). Throughout, we abbreviate [n] := {1, . . . , n}. A line in Fd is simply a
one-dimensional subspace ` ≤ Fd, and a sequence {`j}j∈[n] of lines is said to be
equiangular with parameter b ∈ [0, 1) if unit-norm representatives ϕj ∈ `j satisfy
|(ϕi, ϕj)|2 = b whenever i 6= j. Here, b represents the square of the cosine of the
angle between `i and `j . An upper bound normally attributed to Michael Gerzon

states that n equiangular lines exist in Fd only if n ≤ d(d+1)
2 for F = R, and only

if n ≤ d2 for F = C [40]. In the real setting, Gerzon’s bound is saturated for
d ∈ {2, 3, 7, 23}, but not for any other d < 89. For example, n = 3 equiangular lines
in R2 resemble the Mercedes–Benz logo, and n = 6 equiangular lines in R3 connect
antipodal vertices of a 20-sided die (regular icosahedron). In contrast with the real
case, the complex version of Gerzon’s bound is conjectured to be achieved in every
dimension:

Conjecture 1.1. For every d ≥ 2, there exist d2 equiangular lines in Cd.
1
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This is known as Zauner’s conjecture, since an equivalent conjecture first ap-
peared in his 1999 PhD thesis [59].1 It is a basic problem in quantum information
theory, and d2 orthogonal projections onto equiangular lines in Cd form a partic-
ularly nice basis for the real space of d × d self-adjoint matrices. For this reason
and others, Zauner’s conjecture has been the subject of intense interest since its
introduction over 20 years ago, and recently a monetary prize was announced for
its resolution [32]. Nevertheless, the problem remains wide open, and at present
there are only finitely many dimensions d for which d2 equiangular lines are known
to exist in Cd.

More is known about the maximum number of equiangular lines with a given an-
gle. The relative bound states that n equiangular lines with parameter b ∈ [0, 1d )

exist in Fd only if n ≤ d(1−b)
1−bd . Conditions for equality are understood in terms of

frame theory. To elaborate, let {ϕj}j∈[n] be a sequence of column vectors in Cd,
expressed as a d × n matrix Φ =

[
ϕ1 . . . ϕn

]
. We call Φ a tight frame with

constant c > 0 if ΦΦ∗ = cI; an equiangular tight frame (ETF) is a tight frame
consisting of equal-norm representatives for equiangular lines. The matrix repre-
senting a tight frame is optimally conditioned, and the columns of a d× n ETF
have optimal coherence: they span n lines in Fd whose sharpest (acute) angle is as
wide as possible. These features and others make ETFs suitable for applications
in areas such as wireless communication [50], compressed sensing [3], digital finger-
printing [45], and quantum information theory [48]. It is known that a sequence
of equiangular lines {`j}j∈[n] with parameter b in Fd saturates the relative bound
if and only if equal-norm representatives ϕj ∈ `j form the columns of an ETF.
Furthermore, any sequence of equiangular lines that attains Gerzon’s bound also
creates an ETF by taking equal-norm representatives, so that Zauner’s conjecture
is equivalent to the existence of a d × d2 complex ETF for every d ≥ 2. Beyond
Zauner’s conjecture we have the more general (and similarly formidable) existence
problem of complex ETFs, for which cash prizes are also available [43, 44].

Problem 1.2. For which pairs (d, n) does a complex d× n ETF exist?

A variety of complex ETF constructions are known, including many infinite
families of sizes (d, n) with n < d2 [21, 11, 19, 20, 22, 23, 34, 35]. However, very
little is understood about nonexistence, and the known list of necessary conditions
is as short as this: n ≤ d2, n ≤ (n − d)2, and (d, n) /∈ {(3, 8),(5, 8)}. Apart from
Gerzon’s bound, 3×8 and 5×8 are the only sizes for which a complex ETF is known
not to exist, and this was proven by means of a Gröbner basis calculation that does
not appear to be feasible for larger sizes [52]. This state of affairs is particularly grim
when compared with the case of real ETFs, for which a great many nonexistence
results are known, a success that may be due to the fundamentally discrete nature
of the sign pattern in the Gram matrix Φ>Φ of a real ETF [51, 40, 21].

Faced with slow progress on problems of import, we take here the advice of Polya
and vary the problem [47]. In particular, we observe that each property of interest
(equiangular lines, tight frame, ETF) may be expressed using only polynomials
and an order-2 field automorphism (complex conjugation). From this light, our

1Elsewhere in the literature, “Zauner’s conjecture” sometimes refers to Conjecture 1.1, and in

other instances it refers to one of several stronger statements that posit the existence of equiangular
lines with additional structure. We do not have any additional structure in mind when we use

this term.
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problems are fundamentally algebraic, and they readily admit generalizations over
any field, or even ∗-ring.

In this article and its companion [26] we focus on ETFs over finite fields. Here
we join a long tradition of investigating finite field analogs of problems originally
posed over real and complex numbers. Among the many examples, we mention the
local/global principle of number theory [42], the Ax–Grothendieck theorem [27],
sum–product estimates [7], the Erdős–Falconer distance problem [33], the Kakeya
problem [16], and Roth’s theorem on arithmetic progressions [12, 17]. For each of
these examples, the generalization to finite fields proved to be fruitful, either by
producing insight or traction for the original problem, or by creating an alternate
arena that demonstrated interest in its own right. We also find a precursor within
frame theory, in the work of Bodmann et al. on frames over F2 and their relationship
with coding theory (a subject and viewpoint not represented here, since we do not
concern ourselves with Hamming distance) [5].

Broadly speaking, when varying a problem one hopes to balance two competing
goals. On the one hand, the new problem should have enough features in common
that it could reasonably provide some insight for the original one. On the other
hand, the new problem should have some strikingly different features that provide
new openings for attack.

Both of these objectives are met for ETFs over finite fields. The new problem
has the same linear algebraic expression as the old one, and we are able to derive a
basic theory that includes parallels of many of the most important results, includ-
ing factorization of Gram matrices (Theorems 3.13 and 3.15) and Gerzon’s bound
(Theorem 4.2). Furthermore, we show that the existence of a d× n complex ETF
implies the existence of d×n ETFs over infinitely many finite fields (Theorem 7.1);
in this sense the finite field problem is properly a generalization of the complex
one. In the case of finite orthogonal geometries, ETFs over finite fields sometimes
imply the existence of real ETFs [26]. Meanwhile, the finite field setting provides
new features and new tools, most notably the existence of isotropy (nonzero vectors
being orthogonal to themselves) and the absence of norm positivity. Furthermore,
the finite vector spaces under consideration provide opportunities for new compu-
tational methods (such as exhaustive search). Finally, the discrete nature of finite
fields suggests comparison with real ETFs, which are understood much better than
their complex counterparts.

Thanks to these differences, we are able to prove for finite fields what has eluded
researchers in the complex setting for more than 20 years: we prove that Gerzon’s
bound is attained in infinitely many dimensions. Specifically, for unitary geometries
over F32 we use translations and modulations to produce a d × d2 ETF whenever
d = 22l+1 (Theorem 6.5). Our construction may be viewed as generalizing Hoggar’s
lines to an infinite family over a finite field (Remark 6.7); in particular, our con-
struction leverages an irreducible representation of the Heisenberg group over the
elementary abelian group Z2l+1

2 , as opposed to the cyclic group Z22l+1 . Similarly,
in the companion paper [26] we prove that Gerzon’s bound is attained in a finite
orthogonal geometry of dimension d whenever |d− 7| is not a power of 2. Overall,
finite fields provide a fruitful environment in which to study ETFs, and due to their
rich theory they appear to be worthy of study in their own right.

This paper is organized in two parts. Part 1 develops the basic theory neces-
sary for a rigorous investigation in the sequel and in the companion paper [26].
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Throughout Part 1 we treat both orthogonal and unitary geometries over finite
fields, corresponding to real and complex Hilbert spaces, respectively. We begin
with a review of the theory of forms in Section 2, followed by an exposition of
frame theory over finite fields in Section 3. Section 4 treats equiangular lines and
culminates in Gerzon’s bound (Theorem 4.2).

Part 2 focuses on ETFs in unitary geometries, which are the finite field analog of
complex Hilbert spaces. In Section 5, we give our first examples of such ETFs, and
we show that a generalization of difference sets creates ETFs just as in the complex
setting (Theorem 5.7). Section 6 develops the theory of Gabor frames over finite
fields. After proving that every Gabor frame is tight (Proposition 6.1), we explicitly
describe fiducial vectors that create d×d2 ETFs in infinitely many dimensions over
F32 (Theorem 6.5). Finally, Section 7 demonstrates connections with the complex
setting. We first prove that when a complex d × n ETF exists, there is also a
complex d × n ETF with algebraic entries (Theorem 7.3). Then we show that
every algebraic ETF projects into infinitely many finite fields (Theorem 7.5), so
that every complex ETF implies a multitude of finite field ETFs having the same
size (Theorem 7.1). The paper ends with some open problems for future research.
(Additional open problems are scattered throughout.)

Part 1. Basic theory

2. Preliminaries

For the sake of accessibility, we begin with a short review of the theory of forms.
Standard references include [28, 54, 2].

Assumptions 2.1. Throughout Part 1, we fix a field F and a field automorphism
σ : F → F (possibly the identity) that satisfies σ2 = 1. The subfield fixed by σ
is denoted F0 = {a ∈ F : aσ = a}. We also fix a vector space V over F of finite
dimension d = dimV , and we assume V is equipped with a form 〈·, ·〉 : V × V → F
that satisfies the following conditions:

(F1) for every u ∈ V , the induced mapping 〈u, ·〉 : V → F is linear,
(F2) 〈u, v〉 = 〈v, u〉σ for every u, v ∈ V ,
(F3) if u ∈ V satisfies 〈u, v〉 for every v ∈ V , then u = 0.

We write Q : V → F for the associated quadratic form given by Q(v) = 〈v, v〉.
By (F1) and (F2), 〈·, ·〉 is linear in the second variable and σ-linear in the first.

Assumptions (F1)–(F3) may also be expressed in terms of matrices. Specifically,
for a matrix A =

[
aij
]
∈ Fm×n we denote A∗ =

[
aσji
]
∈ Fn×m. Choose any

basis e1, . . . , ed ∈ V with coordinate transformation T : V → Fd. Then conditions
(F1)–(F3) are equivalent to the existence of a Gram matrix M ∈ Fd×d satisfying:

(F1’) 〈u, v〉 = (Tu)∗M(Tv) for every u, v ∈ V ,
(F2’) M = M∗,
(F3’) M is invertible.

Explicitly, M =
[
〈ei, ej〉

]
∈ Fd×d.

By (F3’), detM belongs to the multiplicative group F× of F. Throughout the
paper, we write F×2 ≤ F× for the subgroup of quadratic residues, and in this
notation the discriminant of V is defined to be

discr(V ) = (detM)F×2 ∈ F×/F×2.
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It is an invariant of 〈·, ·〉 and independent of the choice of basis behind M .
The following space plays the same role as `2 in classical frame theory.

Definition 2.2. We write (·, ·) for the form on Fn with Gram matrix M = I, i.e.,

(x, y) = x∗y =
∑
i∈[n]

xσi yi for x = {xi}i∈[n], y = {yi}i∈[n] ∈ Fn.

(Notice that we take Fn to consist of column vectors, and that (·, ·) is conjugate-
linear in the first variable.) If σ = 1, then we refer to Fn equipped with (·, ·) as a
real model, since it is reminiscent of the real Hilbert space Rn. If σ 6= 1, then we
call it a complex model.

Next, let W ≤ V be a subspace. Its orthogonal complement is the subspace

W⊥ = {u ∈ V : 〈w, u〉 = 0 for every w ∈W},
which satisfies dimW + dimW⊥ = V . We say W is nondegenerate if W ∩W⊥ =
{0}; equivalently, the restriction of 〈·, ·〉 to W again satisfies (F1)–(F3). At the
other extreme, W is called totally isotropic if W ≤ W⊥, that is, 〈u, v〉 = 0 for
every u, v ∈W . In that case, dimW ≤ 1

2 dimV .
Now let W be another vector space over F with a form satisfying (F1)–(F3).

Every linear map A : W → V has a unique adjoint A† : V →W satisfying 〈Au, v〉 =
〈u,A†v〉 for every u ∈ W and v ∈ V . Its kernel is KerA† = (ImA)⊥, and in
particular, A† is one-to-one if and only if A is onto (and vice versa). Adjoints
are related to but distinct from conjugate transpose matrices, and a matrix for A†

can be found as follows. After choosing bases, we may assume there are matrices
M and N such that V = Fm has form 〈u, v〉 = u∗Mv and W = Fn has form
〈x, y〉 = x∗Ny. If we identify operators between Fn and Fm with matrices, then
the adjoint of A ∈ Fm×n is A† = N−1A∗M ∈ Fn×m.

We define the isometry group of V to be the group I(V ) ≤ GL(V ) of operators
A : V → V satisfying A†A = I. More generally, ∆(V ) ≤ GL(V ) is the group of
all A satisfying A†A = cI for c ∈ F×. The distinction between the two groups
is necessary: every scalar multiple of an isometry belongs to ∆(V ), but they may
form a proper subgroup.

We assume no more than (F1)–(F3) in general, but we will be especially inter-
ested in the following special cases, which represent classical geometries over finite
fields.

Definition 2.3. We say we are in Case O if F = Fq is a finite field of odd order q,
and σ = 1. On the other hand, Case U occurs when F = Fq2 is finite (possibly of
even order) and σ is given by ασ = αq.

In both Case O and Case U, q is necessarily a prime power since it is the size
of a finite field. For Case O, we choose to specify that q is odd since the theory
of quadratic forms in even characteristic is fundamentally different. In reference to
Case U, we remark that ασ = αq describes the only nontrivial field automorphism
on Fq2 that satisfies σ2 = 1.

Suppose for the moment that Case O occurs. Then F0 = F, and 〈·, ·〉 is a
nondegenerate symmetric bilinear form. We call V a quadratic space and say
it has an orthogonal geometry. Since q is odd, 〈·, ·〉 can be recovered from Q
through the polarization identity

〈u, v〉 = 1
2

[
Q(u+ v)−Q(u− v)

]
, for u, v ∈ V.
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Up to isomorphism there are exactly two possibilities for 〈·, ·〉, corresponding to
whether or not discr(V ) ∈ F×/F×2 is trivial. Given another quadratic space W
over Fq, there exists an isomorphism V →W that preserves the form if and only if
dimV = dimW and discr(V ) = discr(W ). In particular, given an invertible matrix
M ∈ Fd×d, there exists a basis for V having matrix M as a Gram matrix if and
only if (detM)F×2 = discr(V ). Thus, V admits an orthonormal basis if and only if
discr(V ) is trivial, if and only if V is isometrically isomorphic with the real model
on Fdq . The isometry group is denoted I(V ) = O(V ) since it is an example of a

classical orthogonal group. If d = dimV is even, then O(V ) × F×q is a proper

subgroup of ∆(V ) since there exist operators satisfying A†A = αI, where α ∈ F×
is not a quadratic residue. If d is odd then the isomorphism type of O(V ) does not
depend on discr(V ), and ∆(V ) = O(V ) × F×q consists of nonzero scalar multiples
of orthogonal matrices.

Now suppose we are in Case U. Then 〈·, ·〉 is a nondegenerate Hermitian form,
and (V, 〈·, ·〉) is isometrically isomorphic with the complex model on Fdq2 . We call
V a unitary space and say it has a unitary geometry. The subfield fixed by σ
is F0 = Fq ≤ Fq2 . We denote

Tq = {α ∈ Fq2 : αqα = 1} ≤ F×q2 ,

with |Tq| = q + 1. If ω ∈ Tq is a generator then we have the polarization identity

〈u, v〉 =
1

q + 1

q+1∑
k=1

ω−kQ(u+ ωkv), for u, v ∈ V.

An orthonormal basis always exists, so (F1)–(F3) determine 〈·, ·〉 uniquely up to
isometric isomorphism. The isometry group is denoted I(V ) = U(V ) since it is an
example of a classical unitary group. For the special case of V = Fdq2 equipped

with (·, ·) (the complex model) we also write I(V ) = U(d, q). Here, U(d, q) consists

precisely of unitaries, i.e., matrices U ∈ Fd×dq2 that satisfy U∗U = I. Notice that

U(1, q) = Tq, which justifies the latter notation. Here ∆(V ) = U(V )× F×q2 consists

of nonzero scalar multiples of unitary operators.

Remark 2.4. Many standard techniques in frame theory over R or C rely on the fact
that if a matrix commutes with its conjugate transpose then it can be diagonalized
by an isometric isomorphism. The reader is warned that this theorem fails over finite
fields, and alternative methods are needed in its place. In Case U, if A is a square
matrix that commutes with A∗, it does not follow that A is diagonalizable. On the
contrary, every B ∈ Fn×nq is similar to some A ∈ Fn×nq2 satisfying A = A∗ [29].

3. Frame theory

This section develops the basics of frame theory over arbitrary fields, with special
emphasis placed on finite fields. We prove generalizations of standard results from
frame theory over R and C [9, 56]. Over finite fields the main differences are as
follows: the quadratic form Q(v) = 〈v, v〉 satisfies no condition akin to positivity,
there are usually nonzero vectors v ∈ V with Q(v) = 0, there are usually tight
frames with frame constant zero, and there are two types of orthogonal geometries
in Case O. Each of these differences has repercussions for the basic theory outlined
below.
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3.1. Finite frames.

Definition 3.1. Throughout the paper we abuse notation by identifying a finite
sequence Φ = {ϕj}j∈[n] in V with its synthesis operator Φ: Fn → V given by

Φ{xi}i∈[n] =

n∑
k=1

xkϕk.

Its adjoint with respect to (·, ·) is called the analysis operator Φ† : V → Fn given
by Φ†v = {〈ϕi, v〉}i∈[n], and its frame operator is ΦΦ† : V → V , where

ΦΦ†v =

n∑
k=1

〈ϕk, v〉ϕk.

Multiplying in the other direction gives the Gramian Φ†Φ: Fn → Fn, whose rep-
resentation in the standard basis is known as the Gram matrix

[
〈ϕi, ϕj〉

]
of Φ.

We call Φ a frame if its vectors span V . It is nondegenerate if its frame
operator is invertible. Since d = dimV , a frame Φ with n vectors is said to have
size d×n (matching the size of a matrix for its synthesis operator). A tight frame
for V is defined as a frame Φ that satisfies ΦΦ† = cI for c ∈ F. Here c is known
as the frame constant, and we also call Φ a c-tight frame. If c = 1 the frame is
called Parseval. If c = 0 it is totally isotropic. We emphasize that the vectors
of a totally isotropic tight frame must span V , and it is not sufficient that ΦΦ† = 0.

If V = Fd then we perform a further abuse by identifying Φ with the matrix
of its synthesis operator, which is the d × n matrix whose j-th column is ϕj . We
also identify the analysis operator with its matrix, and if the form on V is given by
〈u, v〉 = u∗Mv then Φ† = Φ∗M .

Example 3.2. Totally isotropic (hence degenerate) frames exist, as shown by the
simple example Φ =

[
1 1 1

]
in the real model over F3.

Example 3.3. Let q be an odd prime power, and consider F2
q in the real model.

If 3 ∈ F×2q then we can choose β ∈ F×q satisfying β2 = 3 to obtain the so-called
Mercedes–Benz frame

Φ = 1
2

[
0 −β β
2 −1 −1

]
.

It is tight with constant c = 3/2, and its Gram matrix is

(3.1) Φ∗Φ = 1
2

 2 −1 −1
−1 2 −1
−1 −1 2

 .
Conversely, if 3 /∈ F×2q then there does not exist a frame Φ ∈ F2×3

q in the real model
having Gram matrix (3.1). This is a consequence of Theorem 3.15 below.

The complex model on F2
q2 is more permissive, as a tight frame Φ ∈ F2×3

q2 with

Gram matrix (3.1) exists provided 3 - q. This follows from Theorem 3.13 below,
and an explicit example appears in Example 3.8.

As in the real and complex settings, frames are characterized by an expansion
property involving a dual frame (Ψ below). If Φ is a c-tight frame and c 6= 0, then
Ψ = 1

cΦ is a dual frame. There does not appear to be such a canonical choice of
dual for 0-tight frames.
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Proposition 3.4. A sequence Φ = {ϕj}j∈[n] in V is a frame if and only if there

is another sequence Ψ = {ψj}j∈[n] such that ΦΨ† = I, that is,∑
j∈[n]

〈ψj , v〉ϕj = v for every v ∈ V.

Proof. We may assume V = Fd with form 〈u, v〉 = u∗Mv. The reverse implication
is clear. Conversely, if Φ ∈ Fd×n is a frame then there exists A ∈ Fn×d such that
ΦA = I. Put Ψ = (AM−1)∗ to obtain ΦΨ† = I. �

Proposition 3.5. If Φ = {ϕj}j∈[n] is a frame for V , then the following are equiv-
alent for any choice of c ∈ F:

(i) Φ is a c-tight frame,
(ii) (Φ†Φ)2 = c(Φ†Φ),

(iii) (Φ†u,Φ†v) = c〈u, v〉 for every u, v ∈ V .

Moreover, if V = Fd and 〈·, ·〉 = (·, ·), then (i)—(iii) are equivalent to:

(iv) the rows ψ1, . . . , ψd ∈ Fn of Φ satisfy (ψi, ψj) = cδi,j for every i, j ∈ [d].

(Here and throughout, δij is the Kronecker delta function.)

Remark 3.6. In Case O or Case U (Definition 2.3) we may add another equivalent
condition to Proposition 3.5:

(v) (Φ†v,Φ†v) = c ·Q(v) for every v ∈ V .

Indeed, (v) is equivalent to (iii) since 〈·, ·〉 and (·, ·) admit polarization identities.

The techniques in the following argument are standard, but we include a proof
for the sake of completeness.

Proof of Proposition 3.5. If (i) holds, then (ii) follows since

(Φ†Φ)2 = Φ†(ΦΦ†)Φ = cΦ†Φ.

To see that (ii) implies (iii), assume (ii) holds and choose u, v ∈ V arbitrarily.
Since Φ is a frame, there exist x, y ∈ Fn such that u = Φx and v = Φy. Using the
fact that Φ†Φ is self-adjoint, we deduce that

(Φ†u,Φ†v) = (Φ†Φx,Φ†Φy) = ((Φ†Φ)2x, y) = c(Φ†Φx, y) = c〈Φx,Φy〉 = c〈u, v〉.

Next, suppose (iii) holds. For any choice of u, v ∈ V we have

0 = (Φ†u,Φ†v)− c〈u, v〉 = 〈ΦΦ†u, v〉 − 〈cu, v〉 = 〈(ΦΦ† − cI)u, v〉.

Since 〈·, ·〉 satisfies (F3), it follows that (ΦΦ† − cI)u = 0 for every u ∈ V , that is,
ΦΦ† = cI. By assumption, Φ is a frame, and so (i) follows.

Finally, assume that V = Fn and 〈·, ·〉 = (·, ·). Recall that in this case, we

identify the synthesis operator Φ with the matrix Φ =

ψ1

...
ψd

, and we identify the

analysis operator Φ† with the matrix Φ∗ =
[
ψ∗1 · · · ψ∗d

]
. Then ΦΦ† is the matrix

ΦΦ∗ =
[
ψ∗i ψj

]
i,j∈[d] =

[
(ψi, ψj)

]
i,j∈[d]. Since Φ is assumed to be a frame, (i) holds

if and only if cI = ΦΦ∗ =
[
(ψi, ψj)

]
i,j∈[d], if and only if (iv) holds. �
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Remark 3.7. In Proposition 3.5, the hypothesis that Φ is a frame for V cannot be
removed. This is familiar from the real and complex settings, where it is possible
that (ii) holds and (i) fails when Φ is not a frame. In the finite field setting, when
c = 0 it may also happen that (iii) holds and (i) fails when Φ 6= 0 is not a frame.

As an example of this, take V = F3
3 in the real model, and define Φ =

[
1 1 1
1 1 1

]
.

Then ΦΦ† = 0, and it follows easily that (ii) and (iii) hold with c = 0. However,
(i) fails since Φ is not a frame.

Example 3.8. Assume Case U (Definition 2.3). Let U =
[
uij
]
i,j∈[n] be a unitary

matrix, and choose d rows labeled by J ⊆ [n]. Then Proposition 3.5(iv) implies that
the submatrix Φ =

[
uij
]
i∈J,j∈[n] is a d×n Parseval frame. This gives a large supply

of tight frames, and in fact every Parseval frame arises this way, as a consequence
of Proposition 3.22 below.

As a concrete example, consider the complex model over F52 . Let α ∈ F×52 be a

primitive element, and put ω = α8 ∈ T5. Then ω3 = 1, and U = α
[
ωij
]
i,j∈Z/3Z is

unitary. Rescaling the rows labeled by J = {1, 2} gives the tight frame

Φ = α3

[
1 ω ω2

1 ω2 ω

]
with Gram matrix (3.1). This is the Mercedes–Benz frame over F52 , cf. Example 3.3.
Theorem 3.15 below implies that there does not exist any unitary W ∈ U(2, 5) for
which WΦ has entries in the subfield F5. In other words we cannot “rotate” Φ to
obtain a version of the Mercedes–Benz frame in the real model over F5.

Corollary 3.9. A frame Φ = {ϕj}j∈[n] for V is totally isotropic if and only if

Im Φ† is a totally isotropic subspace of Fn. Hence, V admits a 0-tight frame of n
vectors only if n ≥ 2d.

The identity (Φ†u,Φ†v) = 〈ΦΦ†u, v〉 easily implies the following parallel charac-
terization of nondegenerate frames.

Proposition 3.10. A frame Φ = {ϕj}j∈[n] for V is nondegenerate if and only if

Im Φ† is a nondegenerate subspace of Fn.

3.2. Frames from Gram matrices.

3.2.1. Uniqueness.

Proposition 3.11. If Φ is a frame, then Ker Φ†Φ = Ker Φ and Im Φ†Φ = Im Φ†.

Proof. We show Ker Φ†Φ = Ker Φ, and Im Φ†Φ = Im Φ† follows by taking orthogo-
nal complements. Given x ∈ Fn, we have Φ†Φx = 0 if and only if 〈Φx,Φy〉 = 0 for
every y ∈ Fn. Since Φ is a frame, this happens if and only if Φx = 0. �

Proposition 3.12. Let Φ and Ψ be frames for V with the same number of vectors.
Given c ∈ F×, we have Ψ†Ψ = cΦ†Φ if and only if Ψ = AΦ for unique A ∈ ∆(V )
satisfying A†A = cI.

Proof. The reverse implication is trivial. Conversely, if Ψ†Ψ = cΦ†Φ then the ex-
pression A(

∑
j∈[n] xjϕj) =

∑
j∈[n] xjψj gives a well-defined linear operator A : V →

V , and it is clear that 〈Au,Av〉 = c〈u, v〉 for every u, v ∈ V . The choice of A is
unique since Φ and Ψ are frames. �
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3.2.2. Existence. The following was observed in Lemma 2.3 of [29]. Our proof below
is more direct and gives an explicit algorithm.

Theorem 3.13. Suppose we are in Case U (Definition 2.3). Then G ∈ Fn×nq2 is

the Gram matrix of a frame for V if and only if G = G∗ and rankG = dimV .

Notice that there is no condition akin to positive semidefiniteness in Theo-
rem 3.13. This is a significant departure from the real and complex settings.

Proof. We may assume V = Fdq2 in the complex model. The forward implica-
tion is clear from Proposition 3.11. For the converse, we first construct Ψ =[
ψ1 · · · ψn

]
∈ F2n×n

q2 such that Ψ∗Ψ = G. It will take the form Ψ =

[
A
B

]
,

with A ∈ Fn×nq2 upper triangular and B ∈ Fn×nq2 a diagonal matrix. Later, we will

transform Ψ to produce a frame Φ ∈ Fd×nq2 .

We first construct A =
[
a1 · · · an

]
in such a way that (ai, aj) = Gij for every

i 6= j. We define the entries of A recursively, going down the columns from left to
right. To begin, set a1 to be the first column of the n × n identity matrix. Now
suppose we have constructed the first j−1 columns to have the desired inner prod-
ucts, and that the matrix built so far is upper triangular with 1s on the diagonal.
We must define the entries of the next column aj =

[
akj
]
k∈[n] so that for any i < j,

Gij = (ai, aj) =

n∑
k=1

aqkiakj = aij +

i−1∑
k=1

aqkiakj .

To accomplish this, we first set a1j = G1j . After the first i − 1 entries of aj are

determined and i < j, we define aij = Gij −
∑i−1
k=1 a

q
kiakj . Finally, we set ajj = 1

and aij = 0 for i > j. Continuing in this way, we eventually obtain A ∈ Fn×nq2 with

the desired structure.
Having built A, we next define the diagonal matrix B =

[
b1 · · · bn

]
∈ Fn×nq2

with columns bj =
[
bij
]
i∈[n] in such a way that the vectors ψj =

[
aj
bj

]
satisfy

Gij = (ψi, ψj) = (ai, aj) + (bi, bj) =

{
(ai, aj), if i 6= j;

(ai, ai) + bq+1
ii , if i = j.

It suffices to choose bii such that bq+1
ii = Gii − (ai, ai), and this is possible since

Gii− (ai, ai) ∈ Fq. Make any valid choice to complete the construction of B, hence

of Ψ ∈ F2n×n
q2 satisfying Ψ∗Ψ = G.

It remains to transform Ψ ∈ F2n×n
q2 into Φ ∈ Fd×nq2 . Set W = Im Ψ ≤ Fnq2 , and

consider its radical

radW := {x ∈W : 〈x, y〉 = 0 for every y ∈W} ≤W.

Choose any algebraic complement U ≤ W for radW , that is, W = U ⊕ radW as
vector spaces. Then U ≤ Fnq2 is nondegenerate. For each j, write ψj = xj + yj with

xj ∈ U and yj ∈ radW . Then x1, . . . , xn span U and satisfy (xi, xj) = (ψi, ψj) =
Gij for every i, j.

Finally, we construct the matrix Φ. Set m = dimU . Since U is nondegenerate,
there is an isometric isomorphism T : U → Fmq2 . Define ϕj = T (xj) for every
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j. Then Φ =
[
ϕ1 · · · ϕn

]
∈ Fm×nq2 satisfies rank Φ = m and Φ∗Φ = G. In

particular, m = rankG = d. This completes the proof. �

Definition 3.14. Given a square matrix M =
[
Mij

]
i,j∈[n] =

[
m1 · · · mn

]
, select

columns {mj}j∈I that form a basis for ImM . We refer to Mb =
[
Mij

]
i,j∈I as a

basic submatrix of M .

Theorem 3.15. Assume Case O (Definition 2.3). Choose a matrix G ∈ Fn×nq and
basic submatrix Gb. Then, G is the Gram matrix of a frame for V if and only if
the following hold:

(i) G = G>,
(ii) rankG = dimV ,
(iii) (detGb)F×2q = discr(V ).

Consequently, every symmetric matrix G ∈ Fn×nq occurs as the Gram matrix of
a frame for a quadratic space over Fq, namely one in dimension rankG whose
discriminant matches the determinant of a basic submatrix of G.

Proof. If G is the Gram matrix of a frame Φ = {ϕj}j∈[n], then (i) holds trivially and
(ii) follows from Proposition 3.11. For (iii), let gj ∈ Fnq denote the j-th column of G
and observe that A(

∑
j∈[n] xjϕj) =

∑
j∈[n] xjgj gives a well-defined isomorphism

A : V → ImG. If the basic submatrix Gb arises from a basis {gj}j∈[n] for ImG,
then the corresponding vectors {ϕj}j∈I provide a basis for V with Gram matrix
Gb. This proves (iii).

For the converse, we proceed as in the proof of Theorem 3.13. The same ar-
gument given there constructs a matrix A =

[
a1 · · · an

]
∈ Fn×nq such that

(ai, aj) = gij for every i 6= j. Next, we want to build a block-diagonal matrix

B =
[
b1 · · · bn

]
∈ F2n×n

q in such a way that the vectors ψj =

[
aj
bj

]
satisfy

gij = (ψi, ψj) = (ai, aj) + (bi, bj).

In other words, we want to arrange so that (bi, bj) = 0 for i 6= j, while (bj , bj) = gjj−
(aj , aj). By Proposition 4.8 of [28], there exist vectors xj ∈ F2

q such that (xj , xj) =

gjj−(aj , aj). We let B be the block-diagonal matrix B = diag(x1, . . . , xn) ∈ F2n×n
q .

Then Φ =

[
A
B

]
=
[
ψ1 . . . ψn

]
∈ F3n×n

q satisfies Ψ>Ψ = G.

As in the proof of Theorem 3.13, we consider W = Im Ψ and an algebraic
complement U ≤W for its radical

radW := {x ∈W : 〈x, y〉 = 0 for every y ∈W} ≤W.
For each j we decompose ψj = xj+yj with xj ∈ U and yj ∈ radW . Then x1, . . . , xn
form a frame for U having Gram matrix G. By the forward implication already
proved, U = rankG = V and discr(U) = (detGb)F×2q = discr(V ). Hence there is
an isometric isomorphism U → V , and the images of x1, . . . , xn provide a frame for
V having Gram matrix G. �

Remark 3.16. Suppose we are in Case O (Definition 2.3) and d = dimV is odd.
If G ∈ Fn×nq is symmetric of rank d, then some scalar multiple cG occurs as the
Gram matrix of a frame for V . Indeed, if Gb is a basic submatrix for G and c 6= 0,
then cGb is a basic submatrix for cG with determinant cd(detGb). Since d is odd
we can choose c to ensure that (det cGb)F×2q = discr(V ). On the other hand, if d is
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even then rescaling G does not alter the existence of a frame for V having G as a
Gram matrix.

3.3. Nondegenerate tight frames, projections, and subspaces. The isome-
try group I(V ) has a natural action on the space of frames for V , and its orbits
break the set of all frames into equivalence classes. As expected, the classes for
tight frames correspond with certain projections and subspaces.

Proposition 3.17. Assume Case U (Definition 2.3). Choose c ∈ F×q and n ≥ d =
dimV . Then all of the following sets have the same cardinality:

(i) F = {unitary equivalence classes of c-tight frames for V with n vectors},
(ii) P = {self-adjoint rank-d matrices G ∈ Fn×nq2 satisfying G2 = cG},
(iii) S = {nondegenerate d-dimensional subspaces of Fnq2}.

Specifically, the functions f : F →P, g : F → S , and h : P → S given by

f([Φ]) = Φ†Φ, g([Φ]) = Im Φ†, h(G) = ImG

are well-defined bijections that satisfy g = h ◦ f .

Proof. To see that f is a bijection, consider the related mapping Φ 7→ Φ†Φ of
a c-tight frame Φ to its Gramian Φ†Φ. Its fibers consist of unitary equivalence
classes of c-tight frames, by Proposition 3.12. On the other hand, Proposition 3.5
and Theorem 3.13 imply that its range is precisely P. Factoring out equivalence
classes creates a bijection f : F →P.

Next we consider h. Given G ∈ P, set W = ImG and P = c−1G. Then
P 2 = P = P ∗ and ImP = W . In particular, W⊥ = (ImP ∗)⊥ = KerP . For
any x ∈ W , the identity P 2 = P implies that Px = x, and for any x ∈ W⊥

we have Px = 0. It follows that W ∩W⊥ = {0}. In other words, the mapping
G 7→ h(G) = ImG sends P into S . Furthermore, h : P → S is injective since
Fnq2 = W ⊕W⊥ and we have determined the action of P = c−1G on both spaces.

Finally, if we are given W ∈ S we may choose an orthonormal basis w1, . . . , wd
for W and define G = c

∑
j∈[d] wjw

∗
j . Then G ∈P has h(G) = ImG = W . Hence

h : P → S is a bijection, and so is g = h ◦ f . �

Lemma 3.18. Assume Case O (Definition 2.3). If Φ is a nondegenerate frame for
V then

discr(Im Φ†) = det(ΦΦ†) · discr(V ).

Proof. We may assume V = Fdq has form 〈x, y〉 = x∗My. Representing Φ as a

matrix, we have det(ΦΦ†) = det(ΦΦ∗) det(M). Since Φ is nondegenerate, ΦΦ∗ is
a Gram matrix for Im Φ∗ = Im Φ†. Consequently, det(ΦΦ†)F×2 = discr(Im Φ†) ·
discr(V ). �

Proposition 3.19. Assume Case O (Definition 2.3). Choose c ∈ F×q and n ≥ d =
dimV . Then all of the following sets have the same cardinality:

(i) F , the set of all O(V )-equivalence classes of c-tight frames for V with n
vectors,

(ii) P, the set of all symmetric rank-d matrices G ∈ Fn×nq satisfying G2 = cG,

such that a basic submatrix Gb satisfies (detGb)F×2q = discr(V ),
(iii) S , the set of all nondegenerate d-dimensional subspaces W ≤ Fnq with

discr(W ) = cd · discr(V ).
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Specifically, the functions f : F →P, g : F → S , and h : P → S given by

f([Φ]) = Φ†Φ, g([Φ]) = Im Φ†, h(G) = ImG

are well-defined bijections that satisfy g = h ◦ f .

As a consequence of Proposition 3.19, when d is odd every nondegenerate sub-
space W ≤ Fnq corresponds with a tight frame for V , but the frame constant c must

satisfy cF×2q = discr(W )/ discr(V ). On the other hand, when d is even, a nondegen-
erate subspace W ≤ Fnq yields a tight frame for V if and only if discr(W ) = discr(V ).
Here the frame constant may be arbitrary.

Proof. As in the proof of Proposition 3.17, the mapping Φ 7→ Φ†Φ induces a bijec-
tion F →P. Next we consider h. Given G ∈P, Theorem 3.13 provides a c-tight
frame Φ for V such that G = Φ†Φ. Then Lemma 3.18 implies that ImG = Im Φ†

has discriminant cd ·discrV . In other words, the mapping G 7→ h(G) = ImG sends
P into S . The same argument of Proposition 3.17 shows that h : P → S is
injective, and it remains only to prove it is sujective.

Choose any subspace W ≤ Fnq in S . To show that W = ImG for some G ∈P,

it suffices to construct a c-tight frame Φ for V having Im Φ† = Im Φ†Φ = W . Fix
a basis v1, . . . , vd for V , and let M =

[
〈vi, vj〉

]
∈ Fd×dq be its Gram matrix. Since

det(cM)F×2q = cd · det(M)F×2q = cd · discr(V ) = discr(W ),

there is a basis w1, . . . , wd for W satisfying (wi, wj) = c〈vi, vj〉 for every i, j ∈ [d].
Let A : V → Fn×nq be the unique linear operator with Avi = wi for every i ∈ [d]. It

is clearly injective, so Φ := A† : Fnq → V is the synthesis operator of a frame for V .

Furthermore, we have arranged so that (Φ†u,Φ†v) = c〈u, v〉 for every u, v ∈ V , so
Φ is a c-tight frame. The proof is complete since Im Φ† = W and g = h ◦ f . �

Remark 3.20. In either Case U or Case O (Definition 2.3) we can find the number of
I(V )-equivalence classes of nondegenerate tight frames by counting subspaces of Fn.
This can be done with an orbit-stabilizer argument for the action of an isometry
group, as described on page 148 of [2]. We omit details but report the results.

In Case U, choose n ≥ d = dimV and c ∈ F×q . Then the number of equivalence
classes of c-tight frames for V with n vectors equals

|U(n, q)|
|U(d, q)| · |U(n− d, q)|

,

where |U(n, q)| can be found in Theorem 11.28 of [28].
A similar formula applies in Case O, but now discriminants play a role along

with the frame constant c ∈ F×q . For n ≥ d = dimV the number of equivalence
classes of c-tight frames for V with n vectors equals

|O(Fnq )|
|O(W )| · |O(U)|

,

where Fnq refers to the real model and W and U are quadratic spaces over Fq such

that dimW = d, dimU = n− d, discrW = cd · discrV , and discrU = cd F×2q . The
orders of the orthogonal groups are given in Theorem 9.11 of [28].

Remark 3.21. In contrast with nondegenerate tight frames, I(V )-equivalence classes
of 0-tight frames may not be identified with the range of a corresponding analysis
operator. For example, suppose Φ ∈ Fd×nq2 is a 0-tight frame under the complex
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model, and choose any invertible operator A ∈ GL(d, q2). Then Ψ := AΦ ∈ Fd×nq2

is a frame, and Im Ψ† = Im Φ†. By Corollary 3.9, Ψ is a 0-tight frame. However,
A may be chosen so that Ψ†Ψ = Φ†(A†A)Φ 6= Φ†Φ, in which case Ψ and Φ are
unitarily inequivalent by Proposition 3.12.

3.4. Naimark complements. In real and complex frame theory, for every tight
frame Φ ∈ Cd×n there exists a Naimark complement Ψ ∈ C(n−d)×n for which the

stacked array A =

[
Φ
Ψ

]
∈ Cn×n is a scalar multiple of a unitary. For any choice of

Naimark complement, the identity cI = AA∗ =

[
ΦΦ∗ ΦΨ∗

ΨΦ∗ ΨΨ∗

]
implies that Ψ is a

tight frame whose analysis operator maps into the kernel of the synthesis operator
for Φ. Meanwhile, the formula cI = A∗A = Φ∗Φ + Ψ∗Ψ shows that the Gram
matrices of Φ and Ψ have opposite entries off the diagonal. If Φ is an equiangular
tight frame (as defined in the introduction), then so is Ψ. As such, the sizes of
real and complex equiangular tight frames occur in Naimark complementary pairs
(d× n, (n− d)× n). We now give analogues of these results for finite fields.

Proposition 3.22. Assume Case U (Definition 2.3). Let Φ be a c-tight frame
(c 6= 0) for V with Gram matrix G ∈ Fn×nq2 . Then cI−G is the Gram matrix of a c-

tight frame Ψ for a unitary space W of dimension n−d, such that Im Ψ† = (Im Φ†)⊥.

Proof. Since G = Φ†Φ satisfies G2 = cG, the kernel of H := cI − G coincides
with the range of G. As H = H∗ it follows that ImH = (ImG)⊥, and rankH =
n − d. Apply Theorem 3.13 to write H = Ψ†Ψ, where Ψ is a d × n frame in a
unitary geometry. Then Ψ is a c-tight frame since H2 = cH, and Im Ψ† = ImH =
(Im Φ†)⊥. �

Proposition 3.23. Assume Case O (Definition 2.3). Let Φ be a c-tight frame
(c 6= 0) for V with Gram matrix G ∈ Fn×nq , and choose a ∈ F×q . Then a(cI − G)
is the Gram matrix of an ac-tight frame Ψ for a quadratic space W of dimension
n− d such that discr(W ) = an−dcn · discr(V ). Here Im Ψ† = (Im Φ†)⊥.

Proof. The same argument of Proposition 3.22 applies, and we need only compute
the discriminant of W . Put H = a(cI − G), and let W be a quadratic space of
dimension n−d admitting a frame Ψ with Gram matrix H. As Φ is nondegenerate,
Fnq = ImG ⊕ ImH. Therefore discr(ImG) · discr(ImH) = discr(Fnq ) is trivial,
i.e., discr(ImG) = discr(ImH). The latter are related to discr(V ) and discr(W ) as
in Proposition 3.19, and, in particular, cd · discr(V ) = (ac)n−d · discr(W ). �

In Proposition 3.23, the choice of a ∈ F×q makes a difference for discr(W ) if and
only if n− d is odd. For both Proposition 3.22 and Proposition 3.23 it is essential
that c 6= 0, since a 0-tight frame of size d× n exists only if n ≥ 2d.

3.5. Equal norm tight frames.

Definition 3.24. Let Φ = {ϕj}j∈[n] be a c-tight frame for V . If there is a constant
a ∈ F (possibly zero) such that 〈ϕj , ϕj〉 = a for every j ∈ [n], then we call Φ an
(a, c)-equal norm tight frame, or (a, c)-NTF.

NTFs are generalizations of unit norm tight frames that allow arbitrary norms. If
there exists nonzero α ∈ F such that αασ = a, then we may rescale an (a, c)-NTF to
obtain a (1, c/a)-NTF, with unit norm. However this is not always possible. Some
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authors use the abbreviation ENTF instead of NTF. We eschew this terminology in
order to avoid confusion with the stronger notion of equiangular tight frame (ETF).

If Φ is an (a, c)-NTF with n vectors, then the traces of Φ†Φ and ΦΦ† give

(3.2) na = dc,

where d = dimV as usual. For example, an (a, 0)-NTF exists only if a = 0 or
charF | n.

Example 3.25. There are finite field versions of harmonic frames, which provide a
large supply of NTFs in Case U (Definition 2.3). If m | q + 1 then a primitive
m-th root of unity ω ∈ F×q2 satisfies ωq+1 = 1, and we may create the matrix

F =
[
ωij
]
ij
∈ Fm×mq2 . It is a Hadamard matrix of order m since F∗F = mI

and every entry of F is unimodular. By taking tensor powers, we may create a
Hadamard matrix H of order n whenever every prime factor of n divides q + 1.
Then we may select any d ≤ n rows of H to produce a (d, n)-NTF Φ ∈ Fd×nq2 .

Remark 3.26. Assume q is odd in Case U (Definition 2.3). By modifying the
“spectral tetris” construction of [8], one may create an (a, c)-NTF of size d × n
whenever (3.2) holds and either c 6= 0 or a = c = 0. We omit details, and leave
open the general problem of characterizing NTF existence.

Example 3.27. In the complex model, choose any d > 1 and let Φ consist of one
unit vector from each nonisotropic 1-dimensional subspace of Fdq2 . Then Φ ∈ Fd×nq2

is a (1, 0)-NTF with n = qd−1 q
d+(−1)d+1

q+1 vectors, as we now explain.

Let ω ∈ F×q2 be a generator for the subgroup Tq ≤ F×q2 of unimodular scalars,

and consider the unit sphere of Fdq2 expressed as columns of the matrix

Ψ =
[

Φ ωΦ · · · ωqΦ
]
∈ Fd×n(q+1)

q2 .

By an inductive argument Ψ has qd−1[qd + (−1)d+1] = n(q + 1) columns, which
gives the formula for n. Furthermore, the columns of Ψ (hence also of Φ) span
Fdq2 since the former contain the standard basis, and ΨΨ∗ = (q + 1)ΦΦ∗ = ΦΦ∗.
Therefore it suffices to show ΨΨ∗ = 0.

Any U ∈ U(d, q) permutes the unit sphere, so it commutes with ΨΨ∗. Taking
permutation matrices for U we see that ΨΨ∗ has the form cI + bJ for c, b ∈ Fq.
Then bJ also commutes with every U ∈ U(d, q). By an application of the Witt
Extension Theorem (Theorem 10.12 of [28]), it follows that b = 0 and ΨΨ∗ = cI.

To get c = 0, it suffices to show the last row v ∈ Fnq2 of Ψ satisfies (v, v) = 0. The

columns x =

[
y
β

]
of Ψ are in bijection with pairs (y, β) ∈ Fd−1q2 × Fq2 such that

(y, y) = 1− βq+1. As such (v, v) =
∑
b∈F×q nbb, where nb is the number of y ∈ Fd−1q2

with (y, y) = 1 − b. For b 6= 1 this is the size of the unit sphere in Fd−1q2 , or nb =

qd−2[qd−1 +(−1)d]. For b = 1 subtraction gives n1 = q2d−3 +(−1)d−1(qd−1−qd−2).
If d > 2 then every nb is divisible by q, so that (v, v) = 0. On the other hand if
d = 2 then q divides every nb − 1, so that (v, v) =

∑
b∈F×q b = 0.

Example 3.28. In the real model, choose a ∈ F×q and let Φ ∈ Fd×nq consist of one

vector from each pair {x,−x} in Fdq such that (x, x) = a. Then Φ is an NTF, by
an argument similar to that of Example 3.27. The frame constant may or may not
be zero depending on q, a, d.
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4. Equiangular lines

Next we develop the basic theory of equiangular lines over arbitrary fields. In
the real and complex case this is just the theory of equiangular lines. Our main
result (Theorem 4.2) is a generalization of Gerzon’s bound.

Recall that F0 ≤ F is the subfield fixed by σ. In Case O we have F0 = Fq = F,
and in Case U it is F0 = Fq ≤ Fq2 = F.

Definition 4.1. Given a, b ∈ F0, we say Φ = {ϕj}j∈[n] forms an (a, b)-equiangular
system in V if the following hold:

(i) 〈ϕj , ϕj〉 = a for every j ∈ [n],
(ii) 〈ϕi, ϕj〉〈ϕj , ϕi〉 = b for every i 6= j in [n].

If this holds and ϕj 6= 0 for every j ∈ [n], then L = {spanϕj}j∈[n] forms a sequence
of equiangular lines. For c ∈ F0, Φ is an (a, b, c)-equiangular tight frame, or
(a, b, c)-ETF, if the following hold in addition to (i)–(ii):

(iii) span Φ = V ,
(iv) ΦΦ† = cI.

In other words, an (a, b, c)-ETF is an (a, b)-equiangular system that is also a c-tight
frame. Equivalently, it is an (a, c)-NTF for which (ii) holds.

In our general setting, we have the following version of Gerzon’s bound [40]. Our
overall method of proof is the usual one, but the abstract setting presents a few
subtleties to address.

Theorem 4.2 (Gerzon’s bound). Denote k = dimF0
F ∈ {1, 2}, depending on

whether or not σ is trivial. Suppose a2 6= b. Then there exists an (a, b)-equiangular
system Φ of n vectors in V only if n ≤ d + k

2 (d2 − d). If equality holds, then

ΦΦ† = cI for some c ∈ F0, where c = 0 if a = 0. If equality holds in Case O or
Case U (Definition 2.3), then Φ is an (a, b, c)-ETF.

The case a2 = b is exceptional, and in the real or complex case it may only de-
scribe vectors chosen repeatedly from a single line, as a consequence of the condition
for equality in Cauchy–Schwarz. Stranger behavior can occur over finite fields, as
demonstrated by Example 4.3 further below.

Proof. Throughout the proof we work in the F0-space S of linear operators A : V →
V satisfying A† = A, and we equip S with the (possibly degenerate) symmetric
F0-bilinear form 〈A,B〉F = tr(AB). For any choice of basis e1, . . . , ed of V , the
mapping T : S → Fd×d given by T (A) =

[
〈ei, Aej〉

]
is easily seen to be an F0-

linear isomorphism of S onto the space of self-adjoint d× d matrices. By counting
entries on and above the diagonal, we deduce that dimF0

S = d+ k
2 (d2 − d). This

gives an upper bound on the size of a linearly independent set in S , which we will
use to prove the theorem.

Let Φ = {ϕj}j∈[n] be an (a, b)-equiangular system in V . For each j ∈ [n] define

the outer product Aj = ϕjϕ
†
j ∈ S by Ajv = 〈ϕj , v〉ϕj , and let A = {Aj}j∈[n].

We start by identifying linear dependencies in A from its Gram matrix. For any
i, j ∈ [n],

〈Ai, Aj〉F = tr(ϕ†iϕjϕ
†
jϕi) = 〈ϕi, ϕj〉〈ϕj , ϕi〉 =

{
a2, if i = j;

b, if i 6= j.
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Therefore A has Gram matrix G :=
[
〈Ai, Aj〉F

]
= bJn + (a2− b)In ∈ Fn×n0 , where

Jn is the all-ones matrix. Since 〈·, ·〉F may be degenerate, we cannot always factor
G = A †A (in particular, A † may not be well defined); however it is still true that
Ker A ≤ KerG. Furthermore, since a2−b 6= 0 we have KerG ≤ Im Jn = span{1n},
where 1n ∈ Fn0 is the all-ones vector. Equality holds only if nb + (a2 − b) = 0.
Therefore, Ker A = {0} when a2 6= −(n− 1)b, and Ker A ≤ span{1n} generally.

First assume a 6= 0. Since A maps Fn0 into S , and since Ker A ≤ span{1n},
rank-nullity gives the bound

dimF0
S ≥ dimF0

Im A = n− dimF0
Ker A ≥ n− 1,

that is, n ≤ d+ k
2 (d2 − d) + 1. Equality holds only if a2 = −(n− 1)b and Ker A =

span{1n}, that is,
∑
j∈[n] ϕjϕ

†
j = 0. We claim this cannot happen. Otherwise, the

relation tr(Φ†Φ) = tr(ΦΦ†) says that na = 0, while charF cannot divide n since
b 6= a2 = −(n − 1)b. Therefore a = 0, contrary to assumption. It follows that
n ≤ d+ k

2 (d2 − d).

Now assume a = 0. Then tr(Aj) = tr(ϕ†jϕj) = a = 0 for each j, so that A lies
in the subspace

S0 = {A ∈ S : tr(A) = 0} ≤ S

of traceless self-adjoint operators. Notice that dimF0
S0 = dimF0

S − 1 since the
trace operator maps S linearly onto F0. Proceeding as before, we find that

dimF0
S − 1 = dimF0

S0 ≥ dimF0
Im A = n− dimF0

Ker A ≥ n− 1,

i.e., n ≤ dimF0
S . Equality holds only if 0 =

∑
j∈[n] ϕjϕ

†
j = ΦΦ†.

Next consider the case of equality, n = dimF0
S , with a 6= 0. Define An+1 = Id

and B = {Aj}j∈[n+1], which equals A appended by the identity matrix. For any

j ≤ n we have 〈Aj , An+1〉F = tr(ϕiϕ
†
i I) = a, so B has Gram matrix

H :=
[
〈Ai, Aj〉F

]
i,j∈[n+1]

=

[
bJn + (a2 − b)In a1n

a1>n d

]
∈ F(n+1)×(n+1)

0 .

Considering that B has n + 1 > dimF0
S vectors, we conclude it is linearly de-

pendent. Choose any nonzero x = {xi}i∈[n+1] ∈ Ker B. As above, we have
x ∈ KerH. For any choice of i, j ≤ n, expanding matrix products in the equation[
Hx
]
i

= 0 =
[
Hx
]
j

shows that a2xi + bxj = bxi + a2xj , or (a2− b)xi = (a2− b)xj .

Since a2 6= b it follows that xi = xj , and x =
[
α1>n β

]>
for some α, β ∈ F0.

Furthermore, α 6= 0 since
[
Hx
]
1

= 0 and a 6= 0. Defining c = −β/α, we conclude

0 = α−1
∑
j∈[n]

xjAj + α−1xn+1Id =
∑
j∈[n]

ϕjϕ
†
j − cId.

Therefore, ΦΦ† = cId as desired.
Finally, suppose that the bound is attained with n = d + k

2 (d2 − d) in either
Case O or Case U. Then

(4.1) d ≥ rank Φ ≥ rank Φ†Φ =: d′.

By Theorem 3.15 (Case O) or Theorem 3.13 (Case U), there is a frame Ψ of n

vectors in an orthogonal (Case O) or unitary (Case U) geometry on Fd′ , such
that Ψ†Ψ = Φ†Φ. Then Ψ is an (a, b)-equiangular system in dimension d′, and
considering the bound proved above we must have d′ = d. Therefore equality holds
throughout (4.1), and Φ is a frame. By the above it is an ETF. �
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We now demonstrate the pathology of the case a2 = b for Gerzon’s bound.

Example 4.3. For d ≥ 3 there is no finite upper bound f(d) on the size of an
equiangular system in any space of dimension d over any field. We cannot even
bound the number of distinct lines spanned by vectors in an equiangular system
without accounting for the base field. For example, a sequence of vectors forms
a (0, 0)-equiangular system if and only if they span a totally isotropic subspace.
When d ≥ 4 is fixed and a prime power q is allowed to vary, the number N(d, q)
of distinct lines in a maximal totally isotropic subspace of Fdq2 under the complex

model grows to infinity with q. Hence there exist arbitrarily large (0, 0)-equiangular
systems in d-dimensional spaces (over various fields).

Example 4.4. More generally, let a ∈ F0 be such that there exists ϕ0 ∈ V with
〈ϕ0, ϕ0〉 = a. Choose a totally isotropic subspace W ≤ span{ϕ0}⊥. For w ∈ W
define ϕw = ϕ0 + w. Then Φ = {ϕw}w∈W is an (a, a2)-equiangular system. This
gives very large examples.

Example 4.5. Not every (a, a2)-equiangular system takes the form of the last exam-
ple. To see this, choose d ≥ 3 and an odd prime power q, and consider the complex
model on V = Fdq2 . For any isotropic x, y ∈ Fd−1q2 satisfying (x, y) = −2,

Φ =

[
1 1 1
0 x y

]
is a (1, 1)-equiangular system that does not arise from the method of Example 4.4.

In comparison with the real and complex cases, one might expect to find a
relative bound on the size of an (a, b)-equiangular system in Case O or Case U that
beats Gerzon when we know the values of a, b. We leave this as an open problem.

Problem 4.6. In Case O and Case U (Definition 2.3), find a relative bound on the
size of an (a, b)-equiangular system that outperforms Gerzon (Theorem 4.2).

Despite not yet having a relative bound, we can relate the parameters of an
(a, b, c)-ETF, as in Welch [57].

Proposition 4.7. If V admits an (a, b, c)-ETF of n vectors, then a(c−a) = (n−1)b.

When charF fails to divide both d and n− 1, it follows that b = (n−d)
d(n−1)a

2.

Proof. Let Φ = {ϕj}j∈[n] be an (a, b, c)-ETF in V , and consider the matrix A =

Φ†Φ−aI, whose diagonal is zero. Expanding (Φ†Φ−aI)2 with the relation (Φ†Φ)2 =
cΦ†Φ shows that A2 = (c − 2a)A + a(c − a)I, and in particular, (A2)ii = a(c − a)
for every i ∈ [n]. On the other hand, when we compute the matrix product we
find that (A2)ii =

∑
j∈[n]AijAji = (n − 1)b for every i ∈ [n]. Comparing these

expressions shows that a(c − a) = (n − 1)b. Finally, when charF fails to divide d

and n− 1, we can solve (3.2) to find c = n
d a, so that b = (n−d)

d(n−1)a
2. �

As in the real and complex settings, ETFs over finite fields often come in Naimark
complementary pairs. More precisely, we have the following consequence of Propo-
sition 3.22 and Proposition 3.23.

Proposition 4.8 (Naimark complements of ETFs).

(a) If there exists an (a, b, c)-ETF of n vectors in a unitary geometry on Fdq2
and c 6= 0, then there exists a (c− a, b, c)-ETF of n vectors in a unitary

geometry on Fn−dq2 .
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(b) If there exists an (a, b, c)-ETF of n vectors in an orthogonal geometry on Fdq
and c 6= 0, then there exists a (c− a, b, c)-ETF of n vectors in an orthogonal
geometry on Fn−dq .

We emphasize that c 6= 0 in Proposition 4.8, and that the orthogonal geometries
in Proposition 4.8(b) may have different discriminants.

Part 2. ETFs in unitary geometry

For the remainder of the paper, we focus on ETFs in finite unitary geometries.
ETFs in finite orthogonal geometries are the subject of the companion paper [26].

5. First examples

In this section we demonstrate some constructions of ETFs in unitary geome-
tries, focusing especially on those derived from modular difference sets. We have not
investigated finite field analogs of other sources of complex ETFs, such as Steiner
systems [23], hyperovals [22], graph coverings [11, 20, 36], the Tremain construc-
tion [19], association schemes [13, 35], or Gelfand pairs [34]. We leave these topics
for future research.

Example 5.1. Every ETF in a finite orthogonal geometry produces one in a finite
unitary geometry, as we now explain. If Φ is an (a, b, c)-ETF of n vectors in an
orthogonal geometry on Fdq , then its Gram matrix G may be viewed as an element

of Fn×nq2 with rankFq2
G = rankFq

G = d. By Theorem 3.13, there is a frame Ψ of

n vectors in a unitary geometry on Fdq2 having G as its Gram matrix. Considering

the entries of G and the fact that G2 = cG, we conclude that Ψ is an (a, b, c)-ETF
in a unitary geometry. This creates a large number of examples, which are explored
more fully in [26].

Next we show three ETFs in unitary geometries having unusual sizes. The
authors discovered Examples 5.2, 5.3, 5.4 while searching for large (0, 1)-equiangular
systems, using the clique method described by Lemma 6.2 of [26]. This amounts
to a computationally efficient way to find a maximum clique in the graph whose
vertices are isotropic vectors in Fdq2 under the complex model, with vertices u and

v adjacent precisely when (u, v)q+1 = 1.

Example 5.2. Take q = 3 and ζ ∈ F×32 as a primitive element. Then the following

is a (0, 1, 0)-ETF of size 5× 16 in the complex model on F5
32 :

Φ =


1 2 0 0 0 0 0 0 ζ ζ ζ ζ ζ3 ζ3 ζ3 ζ3

ζ ζ ζ5 ζ5 ζ5 ζ5 ζ5 ζ5 1 1 1 1 ζ6 ζ6 ζ6 ζ6

0 0 0 0 0 0 1 2 ζ ζ ζ5 ζ5 ζ3 ζ3 ζ7 ζ7

0 0 0 0 1 2 0 0 ζ ζ5 ζ ζ5 ζ3 ζ7 ζ3 ζ7

0 0 ζ2 ζ6 0 0 0 0 ζ7 ζ3 ζ3 ζ7 ζ ζ5 ζ5 ζ

 .
Example 5.3. Take q = 3 and ζ ∈ F×32 as a primitive element. Then the following

is a (0, 1, 0)-ETF of size 6× 28 in the complex model on F28
32 :

Φ =


1 2 0 0 0 0 0 0 0 0 1 1 ζ ζ ζ ζ ζ ζ ζ ζ ζ3 ζ3 ζ3 ζ3 ζ3 ζ3 ζ3 ζ3

ζ ζ ζ5 ζ5 ζ5 ζ5 ζ5 ζ5 ζ5 ζ5 0 0 1 1 1 1 1 1 1 1 ζ6 ζ6 ζ6 ζ6 ζ6 ζ6 ζ6 ζ6

0 0 0 0 1 ζ5 ζ6 ζ6 ζ6 ζ7 1 2 0 2 2 ζ ζ ζ2 ζ6 ζ7 0 1 2 ζ2 ζ2 ζ5 ζ7 ζ7

0 0 ζ ζ3 ζ5 ζ2 0 ζ5 ζ6 ζ6 ζ7 ζ3 0 ζ2 ζ5 0 ζ2 ζ7 ζ2 1 ζ5 ζ ζ ζ2 ζ7 1 ζ ζ6

0 0 0 1 ζ 2 ζ3 ζ3 2 ζ7 ζ ζ5 1 ζ5 ζ ζ7 ζ ζ ζ2 ζ6 ζ 0 ζ3 0 ζ6 ζ6 2 ζ6

0 0 ζ3 1 ζ 0 2 ζ 1 ζ3 0 0 ζ3 ζ3 ζ2 ζ5 ζ6 ζ2 0 ζ5 ζ7 0 ζ6 ζ2 ζ7 ζ ζ6 ζ

 .
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Example 5.4. Take q = 2 and ζ ∈ F×22 as a primitive element. Then the following

is a (0, 1, 1)-ETF of size 6× 27 in the complex model on F27
22 :

Φ =


1 ζ 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 ζ ζ ζ ζ ζ ζ ζ
ζ ζ ζ ζ ζ ζ ζ ζ 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 ζ ζ ζ2 ζ2 0 0 0 0 1 ζ ζ2

0 0 1 1 1 ζ ζ2 ζ2 1 1 ζ ζ2 ζ2 ζ2 ζ2 ζ2 ζ2 ζ2 ζ2 ζ2 0 0 ζ ζ ζ ζ ζ
0 0 1 ζ ζ 0 1 ζ2 ζ ζ2 0 1 1 ζ 0 ζ 0 ζ 0 ζ 1 ζ 0 ζ2 ζ ζ ζ
0 0 ζ ζ 1 0 ζ2 1 ζ2 ζ 0 ζ 1 1 ζ 0 ζ 0 ζ 0 ζ 1 ζ2 0 ζ ζ ζ

 .

5.1. ETFs from modular difference sets. Next we show how ETFs in the com-
plex model can be constructed from the following generalization of difference sets.

Definition 5.5 ([41]). Let k, n ∈ N. A set D ⊆ Z/nZ is called a k-modular
difference set if the function c : Z/nZ→ Z/kZ given by

c(g) = |{(a, b) ∈ D2 : a− b = g}| mod k

is constant on (Z/nZ) \ {0}.

In order to convert modular difference sets to ETFs, we now define the discrete
Fourier transform matrix over a finite field. For simplicity we will only consider
the Fourier transform over finite cyclic groups, rather than the more general case
of finite abelian groups.

Definition 5.6. Let q be a power of the prime p, and let α be a generator of the

multiplicative group of Fq2 . Given n ∈ N such that n | q + 1, set ω = α(q2−1)/n.
Define the n× n discrete Fourier transform (DFT) matrix over Fq2 by

F =
[
ωij
]
i,j∈Z/nZ .

For D ⊂ Z/nZ we define the |D| × n submatrix

FD =
[
ωij
]
i∈D,j∈Z/nZ .

Using the notation of Definition 5.6, the next theorem shows that the matrix
FD is an ETF if and only if D is a p-modular difference set. However, we wish to
emphasize that the assumption n | q + 1 is essential. Indeed, there are p-modular
difference sets that do not give rise to ETFs over a finite field because they fail to
satisfy this condition. The following theorem generalizes a construction of complex
ETFs due to Strohmer and Heath [50, 58, 14].

Theorem 5.7. Suppose q is a prime power, and n ∈ N satisfies n | q + 1. Given
D ⊆ Z/nZ, the matrix FD of Definition 5.6 is an ETF if and only if D is a
p-modular difference set.

Proof. Let D = {a1, a2, . . . , ad} ⊆ Z/nZ. As in Definition 5.5, we let c : Z/nZ→ Fq
be defined by

c(g) = |{(a, b) ∈ D2 : a− b = g}| mod p,

and we also consider c in vector form as c =
[
c(0) · · · c(n− 1)

]> ∈ Fnq2 . For

each j ∈ Z/nZ, let ϕj denote the jth column of FD, that is,

ϕj =
[
ωa1j ωa2j ωa3j · · · ωadj

]>
.

A simple calculation shows that

FDF∗D = nI.
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Since n | q + 1, we see that p - n and hence n 6= 0. This implies that FD is an
n-tight frame which is not totally isotropic. Since the entries in FD are unimodular,
we see that (ϕi, ϕi) = d = |D|. Thus, for any set D ⊆ Z/nZ, the matrix FD is a
(|D|, n)-NTF.

Next, note that

(ϕi, ϕj)(ϕj , ϕi) = tr(ϕ∗iϕjϕ
∗
jϕi) = tr(ϕiϕ

∗
iϕjϕ

∗
j ) =

d∑
k=1

d∑
l=1

ω(j−i)(ak−al)

=
∑

g∈Z/nZ

c(g)ω(j−i)g = [Fc]j−i.

(5.1)

Assume D is a p-modular difference set. That is, there is a number λ ∈
{0, . . . , p− 1} such that c(g) = λ (mod p) for all g ∈ (Z/nZ) \ {0}. Now, for
i 6= j, from (5.1) we see that

(ϕi, ϕj)(ϕj , ϕi) =
∑

g∈(Z/nZ)\{0}

c(g)ω(j−i)g + d = λ
∑

g∈(Z/nZ)\{0}

ω(j−i)g + d = −λ+ d.

Therefore, {ϕi}i∈Z/nZ is a (|D|, |D| − λ, n)-ETF.
Finally, we assume FD is an ETF. From (5.1) we can deduce that there is a

constant α ∈ Fq2 such that

Fc =
[
n2 α α · · · α

]>
.

Since F∗F = nI 6= 0, we see that

c = n−1F∗Fc = n−1
[
n2 − (n− 1)α n2 − α n2 − α · · · n2 − α

]>
.

Thus, D is a p-modular difference set. �

Example 5.8. For n = 14, the reader can check that D = {0, 4, 6, 7, 8, 11, 13} is a
3-modular difference set. Since n | 27 + 1, this produces a 7× 14 ETF in a unitary
geometry on F272 . A complex ETF of this size is known to exist, but it cannot be
harmonic [21]. Indeed, there is no difference set of d = 7 elements in a group of
n = 14 elements since n− 1 fails to divide d(d− 1) [39].

Example 5.9 (Example 5.2 of [41]). Let k ∈ N such that p = 3k − 1 is prime, and
set q = p3. Let H be a subgroup of Z/9kZ such that |H| = 3k. We claim that the
set D = H ∪{1} is a p-modular difference set. Indeed, consider the function c from
Definition 5.5. One can easily deduce that

c(g) =

{
3k, if g ∈ H \ {0};
1, if g ∈ (Z/9kZ) \H.

Since 3k = 1 (mod p), this shows that D is a p-modular difference set. Additionally,
we see that q+ 1 = (3k− 1)3 + 1 = 0 (mod 9k), and hence 9k | q+ 1. By the above
theorem, the matrix FD is a (3k+ 1)× 9k ETF over Fq2 . Since there are infinitely
many k such that 3k − 1 is prime, this gives rise to an infinite family of ETFs. In
particular, when k = 2 this construction produces a 7 × 18 ETF over F1252 . Note
that there is no known construction of a complex ETF of this size, and there cannot
be a 7× 18 complex harmonic ETF for the same reason as in Example 5.8 [21].
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6. ETFs from translation and modulation

In this section we introduce translation and modulation operators over finite
fields, and show that they can be used to create NTFs just as in the complex
setting. By identifying an appropriate fiducial vector, we show that Gerzon’s bound
is attained in unitary geometries of every dimension d = 22l+1 over the field F32 .

6.1. NTFs from translation and modulation. Fix a prime power q, and choose
integers d1, . . . , dm ≥ 2 that all divide q+1. In this section we consider a finite field
version of the Heisenberg group over G :=

∏m
k=1 Z/dkZ, where |G| =

∏m
k=1 dk =: d.

This presents a finite model in which to investigate Zauner’s conjecture. We work
in the unitary space V = FGq2 of functions ϕ : G→ Fq2 , equipped with the form

〈ϕ,ψ〉 =
∑
x∈G

ϕ(x)qψ(x).

Then V has orthonormal basis {δx}x∈G, where δx ∈ Fdq2 is the indicator function

of a point, with δx(x) = 1 and δx(y) = 0 for y 6= x.
In order to define modulation, we first introduce notation for Tq-valued charac-

ters on G. For each k ∈ [m], we fix a generator ωk ∈ Tq ≤ F×q2 for the unique sub-

group of order dk. Given xk, yk ∈ Z/dkZ we denote ŷk(xk) = ωxkyk
k = x̂k(yk), and

for x = (x1, . . . , xm) and y = (y1, . . . , ym) in G we define ŷ(x) =
∏m
k=1 ŷk(xk) ∈ Tq.

Then

(6.1) ŷ(x) = x̂(y) and (x+ y)̂ (z) = x̂(z)ŷ(z), for x, y, z ∈ G,
and y = 0 if and only if ŷ(x) = 0 for every x ∈ G. Furthermore, for any x ∈ G

ŷ(x)
∑
z∈G

ŷ(z) =
∑
z∈G

ŷ(x+ z) =
∑
z∈G

ŷ(z),

that is,
(
ŷ(x)− 1

)∑
z∈G ŷ(z) = 0. It follows that

(6.2)
∑
z∈G

ŷ(z) =

{
d, if y = 0;

0, otherwise.

In this notation, each y ∈ G determines a modulation operator My ∈ U(FGq2)

and a translation operator Ty ∈ U(FGq2) given by

(Myϕ)(x) = ŷ(x)ϕ(x) and (Tyϕ)(x) = ϕ(x− y), for ϕ ∈ FGq2 , x ∈ G.
It is straightforward to verify the usual relations

(6.3) TxTy = Tx+y, MxMy = Mx+y, MyTx = ŷ(x)TxMy, for x, y ∈ G.
Our immediate goal is the following.

Proposition 6.1. For any nonzero ϕ ∈ FGq2 , the collection Φ = {TxMyϕ}x,y∈G is

an (a, da)-NTF for FGq2 , where a = 〈ϕ,ϕ〉.

The NTF Φ of Proposition 6.1 is known as a Gabor frame, and ϕ is its fiducial
vector. If Φ happens to be an ETF then it is known as a Gabor ETF.

Remark 6.2. Since every NTF is a spanning set, Proposition 6.1 implies in partic-
ular that the Heisenberg group 〈Tx,My : x, y ∈ G〉 acts irreducibly in its natural
representation on FGq2 . Indeed, if W ≤ FGq2 is a nonzero invariant subspace, and if

ϕ ∈W is nonzero, then W ≥ span{TxMyϕ : x, y ∈ G} = FGq2 , and W = FGq2 .
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In order to prove Proposition 6.1 we leverage a unitary geometry on the space
HS(FGq2) of all linear operators on FGq2 . Given two such operators A,B we define

〈A,B〉F = tr(A†B) =
∑
z∈G
〈Aδz, Bδz〉.

If A and B are represented by their matrices
[
Axy

]
and

[
Bxy

]
over the standard

basis {δx}x∈G, then 〈A,B〉F =
∑
x,y∈GA

q
xyBxy. It follows easily that 〈·, ·〉F is a

nondegenerate form, and HS(FGq2) is a unitary space.

Lemma 6.3. The collection {TxMy}x,y∈G is an orthogonal basis for HS(FGq2), and

any A ∈ HS(FGq2) satisfies

(6.4)
∑
x,y∈G

〈TxMy, A〉FTxMy = dA.

Proof. For any x, y ∈ G we compute

tr(TxMy) =
∑
z∈G
〈δz, TxMyδz〉 =

∑
z∈G

(TxMyδz)(z) =
∑
z∈G

ŷ(z − x)δz(z − x).

This is clearly 0 if x 6= 0, and otherwise it equals
∑
z∈G ŷ(z). By (6.2)

tr(TxMy) =

{
d, if x = y = 0;

0, otherwise.

For any x, y, s, t ∈ G the relations (6.3) and (6.1) now imply

(6.5) 〈TxMy, TsMt〉F = tr(M−yT−xTsMt) = ŷ(x− s) tr(Ts−xMt−y) = dδx,sδy,t.

Furthermore, 〈TxMy, TxMy〉 = d 6≡ 0 since d =
∏m
k=1 dk and each dk is coprime

with q. It follows easily that {TxMy}x,y∈G is an orthogonal basis for its span,
which must equal HS(FGq2) by dimension count. Finally, for any A ∈ HS(FGq2)

we can expand A =
∑
x,y∈G cxyTxMy with cxy ∈ Fq2 , and for any s, t ∈ G the

identity (6.5) produces

〈TsMt, A〉F =
∑
x,y∈G

cxy〈TsMt, TxMy〉F = dcst.

This implies (6.4). �

Proof of Proposition 6.1. Fix nonzero ϕ ∈ FGq2 . Given ψ ∈ FGq2 we denote ψϕ† ∈
HS(FGq2) for the operator (ψϕ†)(ϑ) = 〈ϕ, ϑ〉ψ, ϑ ∈ FGq2 . Then for any choice of

A ∈ HS(FGq2)

〈A,ψϕ†〉F =
∑
x∈G
〈Aδx, ψϕ†δx〉 =

∑
x∈G

〈
Aδx, 〈ϕ, δx〉ψ

〉
=
〈
A
∑
x∈G
〈δx, ϕ〉δx, ψ

〉
.

That is, 〈A,ψϕ†〉F = 〈Aϕ,ψ〉. Applying this identity and (6.4) we find∑
x,y∈G

〈TxMyϕ,ψ〉TxMyϕ =
∑
x,y∈G

〈TxMy, ψϕ
†〉FTxMyϕ = d(ψϕ†)(ϕ) = daψ.

Therefore ΦΦ† = daI. Furthermore, if ψ 6= 0 then ψϕ† 6= 0 since there ex-
ists ϑ ∈ FGq2 with 〈ϕ, ϑ〉 6= 0. Consequently, there exist x, y ∈ G with 0 6=
〈TxMy, ψϕ

†〉F = 〈TxMyϕ,ψ〉. Since this holds for every ψ 6= 0, we conclude that
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span{TxMyϕ}x,y∈G = FGq2 . Finally, we have 〈TxMyϕ, TxMyϕ〉 = 〈ϕ,ϕ〉 = a for

every x, y ∈ G, since Tx and My are unitary. Therefore Φ is an (a, da)-NTF. �

6.2. Gerzon equality in finite unitary geometries. As in the complex setting,
translations and modulations can be used to create ETFs that achieve equality
in Gerzon’s bound. The difficulty (as ever) lies in identifying a suitable fiducial
vector ϕ. The next example shows how finite fields can simplify this problem by
presenting a finite search space that retains many salient features of the complex
setting. (See Theorem 6.5 and Example 7.9 further below for more examples of
ETFs achieving Gerzon’s bound.)

Example 6.4. We produce a 4 × 16 Gabor ETF over a finite field. Take m = 1,
d1 = d = 4, and q = 31. Let ζ ∈ F×312 be a primitive element, and define µ = ζ120

and ω = µ2. The latter generate the unique subgroups of T31 with orders 8 and 4, re-
spectively. Define R ∈ F4×4

312 to be the diagonal matrix with entries Rjj = µj(j+4) for

j ∈ Z/4Z, and let F =
[
ωij
]
∈ F4×4

312 be the DFT matrix of Definition 5.6. (Through-

out this example we use the ordering Z/4Z = {0, 1, 2, 3}.) Then Z := RF ∈ F4×4
312 is

akin to (a scalar multiple of) Zauner’s 4×4 complex matrix, an eigenvector of which
is known to generate a complex 4 × 16 ETF [59]. A similar phenomenon occurs
over F312 , where the finite search space makes it easier to identify an appropriate
fiducial vector. Specifically, Z has exactly three eigenvalues: λ1 = ζ648, λ2 = ζ8,
and λ3 = ζ328 with respective geometric multiplicities 2, 1, 1. The two-dimensional
eigenspace for λ1 contains exactly 924 one-dimensional subspaces. Checking one
representative from each line, we find (up to rescaling) exactly four fiducial vectors
in the λ1-eigenspace that generate Gabor ETFs, namely

ϕ1 =


1
ζ
ζ784

ζ70

 , ϕ2 =


1
ζ70

ζ784

ζ

 , ϕ3 =


1
ζ391

ζ784

ζ610

 , ϕ4 =


1
ζ610

ζ784

ζ391

 .

We now identify fiducial vectors for infinitely many Gabor ETFs. Theorem 6.5
proves that Gerzon’s bound is attained in unitary geometries of infinitely many
dimensions over the field F = F32 . This is the first field for which this phenomenon
is known to occur. (In a companion paper we perform a similar feat for Gerzon’s
bound in orthogonal geometries [26].)

Theorem 6.5. Take q = 3, m to be odd, and dk = 2 for 1 ≤ k ≤ m, so that
G = (Z/2Z)m and d = 2m. Let ζ ∈ F32 be a primitive element, and define ϕ ∈ Fd32
by

ϕ(x) =

{
−1− ζ2, if x = 0;

1, otherwise.

Then Φ = {TxMyϕ}x,y∈G is a (0, 1, 0)-ETF. In particular, Gerzon’s bound is at-
tained in a unitary space over F32 whenever its dimension is twice a power of 4.

Proof. Observe that x = −x in G and 2 ≡ −1 in F32 . In particular, d = 2m ≡ −1.
Furthermore (ζ2)2 = −1 and (ζ2)3 = −ζ2.

Let 1 ∈ FG32 be the function that is constantly 1, so ϕ = 1 + (1− ζ2)δ0. Here
the coefficient on δ0 satisfies (1− ζ2)3 = 1 + ζ2 and (1− ζ2)3+1 = 1− (ζ2)2 = −1.
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With this in mind, for any x, y ∈ G we expand to find

〈ϕ, TxMyϕ〉 = 〈1, TxMy1〉+(1−ζ2)〈1, TxMyδ0〉+(1+ζ2)〈δ0, TxMy1〉−〈δ0, TxMyδ0〉.

Given z ∈ G we have (TxMy1)(z) = ŷ(z − x) and (TxMyδ0)(z) = δx(z). Thus

〈1, TxMy1〉 =
∑
z∈G

(TxMy1)(z) =
∑
z∈G

ŷ(z − x) =
∑
z∈G

ŷ(z) = dδy,0 = −δy,0

and

〈1, TxMyδ0〉 =
∑
z∈G

(TxMyδ0)(z) = 1,

while

〈δ0, TxMy1〉 = (TxMy1)(0) = ŷ(−x) = ŷ(x)

and

〈δ0, TxMyδ0〉 = (TxMyδ0)(0) = δx,0.

Therefore

〈ϕ, TxMyϕ〉 = −δy,0 + 1− ζ2 + (1 + ζ2)ŷ(x)− δx,0.
Since dk = 2 for every k we must have ŷ(x) ∈ {±1}. Simplifying above, we find

〈ϕ, TxMyϕ〉 =


0, if x = y = 0;

1, if {0} ( {x, y};
−1, if 0 /∈ {x, y} and ŷ(x) = 1;

ζ2, otherwise.

In particular, 〈ϕ, TxMyϕ〉3+1 = 1 whenever {x, y} 6= {0}. Now for any s, t ∈ G
with (s, t) 6= (x, y) the relations (6.3) produce

〈TxMyϕ, TsMtϕ〉 = 〈ϕ,M−yT−xTsMtϕ〉 = ŷ(x− s)〈ϕ, Ts−xMt−yϕ〉,

so that 〈TxMyϕ, TsMtϕ〉3+1 = 1. Hence Φ = {TxMyϕ}x,y∈G is a (0, 1)-equiangular
system. By Proposition 6.1 it is a (0, 1, 0)-ETF. �

Remark 6.6. Over the complex numbers an ETF that attains equality in Gerzon’s
bound is also known as a symmetric informationally complete positive oper-
ator valued measure, or a SIC-POVM. This terminology comes from quantum
information theory, where such ETFs are important partly because their outer prod-
ucts ϕϕ† provide a basis for operator space that consists of rank-one projections
summing to a nonzero multiple of the identity [48].

We intentionally avoid this terminology in Theorem 6.5 since the ETFs it pro-
duces consist of isotropic vectors, and the frame constant is zero. Consequently
the outer products all have trace zero, and no linear combination of them recreates
the identity operator. However, as shown in the proof of Gerzon’s bound (Theo-
rem 4.2) the outer products span the codimension-one space of traceless operators,
and they form the finite field equivalent of a simplex in that space. In doing so they
produce the largest possible collection of traceless rank-one self-adjoint operators
with constant pairwise value of 〈·, ·〉F .

Remark 6.7. The ETFs created in Theorem 6.5 may be seen as an infinite family
that generalizes Hoggar’s lines [30, 31]. The latter refers to an 8×64 complex ETF
with entries in the ring Z[i] of Gaussian integers. (Here we have in mind the version
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given by Jedwab and Wiebe [38].) Specifically, let G = (Z/2Z)3, and consider the
translation and modulation operations on CG given by

(T̃yψ)(x) = ψ(x− y) and (M̃yψ)(x) = (−1)x·y for ψ ∈ CG, x, y ∈ G,
where x · y denotes the dot product. Define ψ ∈ CG by

ψ(x) =

{
−1 + 2i, if x = 0;

1, otherwise.

Then the system Ψ = {T̃xM̃yψ}x,y∈G is an 8× 64 complex ETF [38, 53]. To relate
this with an ETF given by Theorem 6.5, let ζ ∈ F×32 be a primitive element, and let

f : Z[i]→ F32 be the unique ring homomorphism given by f(a+bi) = a+bζ2. (This
is well defined since Z[i] ∼= Z[x]/(x2 + 1) and ζ4 = −1.) Observe that f(z) = f(z)3

for every z ∈ Z[i]. It follows that f maps the ETF Ψ ∈ Z[i]8×64 to an equiangular
system f(Ψ) ∈ F8×64

32 . (Here we choose orderings on G and G × G to identify CG
with C8, and so on. We also extend f to a mapping on matrices by entrywise
application.) In fact, f(Ψ) = Φ is exactly the ETF of Theorem 6.5 when m = 3,
where f(ψ) = ϕ is the given fiducial vector in that case.

Furthermore, it is possible to recover Hoggar’s lines from the finite field ETF Φ
when m = 3. Explicitly, let H ∈ F64×64

q2 be the Gram matrix of Φ. As shown in

the proof of Theorem 6.5, H has zeros on the diagonal, with off-diagonal entries
in T3 = {±1,±ζ2}. Let g : {0} ∪ T3 → C be the multiplicative character given by
g(0) = 0 and g(ζ2l) = il. Extending g to a mapping on matrices, it turns out that
S := g(H) ∈ C64×64 has exactly two eigenvalues. Adding an appropriate amount
of identity, we find that S + 3I is the Gram matrix of a complex 8 × 64 ETF. In
fact S + 3I = Ψ∗Ψ is the Gram matrix of Hoggar’s lines.

Sadly, this procedure does not produce a complex ETF of size 32 × 1024 when
we take m = 5 in Theorem 6.5, where we found that the corresponding matrix
S ∈ C1024×1024 has three eigenvalues. This is not surprising, since Godsil and Roy
have shown that the group G = (Z/2Z)m generates a complex 2m × 22m Gabor
ETF only if m ∈ {1, 3} [24].

Finally, we remark that Hoggar’s lines are highly symmetric and have a doubly
transitive automorphism group [60, 36]. We have not investigated the symmetries
of the ETFs given by Theorem 6.5, and we leave this problem for future study.

Problem 6.8. For Φ as in Theorem 6.5, determine the group Aut Φ of all permu-
tations µ ∈ S(G × G) having components µ(x, y) =:

(
µ1(x, y), µ2(x, y)

)
for which

there exist scalars cµ(x, y) ∈ F×q2 such that Tµ1(x,y)Mµ2(x,y)ϕ = cµ(x, y)TxMyϕ for

every x, y ∈ G.

7. Finite field ETFs from complex ETFs

In this section we prove that every complex ETF produces ETFs in infinitely
many finite fields. In the process we show that the existence of a d × n complex
ETF implies that of a d × n ETF with algebraic entries. Our main result is the
following.

Theorem 7.1. Suppose there is a d × n complex ETF. Then, for infinitely many
pairwise coprime q, there is an ETF of n vectors in a unitary geometry on Fdq2 .

We proceed in two steps. First we nudge the complex ETF to have algebraic
entries, then we map the algebraic ETF into infinitely many finite fields.
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7.1. Preliminaries. First we recall some basic number theory, where standard
references include [15, 37, 46]. An algebraic number is a zero of a polynomial
with rational coefficients; an algebraic integer is a zero of a monic polynomial
with integer coefficients. The algebraic integers form a ring, and every algebraic
number is a ratio of algebraic integers. A number field E is a field with Q ≤ E ≤ C
and dimQE < ∞. We write OE for the ring of algebraic integers contained in E.
Its ideals have the following properties.

Proposition 7.2. If E is a number field, then the following hold for any proper
nonzero ideal a ⊂ OE:

(a) OE/a is finite,
(b) if a is prime then it is maximal,
(c) only finitely many prime ideals of OE contain a.

If E is a number field, then there exists α ∈ E such that E = Q(α), and
E = {f(α) : f ∈ Q[x]}. The minimal polynomial of α is the monic polynomial
mα ∈ Q[x] of lowest degree such that mα(α) = 0. We say E is Galois if it contains
every root of mα. In any case, there exists a Galois number field containing E.

If E is Galois then both E and OE are closed under complex conjugation. This
gives each the structure of a ∗-ring, that is, a ring equipped with an involutory
ring automorphism. A ∗-ring homomorphism is a ring homomorphism between
∗-rings that preserves the involution. This completes our brief review.

7.2. Complex ETFs with algebraic entries. Now we show that the existence
of a d× n complex ETF implies that of a d× n ETF with algebraic entries.

Theorem 7.3. If there is a d×n complex ETF, then there is a d×n complex ETF
with algebraic entries.

To prove Theorem 7.3, consider the algebra of sets generated by sets of the form

{x ∈ Rn : f(x) ≥ 0}, f ∈ Z[x1, . . . , xn].

We refer to members of this algebra as integral semialgebraic sets. For example,
by taking real and imaginary parts of matrix entries, the set of d×n complex ETFs
may be viewed as an integral semialgebraic subset of R2dn. As such, Theorem 7.3
is a special case of the following.

Lemma 7.4. Every nonempty closed integral semialgebraic set contains a point
whose coordinates are all real algebraic numbers.

Proof. Let S ⊆ Rn be nonempty, closed, and integral semialgebraic. By nonemp-
tyness, there exists an integer k such that S0 := S ∩ {x : ‖x‖2 ≤ k} is nonempty.
For each i ∈ [n], let πi : Rn → R denote projection onto the ith coordinate. We will
iteratively take

zi := supπi(Si−1), Si := Si−1 ∩ {x ∈ Rn : πi(x) = zi}.
We claim that the following hold for each i ∈ [n]:

(i) zi is a real algebraic number,
(ii) Si is a nonempty compact integral semialgebraic subset of Rn.

Considering S ⊇ Sn = {(z1, . . . , zn)}, the result follows from this claim.
Observe that S0 is a nonempty compact integral semialgebraic subset of Rn. We

will show that (i) and (ii) together follow from Si−1 being a nonempty compact
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integral semialgebraic subset of Rn, and then the claim follows by induction. Since
Si−1 is nonempty, compact, and integral semialgebraic, it follows from Tarski–
Seidenberg (Theorem 1.4.2 of [4]) that πi(Si−1) is also nonempty, compact, and
integral semialgebraic. As such, πi(Si−1) is the disjoint union of finitely many
compact intervals with real algebraic endpoints. It follows that (i) holds. Since
zi ∈ πi(Si−1), it follows that Si is nonempty. To finish the proof of (ii), considering
our hypothesis on Si−1, it suffices to demonstrate that {x : xi = zi} is closed and
integral semialgebraic. It is closed since πi is continuous. To see it is integral
semialgebraic, consider any polynomial f ∈ Z[x] for which f(zi) = 0, and select
a, b ∈ Q such that zi is the only root of f in [a, b]. Then

{x : xi = zi} = {x : f(xi) = 0} ∩ {x : xi ≥ a} ∩ {x : xi ≤ b}
is integral semialgebraic, as desired. �

7.3. Projecting complex ETFs with algebraic entries. Next we show that
the existence of a complex ETF implies that of corresponding ETFs over infinitely
many finite fields.

Theorem 7.5. Suppose Φ ∈ Cd×n is an ETF with entries in OE, where E is a
Galois number field. Then, for infinitely many pairwise coprime q there exists a
∗-ring homomorphism f : OE → Fq2 such that f(Φ) ∈ Fd×nq2 is a d× n ETF in the

complex model.

Our proof of Theorem 7.5 uses the following.

Lemma 7.6. Let E be a Galois number field. Given any choice of nonzero algebraic
integers z1, . . . , zn ∈ E, there exist infinitely many ideals p ⊂ OE such that all of
the following are true:

(i) OE/p is a finite field,
(ii) p is closed under complex conjugation,
(iii) p does not contain any of z1, . . . , zn.

Additionally, the set of field characteristics

{charOE/p : p ⊂ OE is an ideal satisfying (i)–(iii) }
so obtained is infinite.

Proof. Let F = E ∩ R. Then F is the fixed field for the subgroup of Gal(E/Q)
generated by complex conjugation. By the Fundamental Theorem of Galois Theory,
E is a Galois extension of F with automorphism group Gal(E/F ) ∼= Z/2Z. In
particular, E is a cyclic extension of F .

As a consequence of the Frobenius density theorem (Cor. 5.4 in [37, Ch. V]),
there are infinitely many prime ideals q ⊂ OF for which p = qOE is a prime ideal
of OE . Furthermore, for each p ⊂ OE there is at most one prime ideal q ⊂ OF
such that p = qOE , namely q = p∩OF . (Indeed, if q ⊂ OF is prime and p = qOE ,
then p ∩ OF contains the maximal ideal q.) Hence there are infinitely many prime
ideals p ⊂ OE of the form p = qOE , where q is a prime ideal of OF . Moreover,
there are only finitely many prime ideals in OE that contain any of the ideals
z1OE , . . . , znOE . Overall, there are infinitely many choices of prime ideals p ⊂ OE
that avoid z1, . . . , zn and take the form p = qOE , where q ⊂ R. Any such p is
closed under complex conjugation since this is true of both q and OE , and O/p is
a finite field by Proposition 7.2.
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To prove the “additionally” statement, we verify that any prime ideal p contains
(charOE/p)OE . By considering the minimal polynomial of a nonzero element of p,
we see that p contains a nonzero integer (namely the opposite of the polynomial’s
constant term). As such, there exists a positive prime p ∈ Z such that pZ = p ∩ Z,
the latter being a nonzero prime ideal of Z. We have pOE ⊂ p, and the containment

OE/p ⊃ (Z + p)/p ∼= Z/(Z ∩ p) ∼= Z/pZ,
demonstrates that p = charOE/p. This proves the claim. By Proposition 7.2(c),
there are only finitely many prime ideals p ⊂ OE associated with any given charac-
teristic p = charOE/p. Since infinitely many prime ideals satisfy (i)–(iii), the set
of associated field characteristics must also be infinite. �

Proof of Theorem 7.5. First observe that the frame constant c for Φ belongs to OE
since cI = ΦΦ∗. Select an ideal p ⊂ OE as in Lemma 7.6, where p does not contain c.
Denote K = OE/p, and let g : OE → K be the quotient mapping. Since p is closed
under complex conjugation, there is a well-defined field automorphism σ of K given
by g(x)σ = g(x) for x ∈ OE , and σ2 = 1. By passing to a quadratic extension of
K if necessary, we obtain a finite field Fq2 and a ring homomorphism f : OE → Fq2
with kernel p, such that f(x) = xq for every x ∈ OE . Then f(Φ)f(Φ)∗ = f(ΦΦ∗) =
f(c)I 6= 0, and so f(Φ) is a tight frame for Fdq2 . The other properties are verified

similarly, and f(Φ) is an ETF. �

Finally, we obtain our main result as a corollary of Theorem 7.5.

Proof of Theorem 7.1. Suppose there is an ETF Φ ∈ Cd×n. By Theorem 7.3 we
may take Φ to have algebraic entries. After rescaling Φ to clear any algebraic integer
denominators, we may assume its entries are in fact algebraic integers. Now let E be
any Galois extension of Q containing the entries of Φ, and apply Theorem 7.5. �

Remark 7.7. Many ETFs Φ ∈ Cd×n are constructed by way of their Gram matrices
G = Φ∗Φ. Often G carries a nice structure while Φ is essentially unknown (yet
guaranteed to exist by Cholesky decomposition). In such cases it may be desirable
to project G into a finite field instead of Φ itself. The procedure in Theorem 7.5
works just as well to map G into finite fields with infinitely many characteristics,
provided the entries of G are all algebraic integers. Indeed, let E be a number field
whose integer ring OE contains the entries of G as well as its nonzero eigenvalue c.
Choose any ideal p ⊂ OE not containing c as in Lemma 7.6, and let f : OE → Fq2 be

a ∗-ring homomorphism with kernel p. Then f(G) ∈ Fn×nq2 is self-adjoint, and d′ :=

rank f(G) ≤ rankG = d since the rank of a matrix is the largest size of a square
submatrix having nonzero determinant. Moreover, applying f to the coefficients of
the characteristic polynomial of G shows that det

(
xI − f(G)

)
= [x − f(c)]dxn−d.

Considering the Jordan normal form of f(G) we conclude that d′ ≥ d, and equality
holds. Applying Theorem 3.13, we conclude that f(G) factors to produce a d × n
ETF in a unitary geometry over Fq2 .

Example 7.8. Let k ≥ 2 be a positive integer, and let αk ∈ C be a primitive k-th
root of unity. Suppose Φ ∈ Cd×n is an ETF whose frame constant c and Gram
matrix entries all lie in Z[αk]. Then we can project Φ into the complex model over
a finite field as follows. Choose any prime power q such that k divides q + 1, and
let ωk ∈ Tq ≤ F×q2 be a generator for the unique subgroup of order k. Denote the

k-th cyclotomic polynomial by mk(x) ∈ Z[x], and recall that xk − 1 =
∏
j|kmj(x).
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Then Z[αk] ∼= Z[x]/
(
mk(x)Z[x]

)
, and mk(ωk) = 0 since ωk is a root of xk − 1 but

not of xj − 1 for j < k. Consequently, there is a well-defined ring homomorphism
f : Z[αk] → Fq2 given by f(g(αk)) = g(ωk) for every g ∈ Z[x]. Furthermore,

f(z) = f(z)q for every z ∈ Z[αk] since αk = αk−1k and ωk−1k = ωqk. It follows

easily that f(Φ∗Φ) ∈ Fn×nq2 is the Gram matrix of an ETF in the complex model

on Fd′q2 , where d′ = rank f(Φ∗Φ). We have d′ ≤ d with equality if f(c) 6= 0, as in

Remark 7.7. Finally, if Φ ∈ Z[αk]d×n and f(c) 6= 0 then f(Φ) ∈ Fd×nq2 is itself an

ETF, as in the proof of Theorem 7.5.

Example 7.9. Table 1 describes some finite unitary geometries that admit Gabor
ETFs, where the abelian groups that provide translations and modulations are
cyclic. In creating the table we began with a known fiducial vector for a complex
Gabor ETF, and then applied the construction of Theorem 7.5 to map it into a
finite field. The fiducial vector ϕ ∈ Cd was taken from one of [25, 49, 1]. In each

case the resulting Gabor frame Φ ∈ Cd×d2 had entries in a number field E, and
we multiplied by a scalar to clear fractions and put the entries in OE . Defining
F = E ∩ R, we then used Magma [6] to identify a prime ideal q ⊂ OF for which
p := qOE remained a prime ideal of OE . Table 1 gives the size of OE/p ∼= Fq2 .
Here, the quotient mapping produces a ∗-ring homomorphism f : OE → Fq2 , and

f(Φ) ∈ Fd×d
2

q2 is an ETF as in Theorem 7.5. Furthermore, considering the images

under f of complex translation and modulation matrices, we see that f(Φ) is itself
a Gabor ETF.

We emphasize that Table 1 does not describe all finite fields that admit projec-
tions of the given complex fiducial vectors. Our method focused on ideals of OE
that lie entirely in R, but in many cases there are other prime ideals of OE that are
closed under complex conjugation, and the corresponding quotient mappings yield
Gabor ETFs in other finite fields not listed in Table 1.

7.4. Open problems. We end with problems for future investigation. The first is
the finite field analog of Zauner’s conjecture (Conjecture 1.1).

Conjecture 7.10 (Zauner’s conjecture over finite fields). For every d, there exist
infinitely many pairwise coprime q such that a unitary geometry on Fq2 admits an
ETF of n = d2 vectors.

According to Theorem 7.1, if Zauner’s conjecture holds over the complex numbers
then Conjecture 7.10 is also satisfied. More generally, we pose the following.

Problem 7.11. For which (d, q) does a unitary geometry on Fdq2 admit an ETF of

n = d2 vectors?

Next, the converse of Theorem 7.1 remains open.

Problem 7.12. If there exist d× n ETFs in unitary geometries over infinitely many
finite fields with distinct characteristics, does there also exist a d×n complex ETF?

If the words “unitary” and “complex” are replaced by “orthogonal” and “real”
in Problem 7.12, then the resulting question has an affirmative answer. See Propo-
sition 3.3 of [26].

Problem 7.13. Identify necessary conditions for the existence of d×n ETFs in finite
unitary geometries.
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ϕ q
2a 167, 191, 239, 263, 311, 383, 743, 863, 887, 911, 983, 1031, 1103

3a, 3b, 3c 167, 191, 239, 263, 311, 383, 743, 863, 887, 911, 983, 1031, 1103
4a 71, 191, 239, 311, 359, 431, 479, 599, 719, 839, 911, 1031, 1151
5a 179, 239, 359, 419, 479, 599, 659, 719, 839, 1019, 1259, 1319
6a 473, 593, 833, 131, 1673, 227, 2513, 3113, 3833, 4193, 467, 4793

7a, 7b 313, 473, 1033, 167, 1993, 223, 2713, 3113, 3673, 3833, 4393, 4793

8a 479, 911, 2351, 2399, 2591, 2879, 3119, 5279, 5471, 5711, 6959
8b 79, 191, 239, 271, 431, 479, 719, 751, 911, 991, 1039, 1151

9a, 9b 113, 593, 713, 1313, 1793, 1913, 2393, 2513, 3113, 3593, 4193, 431
10a 193, 4793, 13193, 1559, 19793, 2939, 29993, 36593, 37793, 42593

11a, 11b 2395, 28795, 55195, 10559, 115195, 122395, 141595, 14519
11c 1675, 2395, 12235, 14875, 20635, 2111, 22075, 25435, 25915, 28795

12a 2633, 5033, 5993, 6473, 14393, 18713, 20633, 2207, 24473, 2591
12b 263, 503, 599, 647, 1439, 1871, 2063, 2207, 2447, 2591, 2687

13a, 13b 2513, 4393, 12913, 1559, 25393, 36313, 43393 4679, 54313, 56593

14a, 14b 1313, 4793, 10913, 11513, 13193, 15593, 18113, 19313, 19793

15a, 15b, 15c 2393, 3593, 7193, 13193, 2879, 29993, 33593, 47993, 4919, 50393

15d 593, 1793, 2393, 3593, 419, 479, 659, 7193, 8393, 1019, 12593

Table 1. The first column describes a known fiducial vector for
a complex Gabor ETF, as in [49, 1, 25]. The number d in front of
the letter gives the dimension of the ETF, and Z/dZ is the abelian
group that provides translations and modulations. The second
column lists some prime powers q for which the complex ETF may

be projected into Fd×d
2

q2 as a Gabor ETF over a finite field. The

finite field fiducial vectors are included in an ancillary file with the
arXiv version of this paper. Example 7.9 gives our methodology.

An effective solution to Problem 7.13, when paired with Theorem 7.1, would
provide necessary conditions on the existence of complex ETFs.
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