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ABSTRACT. This paper is devoted to the study of a class of optimal control
problems governed by 1-D Kobayashi—-Warren—Carter type systems, which
are based on a phase-field model of grain boundary motion, proposed by
[Kobayashi et al, Physica D, 140, 141-150, 2000]. The class consists of an
optimal control problem for a physically realistic state-system of Kobayashi—
Warren—Carter type, and its regularized approximating problems. The results
of this paper are stated in three Main Theorems 1-3. The first Main The-
orem 1 is concerned with the solvability and continuous dependence for the
state-systems. Meanwhile, the second Main Theorem 2 is concerned with the
solvability of optimal control problems, and some semi-continuous association
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in the class of our optimal control problems. Finally, in the third Main The-
orem 3, we derive the first order necessary optimality conditions for optimal
controls of the regularized approximating problems. By taking the approxi-
mating limit, we also derive the optimality conditions for the optimal controls
for the physically realistic problem.

1. Introduction. Let (0,7) be a time-interval with a constant 0 < T < oo, and let
Q:=(0,1) C R be a one-dimensional spatial domain with a boundary I" := {0,1}.
Besides, we set Q := (0,T) x Q and ¥ := (0,7) x I', and we define H := L?(Q) and
H = L?(0,T; L*(Q)) as the base spaces for our problems.

In this paper, we consider a class of optimal control problems governed by the
following state-systems, which are denoted by (S)., with € > 0:

(S)e
O — I+ g(n) + o' (n)\/e2 +10:0> = Myu  in Q,
On(t,z) =0, (t,z) €N, (1.1)
1(0,x) = no(x), x€Q;

0.0
t,2)0:0 — 0z —_—
ao(t, )0 <04(77) 2 4 0,0
0(t,x) =0, (t,x)eX,
0(0,z) = 0p(x), x€q.

For each € > 0, we denote the optimal control problem by (OP), and prescribe the
problem as follows:

+ 1/28:,30> =Myv inQ,
(1.2)

(OP). Find a pair of functions [u*,v*] € [J#)?, called optimal control, which mini-
mizes a cost functional J. = Je(u,v), defined as:

T [u,v] € ] — Je(u,v)

M/ - na O+ [ o swwha 03

o |<\H M/ DI dt € [0, ),

where [n, 0] € [57]? solves the state-system (S)..

The state-system (S). is a type of Kobayashi-Warren—Carter system, i.e. it is
based on a phase-field model of grain boundary motion, proposed by Kobayashi et
al [19,20]. The order parameters, n € . and 6 € S indicate the orientation order
and orientation angle of the polycrystal body, respectively. Moreover, [no, 8] €
HY(Q) x H}(Q) is an initial pair, i.e. a pair of initial data of [n,8]. The forcing pair
[u,v] € [#)* denotes the control variables that can control the profile of solution
[7,0] € [)? to (S)e. Additionally, 0 < ag € WH*(Q) and 0 < a € C?(R) are
given functions to reproduce the mobilities of grain boundary motions. Finally,
g € Wli)’coo (R) is a perturbation for the orientation order 7, and v > 0 is a fixed
constant to relax the diffusion of the orientation angle 6.

In the state-system (S)., the PDE part of the first initial-boundary value problem
(1.1) is a type of Allen-Cahn equation, so that the forcing term u can be regarded
as a temperature control of the grain boundary formation. Also, the second problem
(1.2) is to reproduce crystalline micro-structure of polycrystal, and the case of € = 0
is the closest to the original setting adopted by Kobayashi et al [19,20]. Indeed,
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when ¢ = 0, the quasi-linear diffusion as in (1.2) is described in a singular form
—0; (a(n) |g“‘0| + 1/2(‘33[;(9)7 and it is known that this type of singularity is effective to

reproduce the facet, i.e. the locally uniform (constant) phase in each oriented grain
(cf. [1,6,9,10,12,18-20,22,23,26,28,29,32]). Hence, the systems (S)., for positive
€, can be said as regularized approximating systems, that are to approach to the
physically realistic situation, reproduced by the limiting system (S)o, as € | 0.

On the other hand, the pair of functions [faq, fad] € [#]?, in the optimal control
problem (OP)., is a given admissible target profile of [n,0] € [#]>. Moreover,
M, >0, Mg > 0, M, > 0, and M, > 0 are fixed constants, that are to adjust the
meaning of optimality in the problem (OP)..

This paper focuses on two issues:

£1) key-properties of the state-systems (S)., for € > 0;
£2) mathematical analysis of the optimal control problem (OP),, for € > 0.

With regard to the first issue f 1), various singular systems, related to (S), have
been studied by several authors, e.g. [13-15,17,23,25,30-33,36,37]. In particular,
the mathematical theories developed in [13, Theorems 2.1 and 2.2] and [25, Main
Theorems 1 and 2] are applicable for the well-posedness and e-dependence of the
system (S).. However, since the previous works dealt with only homogeneous case,
i.e., the case of [u,v] = [0, 0], some extension of the existing theories is needed for
the application to our optimal control problem (OP).. Meanwhile, for issue £2),
the important point will be how to compute the Gateaux differential of the cost
J-. This will be carried via a linearization of the state-system (S)e. When £ > 0,
the problem (OP). admits sufficient regularity, and we can address the issue £2) by
using the standard linearization method. Although such linearization method does
not work for the problem (OP)y, i.e. the case of € = 0, it is possible to obtain some
partial results by considering the limit as e | 0 for (OP)..

Now, based on these, the goal of this paper is to prove three Main Theorems,
summarized as follows:

Main Theorem 1: mathematical results concerning the following items:

(I-A) (Solvability of state-systems): Existence and uniqueness for the state-
system (S)c, for any £ > 0.

(I-B)(Continuous dependence among state-systems): Continuous depen-
dence of solutions to the systems (S)., with respect to £ > 0. Roughly summa-
rized, the uniform convergence of the solutions and governing convex energies,
under the convergence of ¢ to a value g9 > 0, weak H'-convergence of initial
values, and weak L?-convergence of forces (controls).

Main Theorem 2: mathematical results concerning the following items:

(II-A)(Solvability of optimal control problems): Existence for the optimal
control problem (OP),, for any £ > 0.

(II-B) (e-dependence of optimal controls): Some semi-continuous associa-
tion between the optimal controls, with respect to ¢.

Main Theorem 3: mathematical results concerning the following items:

(ITI-A)(Necessary optimality conditions in cases of € > 0): Derivation
of first order necessary optimality conditions for (OP). via adjoint method.

(IT1I-B) (Limiting optimality conditions as £ | 0): The limiting adjoint sys-
tem as € | 0.
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This paper is organized as follows. Preliminaries are given in Section 2, the
auxiliary lemmas are given in Section 2 and the Main Theorems are proved in
Sections 5-7, with an appendix in Section 8.

2. Preliminaries. We begin by prescribing the notations used throughout this
paper.

Abstract notations. For an abstract Banach space X, we denote by |- |x the
norm of X, and denote by (-, ) x the duality pairing between X and its dual X*. In
particular, when X is a Hilbert space, we denote by (-, -)x the inner product of X.
For any subset A of a Banach space X, let x4 : X — {0, 1} be the characteristic
function of A, i.e.:

X (w) 1, ifw € A,
XA W E = xalw) =
0, otherwise.

For two Banach spaces X and Y, we denote by Z(X;Y) the Banach space
of bounded linear operators from X into Y, and in particular, we let Z(X) :=

Z(X; X).
For Banach spaces X1,..., Xy, with 1 < N € N, let X; x---x Xy be the product
Banach space endowed with the norm |- |x, x..xxy = |*|x, + -+ |xy. However,

when all X, ..., Xy are Hilbert spaces, X1 X --- x Xy denotes the product Hilbert
space endowed with the inner product (-, *)x,x..xxy = (-, )x; +--+ (-,")xy and

X
1
the norm || x, x..xxy = (|*|%, + - +|-%,)*- In particular, when all X1,..., Xy
coincide with a Banach space Y, we write:
N times

N ._4 >
YY" =Y x---xY.
Additionally, for any transform (operator) 7 : X — Y, we let:
Tlwi,...,wy] = [Twi,..., Twy] in Y]V, for any [wy,...,wy] € [X]V.

Specific notations of this paper. As is mentioned in the previous section, let
(0,T) € R be a bounded time-interval with a finite constant 7' > 0, and let
= (0,1) C R be a one-dimensional bounded spatial domain. We denote by
T the boundary 92 = {0,1} of 2, and we let Q := (0,T) x 2 and ¥ := (0,T) x I.
Especially, we denote by 0; and 0, the distributional time-derivative and the dis-
tributional spatial-derivative, respectively. Also, the measure theoretical phrases,
such as “a.e.”, “dt”, “dx”, and so on, are all with respect to the Lebesgue measure
in each corresponding dimension.
On this basis, we define

H :=L*(Q) and 5 := L*(0,T; H),
V= HY Q) and ¥ := L*(0,T;V),
Vo := HE(Q) and ¥ := L?(0,T; Vp).

Also, we identify the Hilbert spaces H and # with their dual spaces. Based on the

identifications, we have the following relationships of continuous embeddings:
VCH=H"CV*and ¥V C H# =% C V*,
VWCH=H"CVyand % C 3 =" C Y,
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among the Hilbert spaces H, V, Vg, 2, ¥, and ¥, and the respective dual spaces
H*, V>, Vi, 2%, 7*, and ¥;. Additionally, in this paper, we define the topology
of the Hilbert space Vj by using the following inner product:

(w, D)y, := (Opw, Dp) g, for all w,w € V.

Remark 1. Due to the one-dimensional embeddings V' C C(Q) and V, C C(Q), it
is easily checked that:

o if i € H and p € V, then gp € H, and
\iple < V2lilmplv, @.1)
o if i € L>®°(0,T; H) and p € ¥, then fip € H, ’
and |iple < V2| poo 0,10 Bl -

Here, we note that the constant V2 corresponds to the constant of embedding
V C C(Q). Moreover, under the setting 2 := (0,1), this v/2 can be used as a
upper bound of the constants of embeddings V' C L(Q) and Vo C L9(2), for all
1<g<oo

Notations in conver analysis. (cf. [5, Chapter II]) For a proper, lower semi-
continuous (L.s.c.), and convex function ¥ : X — (—o0,00] on a Hilbert space X,
we denote by D(W) the effective domain of ¥. Also, we denote by ¥ the subd-
ifferential of W. The subdifferential 0¥ corresponds to a generalized derivative of
W, and it is known as a maximal monotone graph in the product space X x X.
The set D(OV) := {z € X | 0¥(z) # 0} is called the domain of 9¥. We often
use the notation “[wg,w(] € OV in X x X7, to mean that “w{ € d¥(wp) in X for
wo € D(OP) 7, by identifying the operator 0¥ with its graph in X x X.

For Hilbert spaces X1, -+, Xy, with 1 < N € N, let us consider a proper, l.s.c.,
and convex function on the product space X7 X -+ x Xp:

U:w=[wy, - ,wy] € X1 X x Xy = U(w) =V(wy,-,wy) € (—00, ).

On this basis, for any ¢ € {1, ..., N}, we denote by 8wi‘i' Xy x-- - x Xy — X; aset-
valued operator, which maps any w = [wi, ..., w;,...,wy] € X1 X xX;x- - x Xy
to a subset Oy, ¥(w) C X;, prescribed as follows:

&UI\I’(U/) = aw'\Ij(wla"' y Wiy * o+ 7wN)

i

Z—{ w* € X;

As is easily checked,
OV (W) C Dy, T(w) X - X Dy W(w),

for any w = [wy,...,wy] € X1 X -+ X Xn.

(d}*ﬂbjwz)& S @(’U)l,"' 772]7"' 7wN)
—U(wy, - ,w;, - ,wy), for any w € X; ’

(2.2)

But, it should be noted that the converse inclusion of (2.2) is not true, in general.

Remark 2 (Examples of the subdifferential). As one of the representatives of the

subdifferentials, we exemplify the following set-valued function SgnN :RY — 2RN7
with N € N, which is defined as:

g: [gla"'agN} € RN — SgnN(f) = SgnN(flv"'7£N)
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é- [517"'75]\[] .
= =" if 0,
=4 &l Veé+ - +& res

DY, otherwise,

where DV denotes the closed unit ball in RY centered at the origin. Indeed, the
set-valued function Sgn® coincides with the subdifferential of the Euclidean norm

|| EeRN || = /& + -+ & €10,00), ie.
3] - (€) = Sen™ (¢), for any £ € D(9] - |) = RV,
and furthermore, it is observed that:
9 1(0) =D G [~1,1]" = 0g,| - |(0) x - x Dey| - |(0).

Finally, we mention about a notion of functional convergence, known as “Mosco-
convergence”.

Definition 2.1 (Mosco-convergence: cf. [24]). Let X be an abstract Hilbert space.
Let ¥ : X — (—o00, 0] be a proper, l.s.c., and convex function, and let {¥,,}22 ; be a
sequence of proper, ls.c., and convex functions ¥,, : X — (—oo,00], n =1,2,3,....
Then, it is said that ¥, — ¥ on X, in the sense of Mosco, as n — oo, iff. the
following two conditions are fulfilled:

(M1) The condition of lower-bound: lim ¥, (w,) > ¥(w), if w € X, {w,}52, C
n—oo
X, and w, — w weakly in X, as n — oo.

(M2) The condition of optimality: for any @ € D(V), there exists a sequence
{W,}52; C X such that W, — @ in X and ¥, (,) — (), as n — oc.

As well as, if the sequence of convex functions {\1'5}865 is labeled by a continuous
argument € € Z with a infinite set = C R , then for any ¢y € =, the Mosco-
convergence of {U,}.cz, as € — &g, is defined by those of subsequences {¥., }2°,,
for all sequences {e,}22, C E, satisfying €, — ¢ as n — oo.

Remark 3. Let X, ¥, and {¥,,}>2,; be as in Definition 2.1. Then, the following
hold:
(Fact1) (cf. [3, Theorem 3.66], [16, Chapter 2]) Let us assume that
V,, — ¥ on X, in the sense of Mosco, as n — oo,
and
[w,w'] € X x X, [wy,wi] € 0¥, in X x X,neN,
{ w, — w in X and w}; — w* weakly in X, as n — oo.

Then, it holds that:
[w,w*] € 0¥ in X x X, and ¥, (w,) = ¥(w), as n — o0.

(Fact2) (cf. [7, Lemma 4.1], [11, Appendix]) Let N € N denote dimension constant,
and let S C RY be a bounded open set. Then, a sequence {W5}2° | of proper,
L.s.c., and convex functions on L?(S; X), defined as:

[ vty
we L*(8;X) — U5 (w) := if ¥, (w) e LY(S), forn=1,2,3,...;

oo, otherwise,
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converges to a proper, L.s.c., and convex function ¥ on L?(S; X), defined as:

/\I/(z(t))dt, it O(z) € L1(S),
S

oo, otherwise;

ze L3S X) = U5(z) :=

on L%(S; X), in the sense of Mosco, as n — oo.

Remark 4 (Example of Mosco-convergence). For any € > 0, let f. : R — [0, 00)
be a continuous and convex function, defined as:

fe:EeR = fo(§) = Ve? + {2 € [0, 00). (2.3)

Then, due to the uniform estimate:
|f-(6) = [¢l] <e, for all € € R,
we easily see that:
fe = fo (=1]-|) on R, in the sense of Mosco, as € | 0.

In addition, for any € > 0, it can be said that the subdifferential 0 f. coincides with
the usual differential:

£

fé¢§€R'—>fé(f):\/TW€R

3. Auxiliary lemmas. In this section, we recall the previous work [2], and set up
some auxiliary results. In what follows, we let % := ¥ x ¥, with the dual #™* :=
V* x ¥y . Note that ¢ is a Hilbert space which is endowed with a uniform convex
topology, based on the inner product for product space, as in the Preliminaries (see
the paragraph of Abstruct notations).

Besides, we define:

Z = (W20, T; V) 0¥ x (WH2(0, T3 V5) N %),

as a Banach space, endowed with the norm:

Hﬁaé]lg = I[ﬁ7 é“[C([O,T];H)]z + (|m7 ZHQQ/ + |[8tﬁ7 at2]|%/*)§> for M7 2] €.

Based on this, let us consider the following linear system of parabolic initial-
boundary value problem, denoted by (P):

(P)
Oup— 02p+ p(t, x)p+At, 2)p+w(t,©)0,2 = h(t,z), (t,2) € Q,
Oup(t,x) =0, (t,x) € X,
p(0,x) = po(x), x €

@) 0z + b(t, x)z — 0y (A(t,2)0p2 + V20,2 + w(t, z)p)
=k(t,x), (t,x) € Q,
(t,z) =0, (t,z) € X,
2(0,2) = zo(x), z € Q.
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This system is studied in [2] as a key-problem for the Gateaux differential of the
cost J.. In the context, [a,b, i, \,w, A] € [#]% is a given sextuplet of functions
which belongs to a subclass . C [#]5, defined as:

ed € WH(Q) and log a € L™=(Q),

o [b,\ @] € [L™ 3
S = [a,b, i, N\, @, A] € ] [ Jel (Q)]_ 5 . . (3.1)
ejic L>(0,T;H) with i >0 a.e. in Q,
e A € L>°(Q) with logA € L°(Q)
Also, [po, 20] € [H]? and [h, k] € #* are, respectively, an initial pair and forcing
pair, in the system (P).
Now, we refer to the previous work [2], to recall the key-properties of the system
(P), in forms of Propositions.

Proposition 1 (cf. [2, Main Theorem 1 (I-A)]). For any sextuplet [a,b, p, \,w, A] €
S, any initial pair [po, 20] € [H)?, and any forcing pair [h, k] € #*, the system (P)
admits a unique solution, in the sense that:

{p € W20, T5V*) N L2(0,T3V) € C([0,T]; H),

3.2
z € WH2(0,T;Vy) N L?(0,T; Vo) C C([0,T]; H); (3:2)

(Oip(t), @) v + (0up(t), Oup) + (u(t)p(t), ©)
+ (A@)p(t) + w(t)022(t), ©)m = (h(t), )y (3.3)
for any ¢ €V, a.e. t € (0,T), subject to p(0) = po in H;
and
<8tz(t)7 a<t)w>Vo + (b(t)Z(t), w)H
+ (A)Dez(t) + 128, 2(t) + p(t)w(t), 0xt)) ;= (K (L), ¥)ve, (3.4)
for any ¢ € Vyy, a.e. t € (0,T), subject to z(0) = zo in H.
Proposition 2 (cf. [2, Main Theorem 1 (I-B)]). For every £ = 1,2, let us take
arbitrary [a®, b, uf N\ wh A € 7, [ph, 25 € [H)?, and [h5 kY € &, and let
us denote by [p’,2'] € [H#)? the solution to (P), corresponding to the sextuplet
[a?, b, 1 N Wt AY, initial pair [ph, 2§], and forcing pair [h*, k*]. Besides, let C§ =

C’a‘(al,bl,)\17w1) be a positive constant, depending on a',b',\!, and w', which is
defined as:

. 81(1 + v?)
" min{1, 22, inf a!

@) (1+la wree (@) + DM Lo (@) + AN L) + |0 = (0))-
(3.5)
Then, it is estimated that:

Lt O+ Va B - ) 0)
+ (0! —p2>< W+ 21— 20,
<3G (10" =P )OI + [Vat (D) (=" = 2)(0)]3) (3.6)
+2C5 (J(h = )W~ + (K = )03, + Ry(1)),
for a.e. t € (0,T);

()
)
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where
Ry(t) = 10:2* (O3 (la' = a®[3 g, + 102 ( a®)()|74(0))
+POR (! = 1) OF + (@' = w® |L4(Q))
+ 220, (100" =) ()74 () + P?( )( 22) () [F)
%

+10:2° () (W' — w?)(t)
for a.e. t € (0,T).

+ (A = A%)(H)0:2° ()7,

Remark 5. In the previous work [2], the constant C§ for the estimate (3.6) is
provided as:

.. 9(1 +v?) 2 4 42
T min{1,2,infa!(Q)} (14 ()" + () + (G0 )

(L lat fwroe (@) + 16 Lo (@) + IN Lo (@) + 10! o) (3.7)

with use of the constants 054 > 0 and C"I;o4 > 0 of the respective embeddings
V C LA(Q) and Vo C L*(Q)). Note that the setting (3.5) corresponds to the special
case of the original one (3.7), under the one-dimensional situation, as in Remark 1.

Proposition 3 (cf. [2, Corollary 1]). For any [a,b,u, \,w, A] € ., let us de-
note by P = P(a,b,pu, A\, w, A) : [H]? x #* — Z a linear operator, which maps
any [[po, 0], [h, k]| € [H]? x &* to the solution [p,z] € Z to the linear sys-
tem (P), for the sextuplet [a,b, p, \,w, A], nitial pair [po, 20|, and forcing pair
[h,k]. Then, for any sextuplet [a,b, p, \,w, A] € ., there exist positive constants
Mg = Mg (a,b, p, A\,w, A) and M7 = My (a,b, u, \,w, A), depending on a, b, p, A,
w, and A, such that:

MJH[vaZO} ]|[H]2><@* <|lp, 2|z < M H[vaZO] 7km[H]2x@/*’
fOT’ all [pOaZO] [ ] [ ] G@*,
and[,z]zP(abu,)\wA)[[ 2], [h, k]| € Z,

i.e. the operator P = P(a,b, i, A\,w, A) is an isomorphism between the Hilbert space
[H])? x #* and the Banach space Z .

Proposition 4 (cf. [2, Corollary 2]). Let us assume:
[a7 b7 /”l” A’ w? A] 6 y? {[an7 bn7 /‘Ln7 >\n7wn’ An]}?lozl C y7

[a™,0ia™, 0za™, 0™, A" W™, A" — [a, Ora, Opa, by A, w, A
weakly-+ in [L°°(Q)]", and in the pointwise sense a.e. in Q, (3.8)

as n — oo,

and

n oy Ely-+ in L>=(0,T; H
{u p weaklyx in L=(0,T: H),

p" — pin H, for a.e. t € (0,7T),

Let us assume [po,z0] € [H]?, [h,k] € #*, and let us denote by [p,z] € [H#)?
the solution to (P), for the initial pair [po, zo] and forcing pair [h,k]. Also, let us
assume {[p2, 28]}, C [H]?, {[h™, k"]}5, C #*, and for any n € N, let us denote
by [p", 2" € [5)? the solution to (P), for the initial pair [ply, 2] and forcing pair
[h™, k™). Then, the following two items hold.
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(A) The convergence:

n o ,n ; 2
{[powo] = [po zol in (AP,

[A", k"] — [h, K] in &,
implies the convergence:
[p",2"] — [p, 2] in [C([0,T); H))?, and in ¥, as n — co.

(B) The following two convergences:

[Py, 28] — [po, z0] weakly in [H]?, s 1 oo
[A™, k"] — [h, k] weakly in &, ’

and

[p",2"] — [p, 2] in [H)?, weakly in ¥,
and weakly in WH2(0,T; V*) x WH2(0,T; Vi), as n — oo,

are equivalent each other.

4. Main Theorems. We begin by setting up some assumptions needed in our
Main Theorems.

(A1) v > 0 is a fixed constant. Let [ng, 0] € V x V; be a fixed initial pair. Let
[Mad, 0aa] € [#]? be a fixed pair of functions, called the admissible target
profile.

(A2) g:R — Ris a C'-function, which is a Lipschitz continuous on R. Also g has
a nonnegative primitive 0 < G € C?(R), i.e. the derivative G’ = ”fg coincides
with g on R.

(A3) @ : R — (0,00) and ap : @ — (0,00) are Lipschitz continuous functions,
such that:

— «a € C?(R), with the first derivative o/ = 2‘7’7‘ and the second one o’ = 3273‘;
— a/(0) =0, a” >0o0n R, and ae’ is a Lipschitz continuous function on R;
— a >4, on R, and ag > d, on Q, for some constant §, € (0,1).

Additionally, for any € > 0, let f. : R — [0, 00) be the convex function, defined in
(2.3).
Now, the Main Theorems of this paper are stated as follows:

Main Theorem 1. Let us assume (A1)-(A8). Let us fix a constant € > 0, an
initial pair [no, 0] € V x Vo, and a forcing pair [u,v] € [#)%. Then, the following
hold:
(I-A) The state-system (S). admits a unique solution [n,0] € [#)?, in the sense
that:
ne€WL2(0,T; H) N L>(0,T;V) C C(Q), (4.1)
0 € Wh2(0,T; H) N L>(0,T; Vp) C C(Q); '

(@n(t), ) 1 + (0an(t), 0e0) 1 + (9(n(1)); )
(o' (1)) f:(0:0(1)), ) y = (Muult), ¢) (4.2)
forany ¢ €V, a.e. t € (0,T), subject to n(0) =ng in H;
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and

(ao(t)D:0(t), 0(t) — ) ,, + v (9:0(t), 0:(0(t) — ¥))
+ [ atn®)7@.0()ds < [ alo(e) f.(0.0)dz
Q Q
+(Mvv(t)7 g(t) - w)Hv fO’f‘ any 1/1 € Vba
a.e. t € (0,T), subject to 6(0) =6y in H.

(I-B) Let {en}rZy C [0,1], {[n0,n,O0,n]}nZy €V x Vo, and {[un,va]}72, C [
be given sequences such that:

(4.3)

€n = &, [Mo,ns00,n] = [0, 00] weakly in V x Vj, (4.4)
and [Myun, Myvy,) — [Myu, M) weakly in [5£])2, as n — oo. .

In addition, let [n, 0] be the unique solution to (S)., for the forcing pair [u,v],
and for any n € N, let [n,, 0,] be the unique solution to (S)., , for the initial
pair [Mo,n, 0o.n] and forcing pair [un,v,]. Then, it holds that:

] > [0.6) in [C(@Q)P. in P, weakly in (W20, T H)2,  (45)
and weakly-+ in L*°(0,T;V) x L>(0,T; V), as n — 00,
and in particular,
o (M) fe, (0u6n) — " (1) f(0:0) in A,
and weakly-+ in L>°(0,T; H), as n — oo. (4.6)
Remark 6. As a consequence of (4.5) and (4.6), we further find a subsequence
{n;}2, C {n}, such that:
(s O] = [10,6], (027, , 026r,] — [0n, 0:0],

and a”(n"i)f‘?ni (020n,) — (1) f=(0:0), (4.7)
in the pointwise sense a.e. in @), as i — oo,

and
[0 (£), 0n; ()] = [0(2), 0()] in V' x Vo,
and o (0, (1)) fz,,, (0un, (t)) = o (n(t)) f-(8:0(¢)) in H, (4.8)
in the pointwise sense for a.e. t € (0,T), as i — oo.
Main Theorem 2. Let us assume (A1)-(A3), and fiz any constant € > 0. Then,
the following two items hold.
(II-A) The problem (OP). has at least one optimal control [u*,v*] € [H#]?, so that:

Jo(u*,v*) = min - T (u,v).

[u,v]€[#

(II-B) Let {e,}221 C [0,1] and {[no,n,00,n]}02q CV x Vy be given sequences such
that:

en = €, and [No.n,00.n] = [M0,00] weakly in V' x V), as n — oo. (4.9)

In addition, for any n € N, let [u},v}] € [#)* be the optimal control of
(OP).,.. Then, there exist a subsequence {n;}5°, C {n} and a pair of functions
[u**,v**] € [A)?, such that:

en, — &, and [Myuy, , Myv;, | — [Myu™, Myv™]

weakly in [A€)?, as i — oo,
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and

*k **]

[u™,v™*] is an optimal control of (OP)..

Main Theorem 3. Under the assumptions (A1)-(A3), the following two items
hold.

(III-A) (Necessary condition for (OP). when & > 0) For any € > 0, let [uf,v}] €
[#])? be an optimal control of (OP)., and let [nZ,0%] be the solution to (S).,
for the initial pair [no,00] and forcing pair [u},v:] € [#)*. Then, it holds
that:

(M (uZ + p2), My (02 + 22)] = [0,0] in [7?, (4.10)

where [p%, z¥] is a unique solution to the following variational system:

=0z (1)) + (0uZ(1), 05p) yy + ([0 () [ (0u02)] (W)PZ (L), )
+ (g Z)PE), )y + ([0 ) FLO0D)) (1) Doz (1), )y (411
=(M, (0% — naa)(t), ga)H, for any ¢ €V, and a.e. t € (0,T);
and
(i (022) (8), )y, + ([a(n2) F2(8:02))(£) D22 (1) + V2 0y 2L (1), Duth)

+ ([0 (12) L0002 (), 0u) 1y = (M (02 — Oaa) (1), %) 1y (4.12)
for any i € Vi, and a.e. t € (0,7);

subject to the terminal condition:
[p(T), 22(T)] = [0,0] in [H]2. (4.13)
(III-B) Let us define a Hilbert space # as:
Wo:={ veW'0,T;H)NY | v(0)=0in H }.

Then, there exists an optimal control [u®,v°] € [H#)? of the problem (OP)o,
together with the solution [n°, 6°] to the system (S)o, for the initial pair [no, 6o)
and forcing pair [u°,v°], and there exist pairs of functions [p°,2°] € ¥,
[£°,v°] € A x L>=(Q), and a distribution (° € #{", such that:

[M,,(u® + p°), M, (v° + 2°)] = [0,0] in [5#£]?; (4.14)

{po e Wh2(0,T;V*) (nY), ie. p° € C([0,T); H), (4.15)

v° € Sgn'(9,0°), a.e. in Q;

<—atp0’ QD>7/ —+ (axp°7 893@)% —+ (a//(no)lazeoh)o’ SD)%
+ (g )" + ' (°)E°,9) L = (My(0° = Nad), @) s (4.16)
for any o € ¥, subject to p°(T) =0 in H;

and
(aozo,aﬂﬁ)ﬁ + <C°,1/)>% + (120:2° + o/ (n°)v°p°, 33377/1)%
= (M9(9° — Gad)ﬂ/z)%, for any Y € #. (4.17)
Remark 7. Let Ry € L(5) be an isomorphism, defined as:
(Rre)(t) :== (T —t) in H, for a.e. t € (0,T).
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Also, let us fix ¢ > 0, and define a bounded linear operator QF : [#])? — &
as the restriction P|{(o,0yx#+ of the linear isomorphism P = P(a,b, i, \,w, A) :
[H)? x #* — %, as in Proposition 3, in the case when:

[a,b] = Rr[ag, —0rap] in WH(Q) x L=(Q),

= R [ (1) £-(0.62)] in L=(0,T; H), (4.18)

N w, A] = Rer[g'(n2), o (02) fL(0:0%), a(n?) f£ (9:0%)] in [L=(Q)].
On this basis, let us define:

’P; = 'R,To Q: ORT in 3([%]2’5{?)
Then, having in mind:
Oy (aZ) = apdyZ + 20sap in ¥y, for any Z € WH2(0,T; Vy), (4.19)

we can obtain the unique solution [p?, 27] € [5]? to the variational system (4.11)—
(4.13) as follows:

[p%, 2] = P2 [My(nZ = thaa), My (07 — 0aa)] in 2.

5. Proof of main Theorem 1. In this section, we give the proof of the first Main
Theorem 1. Before the proof, we refer to the reformulation method as in [25], and

consider to reduce the state-system (S). to an evolution equation in the Hilbert

space [H]%.

Let us fix any € > 0. Besides, let us define time-dependent operators A(t) €
Z([H)?), for t € [0,T], a nonlinear operator G : [H]> — [H]?, and a proper
functional @, : [H]?> — [0, oc], by setting:

A(t) - w = [n,0] € [H? = A(t)w := [n, ao(t)0] € [H]?, for t € [0,T], (5.1)
G:w=[n0] € [H? = G(w):= [g(n) —n—va(n)a’(n), 0] € [H?,  (5.2)
and

2
/ Ounlde+ 1 / ot [ (v10:0)+ o)

= if [n,0] € V x Vp,
oo, otherwise,
(5.3)

respectively. Note that the definition of f., as in Remark 4, and the assumption

(A3) guarantee the lower semi-continuity and convexity of ®. on [H]?.

Remark 8. When ¢ > 0, we can easily check from Remark 4 and (A3) that the
subdifferential &, C [H]? x [H]? is single-valued, and

[w,w*] € 0@, in [H])* x [H]? for w = [n,0] € [H]* and w* = [n*,0%] € [H]?,
iff.
o w=[n,0] € H*(Q) x Vo with d,n(¢) = 0, for £ € T = {0,1}, and
a(n) fL(0:0) + 1v20:0 € Vo,

T e 000 + e
o wt = = B , ) in [H]?.
0 D (a(n) fL(0,0) + 120,0)
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Therefore, in the case of ¢ > 0, the state-system (S). will be equivalent to the
following Cauchy problem (E). of an evolution equation:

(E) At)w' (t) + 0P (w(t)) + G(w(t)) 2 f(t) in [H]?, t € (0,T),
¢ |w(0) = wp in [H]?.
In the context, “’” denotes the time-derivative, wg := [no,6p] € V x V; and § :=

[Myu, M,v] € [5£]? are the initial pair and forcing pair, as in (S)., respectively.

Remark 9. In the case of € = 0, the equivalence between the corresponding state-
system (S)o and Cauchy problem (E)q is not so obvious. However, we can show a
partial relation, such that:

(%0) if w = [, 0] is a solution to (E)o, then it is also a solution to (S)o.
In fact, as is easily seen, the operator 0, ® : [I~{ |> — H is single-valued. Besides,
for any 6 € Vj, it follows that [n,n*] € 0,P¢(-,0) in H x H, iff.:
(" 0) g = (01, 000) y + (n,90)
+ (a’(n)\@zé\ + v 2a(n)d (n), cp)H, for any p € V.
Similarly, for any 77 € V', one can see that [0,0*] € 9P (7}, ) in H x H, iff.:

(—6*,6 — 1/))H + 20,0, 0,(60 — 1/)))H + / a(n)]0.0| dx

@ (5.4)

< / a(7)|0x] da, for any ¥ € Vo,
Q

Taking into account (5.1)—(5.4), we deduce that the variational problem as in (4.1)—
(4.3) is equivalently reformulated to the following Cauchy problem:

= JADW(t) + [0, Do (w(t)) x dp®o(w(t))] + G(w(t)) > f(t) in [H]?, t € (0,T),
(E) s
w(0) = wp in [H]*.
The item (% 0) is a straightforward consequence of this reformulation and the inclu-
sion 0Py C [a,,cbo X 89@0] in [H]? x [H]?, mentioned in (2.2).
Now, we are ready to prove the Main Theorem 1.

Proof of Main Theorem 1 (I-A). First, we verify the existence part. Under the
setting (5.1)—(5.3), we immediately check that:

(ev.0) for any t € [0,7], A(t) € Z([H]?) is positive and selfadjoint, and
(At)w,w) g2 > (5*|w|[2H]2, for any w € [H]?,
with the constant 0, € (0,1) as in (A3);
(ev.l) Ae Whe(0,T;.2([H]?)), and

A = esssup {max{|A(t)|2(m2), [ (0)| 2(m2) } } < 1+ |aolwr=(q) < oo
te (0,

(ev.2) G : [H]? —> [H]? is a Lipschitz continuous operator with a Lipschitz con-
stant:
— 2| d
L, =1+ |9/‘L°°(R) +v ’%(aa/)‘LOO(]R)’
and G has a C'-potential functional

G:w=1[n,0] € [H]? — Gw) ;:/

Q

(G(n)—nQ—a(:QQ) dr € R;



114 HARBIR ANTIL, SHODAI KUBOTA, KEN SHIRAKAWA AND NORIAKI YAMAZAKI

(ev.3) ®. >0 on [H]?, and the sublevel set {w € [H]? | ®.(w) < r} is contained in
a compact set K, (r) in [H]?, defined as

r)i={o=[j €V><V0‘|77|V<27°aund|9|v<2u_2 b

for any r > 0.

On account of (5.1)—(5.3) and (ev.0)—(ev.3), we can apply Lemma 8.1 in Appendix,
as the case when:

X =[H]? Ay = Ain Wh(0,T; Z([H)?)), Go = G on [H]?, and ¥y = ®_ on [H]?,

and we can find a solution w = [n, 0] € [##]? to the Cauchy problem (E).. In the
light of Remarks 8 and 9, finding this w = [, §] directly leads to the existence of
solution to the state-system (S)..

Next, for the verification of the uniqueness part, we suppose that the both pairs
of functions [, 0] € [A#)?, £ = 1,2, solve the state-system (S). for the common
initial pair [no, o] and forcing pair [u, v] € [5]%. Besides, let us take the difference
between two variational forms (4.2) for n*, £ = 1,2, and put ¢ = n' —n2. Then, by
using the assumptions (A1)—(A3), and Holder’s and Young’s inequalities, we have:

St = PO+ 10t — O = I+ 13, (5.50)
with
Iy o= —(g(n" (1) — g(* @), (0" = *) (X)) ;y < Laul(n* =) (0|, (5.5b)
and
I3 = — (o' (n' (1) f=(0:0" (1)) — &/ (* (1)) f=(8:0°(1)), (n" — n*)(1)) ,;

/faao o (0 () (0 — ") (1)) dae
+ / F-(0u62(0)) (o (P (1) (0 — 1) (1)) dix
Q

- /Q (F(0.00 (1)) — 1-(0:6°(1))) (a(n"(5)) — a(?(1))) dx
<o | poe @) |02 (0" = 02) ()| (0" — ) ()|

9 O/ 2oo
S%V%(@l — 0% ()% + ||1i2(R)|(771 —n?)(t)|%4, for a.e. t € (0,T). (5.5¢)

Meanwhile, for any £ € {1,2}, let us take £+ € {1,2}\ {¢}, and put ¢ = #* in the

variational inequality (4.3) for #¢. Then, adding those two variational inequalities,
and using Hoélder’s and Young’s inequalities, one can observe that:

2dt|m 01 = 0%)()] 7 + v*10:(0" — 0*)(OF < I3 + I, (5.6a)
with

=3 [ a0 - )0 e < PO Q 0y, o)
and

o= / (2 (1)) f-(0,0%(1)) di + / (P (1)) £-(0.0" (1))
- /Qa(nl(t))fa(azﬁl(t))der / (' (1) £-(8.6°(1))

Q
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=- /Q(fs(arﬁl(t)) = £(0:0%(1))) (a(n* (1)) — a(?(t))) da

0
72(|(

2
<Z10,(0" — 0°) (1) 3 + 0t =)0 for ae. t € (0,T).  (5.60)

As the summation of (5.5) and (5.6), we obtain that:

1d
5= (1" =) @) + [Vao) (0 - 6°)(1)[F)

2 dt

< Ca(ltn" =)D + [V ao(6) (0 = 0*)(1)[3), (5.7)

2|a’|2 |8, o]
: 1. L>(R) tQ0|L>(Q)
for a.e. t € (0,T), with Cy := L, + 2 2.

Now, with (A3) in mind, we can verify the uniqueness part of (I-A), just by

applying Gronwall’s lemma to the estimate (5.7). O
pplymg

Remark 10. As a consequence of the uniqueness result in (I-A), we can say that
the converse of (x0) in Remark 9 is also true, i.e. the three problems (S)g, (E)o,

and (E) are equivalent each other.

Proof of Main Theorem 1 (I-B). By Remarks 8-10, the solution w := [, §] € [5)?
to the state-system (S). coincides with that to the Cauchy problem (E). for the
initial data wq := [no, 0] € V x Vy and forcing term § := [M,u, M,v] € [7#]?. Also,
putting:
Wy, 1= [N, 0n] in [F)2, wo,n = [No.n, 00,n) in [H]?,
and f, = [Myun,, Myv,] in [5£)%, forn =1,2,3,...,
we can suppose that the sequence {w,}22 1 = {[n, 0,]}52; of solutions to systems
(S)e,,, n=1,2,3,..., coincides with that of solutions to the problems (E)., for the
initial data wy , and forcing terms f,, n =1,2,3,.... In addition:
(ev.4) ®., >0on[H]? forn=1,2,3,..., and the union |, {w € [H* | D, (@) <
r} of sublevel sets is contained in the compact set K, (r) C [H]?, as in (ev.3),
for any r > 0;
(ev.5) ®., — ®. on [H]?, in the sense of Mosco, as n — oo, more precisely, the
following estimate

|2, (w) — e (w)]

1 /52 ((ern (0.0) + ”7104(77))2 _ (Vfa(axg) + u’la(n))z) dz

2
gg / v (fer (0:0) + £2(0:0)) + 20" () || f-.. (0.0) — f-(0.0)| dx
Q

2 2
gy—|an — €] / ((% +e) + 2|0.0| + 2a(n)> dx
2 Q 1%

<v?|e, — €|/ <1 +10.0] + 12a(n)> dz,
Q 14
for any w=1[n,0] € V x V5, n=1,2,3,..., (5.8)
where we use the following inequality:
g2 —§2

[fe(w) = fs(w)| = \/52 + Jw|? + \/52 + |w|?
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le + 4]
= le — 4|
VE2 + w]? + /6% + |w]?
< |e = 4|, for any ¢,6 € [0,1], and w € R.

Immediately leads to the corresponding lower bound condition and optimality
condition, in the Mosco-convergence of {®. }5 ;;
(ev.6) sup, ey P, (wo,n) < 00, and

Wo,n, — Wo in [H]?, as n — oo,

more precisely, it follows from (4.4) and (A3) that
1 1
sup ., (1n) < 5up ( 3l 4720+ 60,f3) + Szl ) < o
neN neN v
and moreover, the weak convergence of {wg , }52; in V' x V4 and the compact-
ness of embedding V' x Vi C [H]? imply the strong convergence of {wq ,}5
in [H]2.
On account of (4.4) and (ev.0)—(ev.6), we can apply Lemma 8.2, to show that:
wn = w in C((0,T; [H?) (ie. in [C((0,T]; H)J?),
weakly in W12(0,T; [H]?) (i.e. weakly in [W12(0,T; H))?),

as n — 0o,
T T
/ O, (wn(t)) dt — /
0 0
(5.9a)
sup |wn\2L<x>(o TV x Lo (0,T;Vo) = 4sup |wn|%oc(0 T;V xVp)
N .T; .T; e ¢ .T;
= fuin (1,7} iy e () 0y <
and hence,
wy, — w weakly-x in L>(0,T;V) x L>(0,T;Vp), as n — oc. (5.9b)

Also, as a consequence of the one-dimensional compact embeddings V' C C(2) and
Vo C C(Q), the uniqueness of solution w to (E)., and Ascoli’s theorem (cf. [34
Corollary 4]), we can derive from (5.9a) that

wy, — w in [C(Q)]?, as n — oo. (5.10)

Furthermore, from (5.9), (5.10), and the assumptions (A1) and (A3), one can ob-
serve that:

v, VR
hm \77n|"1/ - 2|77|“I/a him ?Wn‘"t/o > 7|0|“1/0»

Jim s lann) 5 = 55 lam) 5

and

T
lim |ov(nn) [z, (06n) |L1(Q) = lim / /Qoz(nn(t))fan(azﬂn(t)) dxdt

n— 00 n—00 J0

> nlirr;o/ / (040,,(8)) dadt

= lim |a(nn) — a)lc@) - Sug(TEn + 1000 |21 (0,711 (2)))
ne

n— 00
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> i [ [ a0)100,0) drit a0l Jim (Tl <)

n—oo

J/ j/ £)£(0:0(8)) dadt = [a(n)£.(0,0)] (5.11b)

Here, from (5.3), it is seen that:

T T ~
/ B(io(t)) dt = / & (i(t), 6(1)) dt
0 0

2
for all £ >0 and @ = [7,6] € D(®z) = ¥ . (5.12)

1.5 1 _
= 5l w%+m () f(0a0)] 11 ) + 5310 30 +

T
2

Taking into account (5.9a), (5.11), and (5.12), we deduce that:
|77n|g,/ + 1/2|0n|?,/0 — |77|?,/ + 1/2|0|?,/0,and hence, |w,|o — |wle, asn — co. (5.13)
Since the norm of Hilbert space % is uniformly convex, the convergences (5.9b) and
(5.13) imply the strong convergences:
wy, = win %, as n — oo, (5.14a)

and

| fe (00n) — fe(0:0)| ¢
S|f5n (690971) - fan (8z9)|ﬁf + |f8n (8369) - f&(aace)bf
<|6,, — B, + VT|en — | = 0, as n — . (5.14b)

The convergences (5.9) and (5.14) are sufficient to verify the conclusions (4.5) and
(4.6) of Main Theorem 1 (I-B). O

6. Proof of main Theorem 2. In this section, we prove the second Main Theorem
2. Let [no,00] € V x Vp be the initial pair, fixed in (Al). Also, let us fix arbitrary
forcing pair [, 9] € [##]2, and let us invoke the definition of the cost function (1.3),
to estimate that:

0 <J.:=inf J([2£)*) < J. := J-(u,0) < oo, for all € > 0. (6.1)
Also, for any € > 0, we denote by [7., 6] the solution to (S)., for the initial pair
[M0, o] and forcing pair [a, 7].
Based on these, the proof of Main Theorem 2 is demonstrated as follows.
Proof of Main Theorem 2 (II-A). Let us fix any € > 0. Then, from the estimate
(6.1), we immediately find a sequence of forcing pairs {[u,,v,]}5; C [#]?, such
that:

Te(tn,vpn) L J., as n — oo, (6.2a)

and

sup| [ [/ My, / Myvy,] | . < J:(1,0) < 0. (6.2b)

neN

Also, the estimate (6.2b) enables us to take a subsequence of {[uy,v,]}52, C [#]?
(not relabeled), and to find a pair of functions [u*,v*] € [#]2, such that:

My, \/ Myvs] = [/ Myu*, / M,v*] weakly in [5#£]2, as n — 0o
[ uln, Un] [ u 3 v ] y [ ]7 )
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and as well as,
[Mytp, Myv,] — [Myu*, Myv*] weakly in [J£]?, as n — oo. (6.3)
Let [n*,0*] € [5#)? be the solution to (S)e, for the initial pair [, 6y] and forcing
pair [u*,v*]. As well as, for any n € N, let [1,,,0,] € [7#]? be the solution to (S)e,
for the forcing pair [uy,v,]. Then, having in mind (6.3) and the initial condition:
(12(0), 0,.(0)] = [7(0),07(0)] = [0, 6] in [H]?, for n =1,2,3,...,
we can apply Main Theorem 1 (I-B), to see that:
[, 0n] — [0*,0%] in [C(Q)]?, as n — oco. (6.4)
On account of (6.2a), (6.3), and (6.4), it is computed that:

G0 107) = VIR = 1) /0" = 0.0

1
+ §|[\/EU*a \/ﬁvv*”i;g]’z
1 .
5 0 [[V/A2, (1 = 1a), /My (01 = 0a)][

n—oo

1
+5 lim |V My, \/ﬁv“n”i}f]z

n—0o0

= lim J:(up,vn) = J, (< Te(u*,07)),

n—oo

IN

and it implies that
J-(u*,v*) = min ” J:(u,v).

[u,v]e€[s2
Thus, we conclude the item (II-A). O
Proof of Main Theorem 2 (II-B). Let € € [0,1] and {e,}52, C [0,1] be as in (4.9).
Let [77.,0:] € [#]? be the solution to the system (S)., for the initial pair [n, 6]
and forcing pair [@, 7], and let [7., ,0.,] € [#]?, n = 1,2,3, ..., be the solutions to
(S)e,, , for the respective initial pairs [19.n, 0o.n], n = 1,2,3, ..., and the fixed forcing
pair [@,?]. On this basis, let us first apply Main Theorem 1 (I-B) to the solutions

7, 0] € [#)? and [7.,,0:,] € )%, n=1,2,3,.... Then, we have

[712,,, 0=, = [71=, 0] in [C(Q)]?,
[ﬁn(o)v én(o)] = [n(),n7 00¢n] asn — 00, (65)
= [10,00] = [ﬁ5(0)7é€(0)] in [C(ﬁ)]27

and hence,

Jsup :=sup Je, (1, V) < oo. (6.6)
neN

Next, for any n € N, let us denote by [n},0%] € [#]? the solution to (S)., , for
the initial pair [non, 00.n] and forcing pair [w),v;]. Then, in the light of (6.1) and
(6.6), we can see that:

1 —
0< 5”\/ Muu;, \/EU:”%%]Z < lgn < Jsup < oo, forn=1,2,3,....

Therefore, we can find a subsequence {n;}5°; C {n}, together with a pair of func-
tions [u**,v**] € [#]?, such that:

VM Mot ] = [ Myu™, /Mo weakly in [#]2, as i — oo
[ ully,, v nl] [ u > v ] Yy [ ] , )
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and as well as,
[Myul, , Myvy | — [Myu**, M,v**] weakly in [5£]%, as i — oo. (6.7)

Here, let us denote by [p**,0**] € [#]? the solution to (S)., for the initial pair

[0, 8] and forcing pair [u**, v**]. Then, applying Main Theorem 1 (I-B), again, to
the solutions [*™*,6**] and [n;; , 07 ],i=1,2,3,..., we can observe that:

i .05 ] — [n™,0**] in [C(Q)]), as i — occ. (6.8)

Now, as a consequence of (6.5), (6.7), and (6.8),

1
T 0™ = S|V (0" = 1aa)s VMo (07 = 0a))[[
1 *ok k)2
+§ [\/ﬁuu a\/ﬁ’uv ] [22]2
< = lim |[\/M, (0}, — 1aa) v/ Mo (0, — ead)”?%P

T 2i—00
1
+ 5 lim |V Myuy, /My, ]
1—00

< lim J., (u;, ,v; ) < lim J;, (4,0)
i—00 ¢ ‘ ‘ 1—>00 N

it is verified that:

2
[7]?

1 .. _ -
= > Tim [[\/My (7e,,, = Maa)s V/Mo(0,,, = Oaa)]|; 10

2 i—o0
1
+ 51V M, /AL
= J.(1,9).

Since the choice of [ii, 9] € [#)? is arbitrary, we conclude that:

T, 0" = min  J.(u,v),
( ) n (u,v)

and complete the proof of the item (II-B). O

7. Proof of main Theorem 3. This section is devoted to the proof of Main
Theorem 3. To this end, we need to start with the case of € > 0, and prepare some
Lemmas, associated with the Géateaux differential of the regular cost function J..

Let ¢ > 0 be a fixed constant, and let [ng,00] € V x V; be the initial pair,
fixed in (A1). Let us take any forcing pair [u,v] € [##)?, and consider the unique
solution [n, 0] € [#]? to the state-system (S).. Also, let us take any constant § €
(—1,1)\ {0} and any pair of functions [h, k] € [5#]?, and consider another solution
[7%,0°] € [#)? to the system (S)., for the initial pair [1o, 6] and a perturbed forcing
pair [u + dh,v + 6k]. On this basis, we consider a sequence of pairs of functions
{[X67’75}}5€(,171)\{0} - [%]2, defined as:

6 _ 6 _
[, A0] = [” . n Y . 9] € [, for § € (—1,1)\ {0}. (7.1)

This sequence acts a key-role in the computation of Gateaux differential of the cost
function J¢, for € > 0.

Remark 11. Note that for any § € (—1,1) \ {0}, the pair of functions [x%,+°] €
[##]? fulfills the following variational forms:

(X’ (1), 0) b + (02X°(1), 0u0)
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+/Q </Olg’(n(t) +<6x‘5<t))d<> X (t)p da

v [ (@0 [ L ((t) + s (1) ) ¥ g da

1
# (@@ [ 000+ w07 w) ) 07 (o
Q
=(Myh(t), p)m, for any ¢ € V, a.e. t € (0,T), subject to x°(0) =0 in H,
and

(0 (H)O° (1), ) 1 + v* (07’ (t), 0ut))
(a / F2(0.0(t) + 60,7 (t ))dg) 027 ()0 da:
(f 0 00) + ) ) (D0 da
k(t),V)m, for any 1 € Vp, a.e. t € (0,T), subject to v°(0) = 0 in H.

In fact, these variational forms are obtained by taking the difference between re-
spective two variational forms for [1°,0°] and [, 6], as in Main Theorem 1 (I-A),
and by using the following linearization formulas:

= 5((0'(n") = ') f(0:0)) + < (o (1) (fe(0:0°) — [=(0:0)))
— (f (0.0) /1 a”(n+<5x5)d§) X’
g T o
1
o 6 / 1 8 in
and
S0 7(0.8°) — aln) 1(0:6))
S0P (70.8°) ~ 1(0:0)) + 5 (aln”) ~ () £2(0:6))
= (04(775)/1 fal/(ax9+§5ax'76>d§) PR
0

1
" (f;wze) [ et dc) in
0

Incidentally, the above linearization formulas can be verified as consequences of the
assumptions (A1)—(A3) and the mean-value theorem (cf. [21, Theorem 5 in p. 313]).

Now, we verify the following two Lemmas.
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Lemma 7.1. Let us fite > 0, and assume (A1)-(A3). Then, for any [u,v] € [5)?,
the cost function J. admits the Gateauz derivative J!(u,v) € [)* (= ([#)?)"),
such that:

(js,(uv U)v[hv k])[%ﬂ]z = ([Mn(n - nad)a M0(9 - aad)]v ,ﬁs[Muha ka])[%P
+ ([Myu, M), [h,k])[%}z, for any [h, k] € [5#]2. (7.2)

In the context, [n,0] is the solution to the state-system (S), for the initial pair
[n0,00) and forcing pair [u,v], and P. : [#)* — Z is a bounded linear op-
erator, which is given as a restriction Pl{o.0yx[)2 of the (linear) isomorphism
P =Pla,b,u, \,w, A) : [H?> x * — Z, as in Proposition 3, in the case when:

[a,b] = [a, 0] in WH(Q) x L>(Q),

p=fic :== " () f-(0:0) in L>(0,T; H),

[)\,W,A] = [5\67@67"46] = [9'(77)7a/(77)f5/(5m9)7a(ﬁ)fé’@ﬁ)]
in [L2(Q))°.

Proof. Let us fix any [u,v] € [#]?, and take any 6 € (—1,1) \ {0} and any [h, k] €
[#]2. Then, it is easily seen that:

(7.3)

(js(u + 6h,v + 0k) — T (u, v))

SR

M M,
= (2”(775 +1 — 21aq), x5> + <29(95 + 0 — 20,4), 75> (7.4)

I A

+ <M“(2u+5h),h) + (M“ (2v+5k),k>
2 I 2 I

Here, let us set:
1
il = fE(BIH)/ o (n+0x°) ds in L®(0,T; H),
0

1
A= / g'(n+6x°) ds in L®(Q),
0 1 (75&)

@ = a' () | FUO.0 +60,7°) ds in L(Q),
(0]

1
A= a(n‘s)/ F (020 + $60,7°) ds in L=(Q),
0

and

1
R = Mk + 0, | x° £ (0,0) / o/ (1 + ox") de
0

1
- Xgo/(n‘s)/ FL(0:0 + 660,7°) ds | in ¥, (7.5b)
0
for all 6 € (—1,1) \ {0}.
Then, in the light of Remark 11, one can say that:

[X°,7°] = PO[M,h, k) in &, for § € (—1,1) \ {0},
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by using the restriction P9 := Plioonxz= : #* — Z of the (linear) isomorphism
P =P(a,b,u, \,w, A) : [H?> x #* — 2, as in Proposition 3, in the case when:

s Neoy

[a, b, A\, w, A] = [, 0, A0, @8, A%] in Who*(Q) x [L=(Q)]*,
p=jin L>=(0,T; H), for § € (—1,1) \ {0}.

Besides, taking into account (2.3), (7.5), (A2), (A3), and Remarks 1 and 5, we have:

*

o 81(1 +v?)

= 1 ,00 ! ) / oo 7.6
0 min{1,y2,infa0(Q)}( +leolwr(@) + 19/l @) + |0 | ) (7.6a)

81(1+V2) ) 5
1 oo N8| oo @)}
2 min(L 7 g @) oS U170 @ K@+ @)

and

[([Muh(t), K@), [0, 1)y e | < HUMuB(E), @)v ]+ [(BL(E), ¥)vs |
< MR alelm + [Mok() Y + 2] | Lo @) [x° (6)| 100
< Muh(®)ulelv + (V2My k()| + 2| | Loe )X () 1) [¥] vy, (7.6b)
for a.e. t € (0,T), any [p, 9] € V x V, and any 6 € (—1,1) \ {0},

so that
LA RO e < OO RO s + IO,
for a.e. t € (0,T), and any ¢ € (—1,1) \ {0}, (7.6¢)

with a positive constant Cf := 4(M2 + M2 + \o/|%w(R)).
Now, having in mind (7.6), let us apply Proposition 2 to the case when:
[al, bl pt A Wt AY] = [a2, 02, 1%, N2, w2, A?] = [ap, 0,118, N0, @d, A9,
P4, 28] = [P3, 2] = [0,0], [1', k'] = [Myh, k2], [h?, k%] = [0,0],
', '] = [X,7°] = PL[Muh, K], [p?, 2] = [0,0] = P2[0, 0],
for 6 € (—1,1) \ {0}.

Then, we estimate that:

%(Ix‘s(t)li + Va0 (@)7) + (K@ + 2 @017,
<3G (IO + Wao®)Y (O)F) + 205 (IMuh()f5+ + K@)

< 3CH(L+ O (X7 + [V ao ()7’ (1)[F) + 20587 (|07 + k(D))
for a.e. t € (0,T),

and subsequently, by using (A3) and Gronwall’s lemma, we observe that:
(x1) the sequence {[x°,7°]}se(~1,1)\{0} is bounded in [C([0,T]; H)]* N %

Meanwhile, as consequences of (7.1), (7.3)—(7.6), (x1), (A1)-(A3), Main Theo-
rem 1, Remark 6, and Lebesgue’s dominated convergence theorem, one can find a
sequence {0, }52; C R, such that:

0< 16, <1, and §,, = 0, as n — oo, (7.7a)
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[5nX6n75n7i1] = [,'76”' - 77796" - 6] — [Oa 0]
in [C(Q)]?, and in &,

(60 02X 60027 ] = [02(n’" — m), 0x(6°" — 0)] — [0, 0]
in [27]2, and in the pointwise sense a.e. in @Q,

asn — oo, (7.7b)

N @ln, A% — [A., @, A.] weakly-x in [L=(Q)]3,

and in the pointwise sense a.e. in @), as n — oo, (7.7¢)

10 s o weakly—s in L°(0.T: H
{Ma — i weakly-* in L>°(0,T; H), as 1 — 0o, (7.7d)

fln (t) — fic(t) in H, for a.e. t € (0,7),
and

1
(R — Mok, 0y = — (x%, 12(0,6) ( / a’(n+<5nx5”)d<> am)
0 H

1
+ (Xén, o () ( / fé(ameﬂanaw‘sn)k) azw)
0

A
(7.7e)

— 0, as n — o0.

On account of (7.1) and (7.3)—(7.7), we can apply Proposition 4 (B), and can see
that:

X" %) = P [Myh, k2] = [x, 7] == Pe[Myh, Myk] in [#)%, weakly in &,
and weakly in W12(0,T; V*) x Wh2(0,T; V'), as n — oo. (7.8)

Since the uniqueness of the solution [x, ] = P.[M,h, M, k] is guaranteed by Propo-
sition 1, the observations (7.4), (7.7), and (7.8) enable us to compute the directional
derivative Dy, 1y J:(u,v) € R, as follows:

1
D[h,k:]je(uav) = %I_I)I(l) g(jg(u + Jh,’U + 5k) - j&(uvv))

:([Mn(n - nad)a MG(G - ead)]a 755 [Muhv Muk])[if]z + ([Muua MU’U], [h7 k])
for any [u,v] € [#]?, and any direction [h, k] € [5].

[#]2

Moreover, with Proposition 3 and Riesz’s theorem in mind, we deduce the existence
of the Gateaux derivative J!(u,v) € ([7€)%)* (= [H)?) at [u,v] € [H#]?, i.e.:

(jsl(uvv)v [h, k})[ﬂ]z = D[h,k]js(ua 'U), for every [ua U]v [hv k} € [%]2
Thus, we conclude this lemma with the required property (7.2). O

Lemma 7.2. Under the assumptions (A1)-(A3), let [uf,v?] € [5£)* be an optimal
control of the problem (OP)e, and let [0, 0%] be the solution to the system (S)., for
the initial pair [no,0o] and forcing pair [uZ,v?]. Also, let P* : [H)?> — Z be the
bounded linear operator, defined in Remark 7, with the use of the solution [nZ,0%].
Let P, : [#]? — Z be a bounded linear operator, which is defined as a restriction
Pliio,0y x> of the linear isomorphism P = P(a, b, pu, \,w, A) : [H? x %" — Z,
as in Proposition 3, in the case when:

[a,b] = [, 0] in WH°(Q) x L=(Q),
p=a"(n2)f(0:07) in L>=(0,T; H), (7.9)
Nw, Al = [ (n2), o (02) FL(007%), () f2(8:6%)] in [L=(Q)]*.
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Then, the operators PX and P. have a conjugate relationship, in the following sense:

('P;[U’U}’[hak])pf]z = ([ ] P [h k])[%]w
for all [h, k], [u,v] € [#]?.

Proof. Let us fix arbitrary pairs of functions [h, k], [u,v] € [#]?, and let us put:
[Xe,Ve) = Pe[h, k]  and  [pe, 2] := Plu,v], in [57)%

Then, invoking Proposition 1, and the settings as in (4.18) and (7.9), we compute
that:

T T
(P2l 1) e = [ el0.00) at+ [ (). h0)
T T
= [0+ [ 0.z 0, d
0 0

<atX€ >V ( :ch awps(t))H
" (02 (8)) f=(0a 7 (1)) X< (8), pe (1))
g'(n: £),pe(t))  + (o (2 (1)) FL(0:0% (1)) Dxye (t), P (1)) H] dt

C
(

+/O [@0 ()07 (), 22(8)) y, + (o (02 (£)) F2(002 (1)) X< (1), D 2e (1))
(e

+ (a(nz () £ (0202 () 0s7= (L), Bp2e(t)) 1y + uz(aﬂs(t),amzs(t)),{] dt

=(pe(T),x=(T)) ;= (=(0),x=(0)) ;; + /OT [<_atps(t)7X6(t)>V
+ (02pe (), uxe (1)) fy + (o (2 (1)) f=(0202 (1))pe(t), X=(1)) 5
+ (9 (E @)= (t), X=(t)) yy + (o' (02(1)) L0207 (2)) Do ze (2), Xe(t))Hl dt
+ (a0(T)2(T),7:(T)) yy = (@0(0)2:(0),7:(0)) ,;

+/O (=0 (@02e) (1), 7=(8))y, + (o (02 (£)) F2(0u02 (1))pe (), 027=(1))

+ (a(n: (t))fé’(f’x@’i ()02 2 (t), Ozve (t))H +v? (89626 (t), 0xye (t))H ] dt

=(u, Xe)ow + (V,%e) o = ([Ua v], Pelh, k])[%]r

O

Remark 12. Note that the operator P. € Z([5]% Z), as in Lemma 7.2, corre-
sponds to the operator P. € £ ([#]?; Z), as in the previous Lemma 7.1, under the
special setting (7.9).

Now, we are ready to prove the Main Theorem 3.
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Proof of (III-A) of Main Theorem 3. Let [ u*,v¥] € [#)? be the optimal control
of (OP),, with the solution [n}, 8] € [ﬁf] to the system (S). for the initial pair
[M0,00], as in (A1), and forcing pair [u},v?], and let P.,P* € L([+)?; Z) be the
two operators as in Lemma 7.2. Then, on the basis of the previous Lemmas 7.1 and
7.2, Main Theorem 3 (ITI-A) will be demonstrated as follows:

0= (02, 0), [, ) e = i (T2l + 6,02+ 0K) — T 07)
= ([M (77; - nad) MG(Q: - ead)]ape[Muthka[%]z =+ ([Muu:,Mq,v:], [h,k])

[7]?
( 77ad) M0(9: - gad)]a [Muh; ka])[%P + ([Muu:a Mvv:]v [hv k})[‘;go]z
= ([ upE,M 2L [0 K] g+ ([MuuZ, MoVZ], [, K]
= ( w(pE +ul), My(z2 +v2)], [h, k])[%ﬂz, for any [h, k] € [7)%.
O

Proof of (III-B) of Main Theorem 3. Let [ng, o] € V x V be the fixed initial pair as
n (Al). For any € > 0, let [uZ,v] € [5)?, [nZ,0%] € [#)?, and [pf, 2] € Z be as
in Main Theorem 3 (III-A). Then, by Main Theorem 2 (II-B), we find an optimal
control [u®,v°] € [#)? of (OP), with a zero-convergent sequence {&,}5°; C (0, 1),
such that:

[k, vE] = [ul ,vE ] — [u®,v°] weakly in [#])2, as n — oo. (7.10a)

ny “n en? “En

Let [°,0°] € [#£]? be the solution to (S), for the initial pair [, 6] and forcing
pair [u°,v°]. Then, having in mind Main Theorem 1 (I-B) and Remark 6, we can
find a subsequence of {e,}22; (not relabeled) and a function v° € L*°(Q), such
that:

[n:a 0:] = [775,13 0;] [noa 00] in [C(@)]Q’ in @,
and weakly-* in L>(0,T;V) x L>(0,T;Vp), as n — oo, (7.10b)

[8w77n7 81'6n] - [61'770787;00] in [%]27

and in the pointwise sense a.e. in @, as n — 0o, (7.10¢)

py = 0 (13) fe, (0267) — p® = (1) 0,07
weakly-* in L>°(0,T; H),
and in the pointwise sense a.e. in @), as n — 0o, (7.10d)

i (t) = po(t) in H,
and in the pointwise sense for a.e. t € (0,7,

A= g' () = A =g (n°) in C(Q), as n — oo, (7.10e)

! * o 3 oo
{ L (0205) — v° weakly-+ in L>°(Q), as n — 00, (7.10f)

[v°| <1 ae. in Q,
and

wh = () fL (0405) — o (n°)v° weakly-x in L®(Q), as n — oo.  (7.10g)
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Besides, from (7.10c), (7.10f), Remark 3 (Fact 1) and (Fact2), and [5, Proposition
2.16], one can see that:

v° € 0fy(0,0°) = Sgn'(9,0°) a.e. in Q. (7.11)
Next, let us put:

* * = * * : %2
b2l 1= D, 22, | ]o; n=1,23,....
An = a(nn) sn(aﬂcan) in L (Q)7
Then, from (4.10)—(4.13), and (4.19), it follows that:
[My, (ul + pk), My(v: +25)] =[0,0] in [57)%, n =1,2,3,..., (7.12a)

= (Mn(n: - nad),cp)%,for any o € ”f/, n=123,..., (7.12b)

<*0408t2’;,1/1>% + ((7ata0)z;kww) (A*a Z + 1/28 Z +wnpn7 zw)%
= (MQ(Q:L — Had),w)%, for any ¢ € %5, n=1,2,3,..., (7.12¢)

and

p:(T), 25(T)] = [0,0] in [H]2, n=1,2,3,.... (7.12d)
Here, invoking the operators Q* € £ ([#)?; Z) and Ry € Z([5)?) as in Remark
7, we apply Proposition 2 to the case when:

[a', 0!, it AL, w!, AY] = [a2, b2, 42, A2, w?, A?]
= Rrlag, —0ra, pi, N wiy, A%,
[p6, 0] = [p3, 5] = [0, 0],
[hlakl] (R (My (0, = naa)), R (Mo (85, — 6aa))], [h%, k2] = [0,0],
[p', 21 = Q2 [Ro[My(n} — naa), Mo(6}, — 0aa)]],
p?,2°] = [0,0] = Qf [Rr[0,0]],
Then, with use of the constant C as in (7.6a), we deduced that:

SR, + [Re(arz) 0))

+<|<sz YO + 2Rz 0],
< 35 (|(Repp) (1)}, + !RT(WZ ) Ol

+2C; (|RT( 01— 1)) ()7 Ve R (Mo (65, — 0aa)) (t)
for a.e. t € (0,7),n=1,2,3,....

As a consequence of (7.6a), (7.10b), (7.13), (A3), and Gronwall’s lemma, it is
observed that:
(x2) the sequence {[p}, z:]}5°; is bounded in [C([0,T]; H)]* N

Furthermore, from (2.1), (2.3), (7.10d), (7.10¢e), (7.10g), (7. 12b) (7.12¢), and
(A3), we can derive the following estimates:

€003, ) | < (1020 #) | + (02 Onp) Ly |

+ [ (Arph + win ez, @) |+ [ (M (1 = 10a), 0) Ly | (7.14)
< Cflely, for any ¢ € ¥, n = 1,2,3,...,

for n € N.

ve)s (113)
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and

[(=0:(A%022,),0) | = [(An0ez, 020) L, |

S |(O[02;, 3t¢)%;| + |(l/2812;k7, + w;:p;:a 3:::1/1)%‘ + |(M0(0:7. - Had)vw)‘%o|
(7.15)

S C§|w‘WO’ for any ’(/) e C(?O(Q)7 n= ]‘72’37""

with n-independent positive constants:

C7 :=2sup (1 | |L* (O;T’H) | |L*(Q) |whlL=@)) (< o0),
neN (’[pTL’Z’n] 124 + ’M”](Irln - 77ad)|%)
and
1+ 1%+ |ag|pe(g) + |wi |~
Cy = 2sup ( L Jvol (@) *| L (Q)) (< o0),
neN (Hprmzn] a + |M9(6n - ead)’%)
respectively.

Due to (7.10e)—(7.10g), (7.14), (7.15), (*2), and the compactness theory of
Aubin’s type (cf. [34, Corollary 4]), we can find subsequences of {[p},z}]}52, C ¥,
{wr0z25150 1 C A, and {—0,(AX0,25)} 52, C #(" (not relabeled), together with
the respective limits [p°,2°] € &, £° € S, and (° € #{, such that:

[pk, 2k — [p°, 2°] weakly in &/,

pl — p° in 7, weakly in W12(0,T;V*), asn— oo, (7.16a)

and in the pointwise sense a.e. in @,

Arpr — A°p° in JZ,
as n — 00, (7.16b)
wipk — o/ (n°)v°p° weakly in S,
wyOpzy — £° weakly in S, as n — o0, (7.16¢)
and
=02 (A} 025) — ¢° weakly in #(*, as n — 0. (7.16d)

Now, the properties (4.14)—(4.17) will be verified through the limiting observa-
tions for (7.12a)—(7.12d), as n — oo, with use of (7.10) and (7.16).
Thus, we complete the proof. O

8. Appendix. The objective of the Appendix is to reorganize the general theory
of nonlinear evolution equation, which enables us to handle the state-systems (S)e,
for all € > 0 in a unified fashion.

In what follows, let X be an abstract Hilbert space. On this basis, the general
theory will be stated by considering two Lemmas, and the proofs will be modified
(mixed and reduced) versions of the existing theories, such as [4,5,16].

Lemma 8.1. Let {Ao(t) |t € [0,T]} C L(X) be a class of time-dependent bounded
linear operators, let Gy : X — X be a given nonlinear operator, and let ¥y : X —>
[0,00] be a non-negative, proper, l.s.c., and convex function, fulfilling the following
conditions:
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(cp.0) Ao(t) € Z(X) is positive and selfadjoint, for any t € [0,T], and it holds
that

(Ao(Hw,w)x > Kolw|%, for any w € X,
with some constant ko € (0,1), independent of t € [0,T] and w € X.

(ep.1) Ao : [0, T] — Z(X) is Lipschitz continuous, so that Ay admits the (strong)
time-deriwative Ay(t) € £(X) a.e. in (0,T), and

Ak = ess(gL;[)) {max{|Ao(t)| 2 (x), [AG(t)| 2(x)}} < o0
te(0,

(cp.2) Go : X — X is a Lipschitz continuous operator with a Lipschitz constant
Lo, and Gy has a C'-potential functional 30 : X — R, so that the Gateaux
derivative Gj(w) € X* (= X) at any w € X coincides with Go(w) € X ;

(cp.3) Wy >0 on X, and the sublevel set {w € X ‘ o(w) < r} is compact in X,
for any r > 0.

Then, for any initial data wy € D(¥q) and a forcing term fo € L?(0,T; X), the
following Cauchy problem of evolution equation:

(CP) Ao (t)w'(t) + 0Wo(w(t)) + Go(w(t)) > fo(t) in X, t € (0,T),
w(0) = wg in X;
admits a unique solution w € L?(0,T; X), in the sense that:
we WhH2(0,T; X), Wo(w) € L=(0,T), (8.1)

and

(Ao (£ () + Golw(t)) — Fo(#), w(t) — =)  + Wo(w(t)) < Yo(w),

for any w € D(\Ilo), a.e. t € (0, T) (8.2)

Moreover, both t € [0,T] — Wo(w(t)) € [0,00) and t € [0,T] — Go(w(t)) € R are
absolutely continuous functions in time, and

Ao () 2w ()% + % (‘I’o(w(t)) + go(w(t))) = (fo(t),w'(t)) x, (8.3)
for a.e. t € (0,T).

Remark 13. Under the assumptions (cp.0) and (cp.1), it is easily verified that:

& (Aotyult), (1) 5 = (Ao(tw(n), ='(1)
+ (A (Ww(t), (1)) x + (Ao(t)w'(t), @ (1))
for a.e. t € (0,T), and all w,w € WH2(0,T; X).

Additionally, we can identify Ay € Z(L*(0,T;X)), and for arbitrary functions
w,ww € L*(0,T;X) and arbitrary sequences {wy}° 1, {w,}32, C L*(0,T; X), we
can compute that:

(AOw'ru wn)

— (w, .Aow)

(wn7 Aown)

L2(0,T;X) — L2(0,T;X)

(Aow w)

as n — oo,

L2(0,T;X) L2(0,T;X)’

if w,, — @ in L%(0,T; X), and w,, — w weakly in L?(0,T; X ), asn — 0o.
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Remark 14. Note that the assumptions (cp.2) and (cp.3) imply that the potential
Go is the so-called A-convex functional. More precisely, for every L > Lg, the
functional:

~

Friwe X Fr(w) = Go(w) + Llw)k + Co € R,

with a constant C, \Q 0)| + |g02(L)‘X, (8.4)
0

is nonnegative, strictly convex, and coercive on X. Indeed, from the assumption
(cp.2), we immediately see the strictly monotonicity property of the Gateaux dif-
ferential F; € £(X), as follows:

(F(w') = Fp(w?),w! = w’)x = (Go(w") = Go(w?), w" — w?)x + 2Lfw" — w?[%
> (2L — Lo)|w' —w?|% >0, ifw’ € X, £ =1,2, w' # w?, and L > L.
Hence, for every L > Ly, ﬁL is strictly convex on X (cf. [27, Theorem B in p. 99]).

Moreover, with use of the mean-value theorem (cf. [21, Theorem 5 in p. 313]), one
can verify the non-negativity and coercivity of Fr, as follows:

o~

Fr(w) = go (/ Go(sw) ds, 7~U>X+ (L|w|§(+éo)

Y

— 1Go(0)] — Lo|w|§</ cde + (Gol0),w) o + (Lwf + Co)
0
(L — Lo)|w|% >0, for all w € X.

Y

Proof of Lemma 8.1. The existence result for the problem (CP) can be proved by
means of standard time-discretization method, applied to the following iteration
scheme:

1
?Ao,i(wi —w;—1) + 2L(w; — wi—1) + 0¥ (w;) + Go(w;) 3 fo; in X, (8.5)

for i = 1,...,n, starting from the initial data wg € D(¥y).

In the context, n € N is a given (large) number, 7,, := T'/n is the time-step-size,
{ti} == {iTn} is the partition of the time-interval [0, T], and

Ao = Ag(t;) in £(X),i=0,1,...,n,
(8.6)
foﬂzf/ T)drin X,i=1,.

ti—

Here, let us set:

D) = x(—oom B0 + 3 Xeer 10 (D) (wz n
=1

[@]n (t) = X(—o0,0 (W0 + D _ X(ts_y.e) (H)w; in X,
=1
for all t € [0,00), and n = 1,2,3,...,
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and
[Aoln = X(=00,0] (1) Ao.0 + D X(t, 1.0 (1) Ao in L(X),
=1

[%]n(t) = Z X(ti—hti](t) fO,i in X?
i=1

for all t € [0,00), and n =1,2,3,....
Then, it is easily checked from (8.6), (cp.1), and fo € L?(0,7T; X) that
[Ao]n — Ao in C([0,T]; Z(X)),
_ as n — oo. (8.7)
[Foln = fo in L2(0, T3 X),

Now, let us fix a constant L > Ly, and take n € N so large to satisfy (5L +
A3)T, < Ko (< 1). Then, the existence and uniqueness of the scheme (8.5) will
be reduced to those of the minimization problems for the following proper, Ls.c.,
strictly convex, and coercive functions:

1 1 ~
@ € X oA (@ — wiy) [k + Yo(@) + Fr(w)

+ Llw — w1 % — Llwlk — Co — (fou, @)x € (—00,00], i =1,...,m.

On this basis, let us multiply the both sides of the scheme (8.5) by w; — wg. Then,
as a consequence of (cp.0)—(cp.3), Remark 14, and Young’s inequality, we infer that:

1 1 1
?(‘Ag,i(wi - wo)fx —|Agy (wi—y — wo)&)

_ 5L+ A7 ( A2 (w; — wo)|% + | AZ,_ (wiy —wo)|% )

(8.8)

aYy) 2

14 2L2
2L
via the following calculations:

(Ifo.i% + lwol% + Wo(wo) + Fr(wp)), fori=1,...,n;

1 1 1 1
<T«40,¢(wi —Wi—1), Wi — wo) > ?(‘Aé,i('wi - wo)‘i - |~Aé,i(wi71 - wo)|§()
n X n

1 1 1
= ?(’A&i(wi - w0)|§< —[Ag iy (wi—y — w0)|§<)

1 1
~3 ((Ao,z‘ = Agi—1)(wi—1 — wo), wi—1 — wo)
n X
1 1 2 1 2 Ak
?(’Ag,i(wi - wO)’X - |'A(§,i71(wi—1 - wo)|X) - 7T|wi—1 — Wo %(,

(w], wi —wo) > Wo(w;) — Wo(wy),

with w;-‘ = fO,i — i .Aoﬂ‘(’wi - ’LUi_1) — 2L(wi — wi_l) - go(’wi) S 8‘1/0(wi), (89)

(2L (w;— wi—1), w; — wo) y + (Go(wi), w; — wo)
- (ﬁi(wl)ﬂwl - wO)X - 2L(wi—1,wi — ’LUO)X

> Fr(w;) — Fr(wo) — 2L|w; — wolx |wi—1 — wo|x — 2L|wo]x |w; — wolx
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> Fp(wi) — Fp(wo) — 2Lw; — wo|%k — Llw;—1 — wol) — Llwol%,

(Fo,i, wi —wo)x < §|wz —wol% + i”o,i %,
and
9 1
|w; — w3y < ;O(Ao,z‘(wi —wo), w; — wo)
1 1 2 .
= ;0|.A0’i(wi — w0)|X, fori=1,...,n.

So, applying the discrete version of Gronwall’s lemma (cf. [8, Section 3.1]) to (8.8),
and having in mind (8.7), it is observed that:
1 2
[AG i(ws = wo) [
2 aT(A%+45L)
< 1 +L2L . it (

=15 <oo, fori=1,...,n,

— 2 ~
sup| 1ol 3.7 + T(hol + o) + Fo(un) )

and
2 2 L3 2
lwilx < 2 |wolx + ;0|Ao,i(wi —wo)lx
§2<|w0|§(—|—ro) =ri<oo, fori=1,...,n. (8.10)
Ko

Additionally, multiplying the both sides of (8.5) by w; — w;_1, and using (cp.0)—
(cp.3) and (8.10), we infer that:

" N -
ﬁ‘wi —wi—1|Xx + (Wo(wi) + Fr(w;)) — (Vo(wi—1) + Fr(wi—1))
1+4L2
< + T (1} + [foil%), fori=1,...,n, (8.11)
Ko

via the following calculations:
(wi',wi —wi—1)  +2L|w; — wi—1[% + (Go(wi), w; — wi1)
> Wo(w;) — Yo(wi—1) + (fi(wz),wz —wi—1) y — 2L(wi 1, w; —wi_1)x
> (Vo (w;) + }:L(wi)) — (Vo(wi—1) + ]?L(wi—l))
Ko 4172

2 *
= —|wi —wia|x — —— 1,
47, Ko

with the element w} € d¥g(w;), as in (8.9),

and
Ko 2 1 2 .
(Fo,is wi — wi—1)x < r|wz —wi—1|x + — - Talfoilx, fori=1,...,n.
Tn Ro
So, summing up (8.11), for ¢ = 1,...,n, and invoking (8.7), we can derive the

following estimate:

o /0 (@15, ()] ds + Co([@]n (1)) + Fr (@] (t))

~ 1+4L2
S \Ilo(wo) + ]:L(’wo) +

. — 12
o (Tr1 + ilégﬂfo]n!m(o,T;X))
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=:ry <oo, forallt € [0,T], and n =1,2,3,....

This estimate enable us to say that:

(x3) {[@],}52, is bounded in W'2(0,T; X), and {[w],}32; is bounded in L>(0,
T; X);

(x4) {[@]n(t), [@]n(t) |t €[0,T], n=1,2,3,... } is contained in a compact sublevel
set {w € X | ¥o(w) <r}}.

By virtue of (x3) and (x4), we can apply the general theories of compactness, such

as Ascoli’s and Alaoglu’s theorems (cf. [34, Corollary 4], [35, Section 1.2], and so

on), and we can find a limit function w € W12(0,T; X) for some subsequences of

{[W]}52 and {[w],}22; (not relabeled), such that:

(@) — w in C([0,T: X)),
and weakly in W'2(0,T; X), as n — oc. (8.12a)
Here, having in mind:
Lo
[@]n = [@]n| Lo 0,7;x) < 7 |[@]n|220,7,x) — 0, as n — oo,
we can also see that
[@], = win L*(0,T;X), as n — oo. (8.12b)
Taking into account (8.5), (8.7), (8.12), and (cp.0)—(cp.3), we deduce that:
/(Ao(t)w'(t), w(t) — @), dt + /(go(w(t)) —fo(t), w(t) — @) , dt
I I
+/\Il0(w(t)) dt — /\Ilo(w) dt
I I

< lim | ([@);,(t), [Aoln(t) ([@]n(t) — @))  dt

T n—oo I
+ lim 7, /1 (L@, (1), [@]a(t) — ) , dt

+ lim (go([@]n(t)) — [Foln(t), [@]n(t) — w)x dt

n—roo I

+ lim \I/o([w}n(t))dt—/lllfo(w) it <0,

n—oo JJ

for any w € D(¥y), and any open interval I C (0,T).

This implies that w is a solution to the problem (CP).

Next, for the proof of uniqueness, we suppose that the both w® € L?(0,T; X),
¢ = 1,2, are solutions to (CP). Then, by virtue of (c¢p.0)—(cp.3), it is immediately
verified that:

(fo — Ao(w”)" = Go(w")) (t) € 0o (w'(t)) in X,
for a.e. t € (0,7T), £=1,2, (8.13a)
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+ 5 (Ao (! = w?)(), (' = w?) (1)
>2 4 A0} (! — ) (Dl
A*

|A0( )2 (w! — w?)(t)|%, for a.e. t € (0,T), (8.13b)

and

(Go(w' (1)) = Go(w? (1)), (w' — w?)(t))

> — EIAO( )2 (w' — w?)(t)|%, for ae. t € (0,T). (8.13c)

Hence, the uniqueness for the problem (CP) will be verified via the following Gron-
wall type estimate:

|Ao< )7 (w' —w?)(t)% <
for a.e. t € (O T),

A+ 2L 1
Mw(tﬁ(wl —w?)(B)%

that will be obtained by referring to the standard method, i.e.: by taking the
difference between two equations, as in (8.13a); by multiplying the both sides by
(w! — w?)(t); and by applying (8.13b) and (8.13c), the monotonicity of d¥, in
X x X, and the initial condition w!(0) = w?(0) = wp in X.

Finally, we verify (8.3). Owing to (cp.2) and [5, Lemma 3.3], one can say that
the both functions t € [0,T] — ¥y(w(t)) € [0,00) and ¢t € [0,T] — Go(w(t)) € R
are absolutely continuous, and:

jt (Wolw(®)) +Go(w(t))) = (To(t) — Ao(t)u' (1), w' (1)) ., for ace. t € (0,T).
(8.14)
The equality (8.3) will be obtained as a consequence of (8.14) and (cp.0). O

Lemma 8.2. Under the notations Ao, Go, and ¥q, and assumptions (cp.0)—(cp.3)
as in the previous Lemma 8.1, let us fir wo € D(¥q) and fo € L*(0,T; X), and take
the unique solution w € L?(0,T;X) to the Cauchy problem (CP). Let {¥,}> ,
{won}s2, C X, and {fo}52, be, respectively, a sequence of proper, l.s.c., and
conver functions on X, a sequence of initial data in X, and a sequence of forcing
terms in L?(0,T; X), such that:

(ep.4) U, >0 on X, forn=1,2,3,..., and the union Uf;l{w eX | U, (w) < r}
of sublevel sets is relatively compact in X, for any r > 0;

(cp.5) U, converges to ¥g on X, in the sense of Mosco, as n — o0;

(cp.6) sup,,cy ¥n(won) < 00, and wo, — wo in X, as n — 00;

(cp.7) §n — fo weakly in L*(0,T;X), as n — oo.

Let w, € WY2(0,T; X) be the solution to the Cauchy problem (CP), for the initial

data wo., € D(V,,) and forcing term §, € L?(0,T; X). Then,

wy, — w in C([0,T]; X), weakly in W12(0,T; X),

/Twn(wn(t))dt—)/T\I'O(w(t))dt, as n — oo,

and

|[Wo(w |C([0 ) S sub Wy (wn |C([0,T]) < 0o.
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Proof. This Lemma is proved by referring to the method of proof as in [16, Theorem
2.7.1] (also see [7, Main Theorem 2]).
First, let us apply (8.3) to the solutions w,,, for n =1,2,3,.... Then, we have:

|A0(t)%w;(t)|§( + % (Wn(wn(t)) + gO(wn(t))) = (fn(t)aw;(t))x> (8.15)
for a.e. t € (0,7),n=1,2,3,....

Besides, for simplicity of description, we define:

T T
o () ::/O Wo(w(t)) dt and T () ::A U, () dt, n=1,2,3,....

for any w € L?*(0,T; X).
By (cp.5), Remark 3 (Fact2), and [5, Proposition 2.16], the above ¥y and W,

n=1,2,3,..., form proper, Ls.c., and convex functions on L2(07 T; X), such that:
[w, fo — Aow’ — Go(w)] € Vg in L2(0,T; X) x L*(0,T; X),
(W, fon — Aowl, — Go(wy)] € 9, in L*(0,T;X) x L*(0,T; X), (8.16a)
forn=1,2,3,...,
and
U, — Uy on L?(0,T; X), in the sense of Mosco, as n — 0o. (8.16b)

Next, let us take arbitrary ¢ € [0, 7], and integrate the both sides of (8.15) over
[0,t]. Then, by using Holder’s and Young’s inequalities, and by applying (cp.0),
(cp.2), (cp.6), (cp.7), and the mean-value theorem (cf. [21, Theorem 5 in p. 313]),
we deduce that:

5/ ()l dr (a6 + G (1)
< (‘Ijn(w&,n) + Q\O(wo’n)) + 27,10 /OT ‘fn(t)‘?x dt

1
S su \I}n wo,n + n 7 :
neg( (wo,n) 2/@0” |L2(0,T,X)

+1Go(0)] + |wo,n|x (1G0(0)]x + Lo|wo,n|x) )

=:rj <oo, forallt € [0,7],and n =1,2,3,.... (8.17)
From the above estimate, one can say that:
e {w,}5, is bounded in W2(0,T; X), and is also bounded in C([0,77]; X),

. {wn(t) ’t €10,7T], n=1,2,3,.. } is contained in a relatively compact set
U {wme X | ¥, (w) <r3}.

Therefore, applying (cp.1)—(cp.7), and the general theories of compactness, such as
Ascoli’s and Alaoglu’s theorems (cf. [34, Corollary 4], [35, Section 1.2], and so on),
we find a limit function w € W2(0,T; X), with a subsequence of {w,}>; (not
relabeled), such that:

wy, — w in C([0,T]; X), weakly in W12(0,T; X),

and in particular, wg , = w,(0) = wo = @w(0), as n — oo, (8.18a)
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fr — Aow!, — Go(wy,) — fo — Ao’ — Go(w)

and

coi
thi

[1]

2

(3

[4]

[5]

6

7

[9]

(10]

(11]
(12]
(13]
(14]
(15]

[16]

(17]

weakly in L2(0,T; X), as n — oo, (8.18b)
0 < Wo(w(t)) < liminf Uy (w, (1)) < igg“y”(w")ycqo,ﬂ)
< rj < oo, for any t € [0, 7. (8.18¢)

On account of (8.16), (8.18), and Remark 3 (Fact1), we can observe that w
ncides with the unique solution w to the problem (CP), and we can conclude
s Lemma. O
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