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ABSTRACT

We present here a new system, in which signing avatars (computer-
animated virtual humans built from motion capture recordings)
teach introductory American Sign Language (ASL) in an immer-
sive virtual environment. The system is called Signing Avatars &
Immersive Learning (SAIL). The significant contributions of this
work are 1) the use of signing avatars, built from state-of-the-art
motion capture recordings of a native signer; 2) the integration
with LEAP gesture tracking hardware, allowing the user to see his
or her own movements within the virtual environment; 3) the de-
velopment of appropriate introductory ASL vocabulary, delivered
in semi-interactive lessons; and 4) the 3D environment in which a
user accesses the system.
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1 INTRODUCTION

There is a need for improved tools to allow remote learning of
American Sign Language (ASL). Learning ASL is not simply an
enjoyable pastime, but is a skill which holds important health and
developmental benefits. For hearing parents of deaf infants, learning
ASL may be critically important, since exposing deaf children to
sign language leads to better outcomes in English literacy and
spoken language compared to deaf children without access to a
signed language [1-4]. Using a high-quality remote learning system
in virtual reality to provide an immersive ASL experience to hearing
parents of deaf children could help provide those children exposure
to a signed language early in life. There is a great deal of interest in
sign-related technologies such as signing avatars, automatic sign
translation, and sign recognition [5]. We present here our progress
toward creating the first ASL instructional system in immersive
virtual reality, Signing Avatars & Immersive Learning (SAIL).

1.1 Signing Avatars & Virtual Reality

Signing avatars have the potential to be a crucial source of natural
language and accessible information for the signing deaf commu-
nity [6-10]. There are many compelling possibilities for signing
avatars, however creating high-quality avatars requires significant
investments of time and money, and is a challenging feat of engi-
neering [11]. Creating a signing avatar from motion capture record-
ings of native signers has the potential to produce more naturalistic
avatars compared to those which are created from computer mod-
els. However, avatars built from motion capture require a great
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deal more labor and offer fewer options for automation or itera-
tive generation of new content compared to avatars created using
computed algorithms.

Sign language instruction is well-suited to VR because of the
potential for spatially immersive and embodied experiences, which
can facilitate learning. To date, efforts to teach sign language in
virtual reality have been limited. A number of research projects
have explored the possibility of teaching ASL in augmented reality,
with sign language content overlaid upon a view of the real world
[12-14] but there are no publicly available sign language learning
experiences that exist in an immersive virtual reality space.

2 THE SAIL SYSTEM

SAIL incorporates principles of embodied learning. Embodied learn-
ing involves the learner’s own sensory and/or motor systems. Re-
search shows that hands-on experience with content increases
the involvement of the brain’s sensorimotor cortex during subse-
quent engagement with the content [15, 16]. By increasing one’s so-
matosensory and motor involvement during learning, better learn-
ing outcomes are achieved [17-19].

It is thought that the success of embodied learning is depen-
dent upon three factors: 1) amount of sensorimotor engagement;
2) congruence between action and concepts to be learned; and 3)
degree of immersion experienced by the user [20]. The SAIL system
fits the three described factors in the following ways: 1) the user
physically produces ASL signs, engaging the sensorimotor system;
2) the actions (signs) have perfect correspondence to the concepts
to be learned; 3) SAIL uses an immersive VR environment. With
this work we seek to harness the interactive aspects of VR to allow
for three-dimensional learning of ASL content. Learning from a
3D avatar is key since sign language uses three-dimensional space
to represent linguistic content [21, 22]. Thus, ASL is an excellent
candidate for virtual reality instruction.

In order to take advantage of the rich possibilities afforded by
virtual reality for learning sign language, our majority-deaf team
aimed to create a virtual environment which would give users a
semi-interactive, realistic, and pleasant ASL learning experience.
In SAIL, users learn ASL from a signing teacher avatar in a VR
landscape that is accessed via head-mounted goggles. We developed
a high-quality signing avatar from motion capture recordings of
a native deaf signer. The avatar serves as the Teacher within the
3D environment. SAIL is built on Unity 3D, to program interactive
learning sequences. A gesture tracking system (LEAP Motion; LEAP
Motion, Inc., San Francisco, CA) is connected to the VR headset,
so users are able to see digital representations of their own hands
from a first-person perspective.

2.1 Building Content

The ASL lessons include food, everyday items, and basic actions,
including a variety of palm orientations, handshapes, locations, and
movements. For this initial version of SAIL, we focused on teaching
individual ASL signs, as grammar and other crucial aspects of ASL
constitute a more complex challenge for VR instruction.

With the placement of LEAP’s sensor bar on the front of head-
mounted display goggles, the LEAP sensor was unable to capture
and process body-anchored ASL signs which require touching a
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Figure 1: The signing model prepares to produce signed
content during motion capture recording. The custom-built
Faceware rig extends in front of and above her face and al-
lows space for the hands to move near the head.

specific part of the body (e.g., CAT, which touches the cheek). Thus,
we only included signs which occur in the “signing space” in front
of the signer’s body. We also encountered problems with signs
where a body part occluded another body part, like two-handed
signs where both hands overlap (e.g., TRAFFIC). This limitation
poses a significant limitation on the use of head-mounted displays
for ASL instruction. While the user’s ability to see the Teacher
avatar produce the sign is not affected, the inability of the user to
see their own hands produce the sign may limit the effectiveness
of the system because these types of signs make up a significant
portion of the ASL lexicon. For this version of SAIL, we assembled
a list of 30 target signs which could be well-tracked by the LEAP
motion sensor.

2.2 Motion Capture Recording

We recorded the lessons in a motion capture studio that has been
developed to optimize recording of ASL. These recordings serve as
the basis for animation of the signing avatars. A 16-camera Vicon
system (Vicon Industries, Inc., Hauppauge, NY) was used for motion
capture recording. Markers were placed on 123 locations on the
signer’s body, with labeling done in Vicon Blade.

Vicon Shogun 1.3 allowed for improved motion capture recording
of the body, hands, and fingers. We also incorporated a custom-built
Faceware Pro HD Mark 3.2 Headcam (Faceware, Austin, TX) facial
capture rig, allowing for high-fidelity capture of facial expressions.
The custom-built hardware used a support arm which extends high
over the front of the users’ face, creating space for the signer to
produce signs in locations near the head and face, in contrast to
the typical hardware in which the arm extends straight out from
the side of the face precluding hand movement in front of the face
(Figure 1). One native deaf signer acted as the model for the motion
capture recording session.
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Figure 2: The user’s view inside SAIL. A) Instructions and button accessed via LEAP gesture recognition; B) the Teacher demon-
strates a sign; C) the User sees their own hands as they imitate the sign.

2.3 Avatar Design

A number of design considerations shaped the design of our avatar.
1) The Teacher avatar should produce fluid movements that resem-
ble native ASL signers’ movements. 2) The avatar should display
the natural facial expressions critical to correct ASL grammar, again.
3) The avatar should be aesthetically pleasing, appearing humanoid,
but not so human-like as to elicit uncanny feelings [23-25]. 4) The
avatar should present as an “ideal” ASL teacher—knowledgeable,
competent, kind, and professional. 5) The design should emphasize
the avatar’s hands and eyes, to clearly convey ASL.

2.4 System Design

Input from ASL educators, deaf ASL users, hearing ASL students,
human-computer interaction engineers and digital designers was
sought and used to direct the system design. This input was gath-
ered via internal meetings with consultants and collaborators,
demonstrations at professional meetings, and leadership from Deaf
team members throughout development. SAIL is built on Unity 3D
(Unity Technologies, San Francisco, CA) and is accessed on the Ocu-
lus Rift S (Oculus VR, Menlo Park, CA). The SAIL system uses LEAP
sensor mounted to the front of the Oculus goggles to represent a
user’s own hands as they learn ASL signs from the avatar. This
allows users to access visual feedback of their own actions during
the learning process, which may be important for learning manual
actions [26]. Menu buttons are shown as floating buttons which are
pressed by extending the hand and using the LEAP hand movement
sensor to trigger the button press (Figure 2). The Teacher is shown
in an indoor environment rendered in Unity3D. The user’s view is
mirrored on a separate display so that experimenters may view it
simultaneously.

3 USABILITY TESTING

A preliminary study was conducted, focused on the user interface
and specific design factors (e.g., speed of signing). We recruited a
small sample of participants from the local community. Six hearing,
English-speaking individuals (5 males; ages 25 — 34, M = 27.5)
with little-to-no prior ASL knowledge participated in the study. All
participants provided informed consent and were compensated for
their time.

Participants completed one Lesson of SAIL six times in total.
They were asked to provide their impressions of the environment,
the Teacher, and the pace of the signed content. All six participants
responded “yes” to the question “would you be interested in using
VR to learn ASL based on your use of SAIL?”. In response to open-
ended questioning, ten comments were made about the timing of
the signs, most of which recommended more time between the
signs or more time for the user to produce their sign. In response to
this feedback, as well as related recent work using the same avatar
[Anonymous, under revision], we changed the avatar’s signing
speed to 65% of the original speed for future iterations of SAIL.

Users expressed interest in corrective feedback, which is an as-
pect of ASL instruction which must be further pursued in the realm
of virtual/augmented reality instructional development. Four partic-
ipants mentioned the notion of corrective feedback, such as a desire
for “more interaction, more back-and-forth with the instructor”,
“feedback from the teacher”, “error identification”, and noting that
the “lack of error monitoring makes it less natural/believable”.

4 REFLECTIONS AND CONCLUSION

Preliminary user research suggests that immersive virtual reality is
an appealing and engaging tool for users, given the feedback from
our test participants, as well as informal sessions with colleagues
and students. Without fail, users react positively to the overall expe-
rience, and report positive feedback about the potential for learning
ASL from an avatar in immersive virtual reality. One challenge that
we encountered during the development process was the difficulty
of representing body-anchored signs in virtual reality. While this
constraint allowed us to more carefully develop the first iteration
of the SAIL system, including only neutral-space signs would place
undue limitations on future iterations of this work. Future work
on SAIL will include developing a feedback (e.g., error monitoring)
system to provide corrective instruction on signs regardless of their
location, in line with much of the user feedback expressing a desire
for this feature.

Our development of SAIL contributes to a new generation of
ASL instruction methods. We have created a proof-of-concept VR
ASL instructional system which allows users to receive ASL content
in three-dimensional space, with the fluid, natural movements of
a fluent signer. The highly-spatial nature of ASL is well-suited to
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three-dimensional virtual reality environments, and the system
we present here motivates future work developing sign language
instructional content across a variety of virtual or augmented reality
platforms.
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