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We report on the first measurement of charm-strange meson D production at midrapidity in Au + Au
collisions at /sxy = 200 GeV from the STAR experiment. The yield ratio between strange (D¥) and
nonstrange (D) open-charm mesons is presented and compared to model calculations. A significant
enhancement, relative to a PYTHIA simulation of p + p collisions, is observed in the DF /DO yield ratio in
Au + Au collisions over a large range of collision centralities. Model calculations incorporating abundant
strange-quark production in the quark-gluon plasma and coalescence hadronization qualitatively reproduce
the data. The transverse-momentum integrated yield ratio of DF/D° at midrapidity is consistent with a
prediction from a statistical hadronization model with the parameters constrained by the yields of light and
strange hadrons measured at the same collision energy. These results suggest that the coalescence of charm
quarks with strange quarks in the quark-gluon plasma plays an important role in D¥-meson production in

heavy-ion collisions.

DOI: 10.1103/PhysRevLett.127.092301

At extremely high temperatures and energy densities, a
new state of matter in which quarks and gluons are the
degrees of freedom, the quark-gluon plasma (QGP), is
formed [1,2]. Since the masses of charm and bottom quarks
are larger than the typical temperature (~300 MeV) [3,4] of
the QGP formed at the Relativistic Heavy Ion Collider
(RHIC), heavy quarks are predominantly produced via
initial hard scatterings, and their production cross sections
can be evaluated by perturbative quantum chromodynamics
(pQCD) [5,6].

Charm quarks are produced on timescales shorter than
the QGP formation, and they subsequently experience the
whole evolution of the QGP matter. With thermal relax-
ation time (~5-10 fm/c) [7] comparable to the QGP
lifetime [8,9], they carry information about the transport
properties of the medium. During the cooling down of the
medium, the charm quarks can hadronize into different
open-charm hadrons, e.g., D°, D*, D¥, and AF. How these
open-charm hadrons are formed is of particular interest. In
p+ p/e+e/p+ e collisions, charm-hadron production
at high transverse momentum (p7) is well described by the
PYTHIA event generator [10] in which the transition of
charm quarks into hadrons is described by fragmentation
models, such as the Lund string model [11,12]. In the QGP
medium, one expects a different hadronization mechanism
through the recombination of charm quarks and light/
strange quarks (namely coalescence hadronization) [13—
17] to dominate at low py (< 5 GeV/c) and fragmentation
hadronization to dominate at higher p;. Support for the
coalescence hadronization picture in the charm sector has

Published by the American Physical Society under the terms of
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been observed in a recent STAR Collaboration measure-
ment of AF baryon production in Au + Au collisions at
V/Snn = 200 GeV [18].

Strange quarks are abundantly produced in the QGP, and
(because their mass is comparable to the medium temper-
ature) they are in chemical equilibrium with the fireball
[19-22]. An increased D{ production in heavy-ion colli-
sions relative to p + p collisions has been predicted in case
of hadronization via quark recombination due to the
enhanced strange-quark abundance in the QGP [17,23].
The D° p; spectra have been measured previously by
STAR Collaboration [24] exploiting the high precision of
the Heavy Flavor Tracker (HFT) [25]. These results provide
a good reference for the study of D enhancement through
comparison of yields of D and D° mesons as a function of
pr for different collision centralities. Comparing the
D} /DO yield ratio in heavy-ion collisions with that in p +
p collisions helps us understand the QGP effects on charm-
quark hadronization. Various D{ measurements have been
carried out by the LHC experiments [26-32]. Those
measurements suggest a possible enhancement of the
D¥/D° yield ratio in Pb+ Pb collisions compared to
p + p collisions, but the uncertainties are large and prevent
a firm conclusion.

In this Letter, we report on the first measurement of DSi
production over the transverse-momentum range of
1 < pr <8GeV/c, in Au+ Au collisions at a center-
of-mass energy of /sy = 200 GeV. The measurement
was performed via invariant-mass reconstruction of the
hadronic decay channel, D} - ¢+ 77 - KT+ K~ + "
[branching ratio (2.24 + 0.08)%] and its charge conjugate
[33]. Approximately 2 x 10° minimum-bias triggered
events recorded by the STAR experiment at RHIC in
years 2014 and 2016 are used for this analysis. The
STAR subsystems used in this analysis are immersed in
a 0.5 T uniform magnetic field along the beam axis. The
HFT detector [25] was used to better distinguish open
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heavy-flavor particles via their decay topologies. The HFT
is comprised of three subsystems: the innermost two layers
of the Pixel detectors (PXL) [25], the Intermediate Silicon
Tracker (IST) and the outermost layer of the Silicon Strip
Detector (SSD) [34]. The Time Projection Chamber (TPC)
[35] and the Time of Flight (TOF) [36], a multigap resistive
plate chamber, are used to identify charged particles. The
events used for charm-hadron reconstruction were required
to have a primary vertex located along the beamline within
6 cm from the center of the HFT to ensure good HFT
acceptance. A maximum difference of 3 cm between the
primary-vertex positions reconstructed with the TPC and
the vertex position detectors [37] was also required in the
event selection to reject out-of-time pileup events. Collision
centrality is determined using the measured charged-par-
ticle multiplicity within pseudorapidity || < 0.5 and com-
paring it to a Monte Carlo Glauber simulation [38]. The
tracks used in the D¥-meson reconstruction are those with
at least 20 hits recorded by the TPC, one hit in each PXL
layer, and at least one hit in either the IST or SSD. Those
tracks must also be within || < 1 and above a minimum p
of 0.5(0.6) GeV/c for kaons (pions). The distance of
closest approach (DCA) of the tracks to the primary vertex
is required to be larger than 60 ym in order to reduce the
combinatorial background. The kaons (pions) are identified
by selecting tracks within 2 (3) standard deviations of the
measured ionization energy loss in the TPC (dE/dx)
relative to the theoretical value [39]. If TOF information
is available, 1/f (where f is the flight velocity of the
particle) is additionally required to be less than 3 standard
deviations relative to the theoretical value.

The lifetime of ¢ mesons is ~50 fm/c. Experimentally,
the D mesons are regarded as decaying into K* K~z* at a
single secondary vertex. The invariant mass of KK~ pairs
is required to be within 1.011-1.027 GeV/c? for selecting
¢ candidates. To improve the significance of the recon-
structed D¥, a machine learning algorithm, the boosted
decision tree (BDT) from the toolkit for multivariate
analysis [40] was employed. The BDT classifier was
obtained by training the signal sample from a data-driven
simulation (described elsewhere [24]) and a background
sample from wrong-sign combinations of KK triplets. The
BDT classifiers obtained using background samples from
sidebands and wrong-sign combinations were found to give
consistent results. The variables characterizing the DF
decay topology such as the DCA of the decay-particle
tracks to the primary vertex, the DCA between decay
daughters, and the decay length were used as input
variables to the BDT classifier. The selection on the
BDT response was optimized to have the best signal
significance based on the number of signal and background
counts expected in data. Figure 1(a) shows the invariant-
mass distribution of K*K~z* triplets in the 0%-80%
centrality interval. The solid line depicts a fit with two
Gaussian functions representing the D¥ and D* signals
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FIG. 1. (a) Invariant-mass distribution Mg+ -+ of Df candi-
dates in 0%-80% Au + Au collisions at /syy = 200 GeV. The
solid line depicts a fit with two Gaussian functions representing
D¥ and D¥ signal plus a linear function for background. (b) D
invariant yield as a function of p; in various centrality intervals of
Au+ Au collisions at /sy = 200 GeV. Vertical bars and
brackets on data points represent statistical and systematic
uncertainties, respectively.

plus a linear function for the background. The raw-signal
yields are obtained by counting the D candidates in the
invariant-mass distribution within 3 standard deviations
from the mean of the Gaussian fit, and subtracting the
combinatorial background calculated by integrating the
linear fit function within the same range. The mean of the
Gaussian function is consistent with the Particle Data
Group (PDG) [33] value of the D mass, and the width
is consistent with a Monte Carlo (MC) simulation that
includes the momentum resolution. The raw-signal yields
contain the promptly produced Dy and the nonprompt
DY from B-meson decays that satisfy the topological
selections.

The efficiency of D reconstruction is evaluated via the
data-driven simulation validated in the D° spectra meas-
urement with the HFT [24]. The D mesons are generated
via MC simulation with uniform rapidity, and pyz
distributions weighted according to the D° yields, and
the decay kinematics from the PYTHIA package (version
8.2, Monash tune) [10,41]. The efficiency includes: the
acceptance (|| < 1), track p; and quality selection criteria,
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FIG. 2. (a) D,/D° yield ratio as a function of py in various
centrality intervals of Au + Au collisions at /sxy = 200 GeV,
compared to a PYTHIA (version 8.2, Monash tune) simulation for
p + p collisions at the same energy. (b) STAR measurement of
D,/ D yield ratio (black solid points) as a function of pz in 0%—
10% central Au + Au collisions at /syy = 200 GeV, compared
to ALICE measurements in Pb + Pb collisions at /sy =
5.02 TeV (open circles) and in p+ p collisions at /s =
5.02 TeV (solid diamonds), as well as to PYTHIA simulations
for p + p collisions at 200 GeV and 5.02 TeV (green and purple
curves). Vertical bars and brackets on data points represent
statistical and systematic uncertainties, respectively.

TPC-to-HFT matching, particle identification (PID), and
topological selections. The impact of the finite primary-
vertex resolution on the reconstruction efficiency was
estimated with a similar procedure as in Ref. [24]
based on HUING [42] 4+ GEANT3 [43] simulations. The
reconstruction efficiency (10~ — 1072) for the D is lower
compared to the D one, and it decreases from peripheral to
central collisions and increases with increasing py. The
lower efficiency at low pr and for central collisions is
because of lower tracking or vertexing efficiencies
and more stringent selections applied in the analysis.
The D¥ invariant yield [(1/2zp;)d*N/dpydy] is calcu-
lated for each centrality and p; interval as the raw signal
per event averaged between particles and antiparticles
(N(p:4p:)/2/New), scaled by the inverse of the recon-
struction efficiency and the decay branching ratio from the
PDG [33].

The systematic uncertainties have contributions due to
the raw-yield extraction, the efficiency calculation, and the
feed-down from bottom-hadron decays. The systematic
uncertainty on the raw yield was calculated to be 2%—-10%,
depending on pr and centrality, by changing the fitting

ranges and function types for the background estimate. The
systematic uncertainties due to the track reconstruction
efficiency in the TPC and the PID were evaluated by
varying the selection criteria, and they were estimated to be
~9% and ~3%, respectively, for KKz triplets. The uncer-
tainty on TPC-to-HFT matching efficiency was estimated
to be ~3% [24] for KKz triplets. The uncertainty on
the topological selection efficiency is determined to be
2%—-20%, which is estimated by varying the BDT selection
criterion to adjust the efficiency by ~ 4= 50% relative to the
optimized one [24]. A systematic uncertainty of 1%—-20%
originates from the choice of the generated D p; spectrum
used to determine the efficiency. This was estimated by
comparing the difference in reconstruction efficiency
evaluated using the DT and D° spectra. The uncertainty
is larger at higher p; and for more peripheral collisions.

The nonprompt Di yield (feed-down from B-meson
decays) was estimated by taking the B-hadron spectra from
a pQCD Fixed-Order Next-to-Leading Logarithm calcu-
lation [44,45], scaling them to an expectation in Au + Au
collisions (taking into account the collision geometry and
the suppression in the medium from a model calculation
[46]), and then processing them through the data-driven
simulation with the full analysis procedure. A possible BY
enhancement [47] was not considered in this estimate. The
feed-down contribution is evaluated to be 2% at py ~
2.5 GeV/c and increases to 10% at p;y ~6 GeV/c. The
feed-down contribution is not subtracted, and it is regarded
as an asymmetric systematic uncertainty in the yields
and ratios. In the D,/D° vyield ratio, the feed-down
contribution partially cancels, leaving 2%—-6% contribution
at2.5 < pr < 8 GeV/c, and it is less than 1% in the lower
pr region.

The final systematic uncertainty is the sum in quadrature
of the contributions from the different sources. Finally, the
uncertainty from the decay branching ratio is considered as
a global normalization uncertainty (~3.5%) [33].

The invariant yields of D as a function of p; in different
centrality intervals are shown in Fig. 1(b). The statistical
and systematic uncertainties on the data points are denoted
by vertical bars (smaller than the marker size when not
visible) and brackets, respectively. The ratios of the
invariant yield of D over that of D° as a function of
pr in Au + Au collisions at /syy = 200 GeV are shown
in Fig. 2. The correlated systematic uncertainties from the
tracking efficiency correction going into both Df and D°
partially cancel in the ratio. Figure 2(a) shows the D,/D°
yield ratio as a function of p; for different collision
centralities compared to that from a PYTHIA (version 8.2,
Monash tune) simulation of p + p collisions at the same
energy. It is observed that the D,/D° ratio in Au+ Au
collisions shows a large enhancement (about 1.2-2 times)
relative to the PYTHIA simulation of p + p collisions, and
there is no centrality/ p; dependence within the uncertain-
ties. For the 10%—40% centrality interval, the significances
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of the enhancement are 3.8, 5.6, 5.6, 6.0, and 4.6 standard
deviations from the first to the last py bin, respectively.
This indicates that the hadronization of charm quarks is
different in heavy-ion collisions compared to p + p
collisions.

Figure 2(b) compares the present STAR results with the
D, /D yield ratio from the ALICE collaboration in Pb +
Pb collisions at /sy = 5.02 TeV (open circles) in the
0%-10% centrality interval [26] and p + p collisions at
/s =5.02 TeV [48] (solid diamonds). It shows that the
ratio measured in p + p collisions at the LHC is well
described by PYTHIA simulations that predict the same
D, /D ratio at the two collision energies. STAR measure-
ments in Au + Au collisions are compatible within uncer-
tainties with the ALICE results [26] in Pb + Pb collisions at
higher /sy = 5.02 TeV in the overlapping pr region for
the 0%—10% centrality interval.

Figure 3 shows the D, /D" yield ratio as a function of py,
for different collision centralities, compared to models that
include a contribution to hadronization via coalescence.
These models assume that D¥ mesons can be formed by the
recombination of charm quarks with strange quarks
in the QGP. Different from the others, the Tsinghua model
[49] implements a sequential coalescence (Di mesons
hadronize earlier than D) which results in a further enha-
ncement of the D,/D° ratio. The calculations from
“Tsinghua(seq. coal.)” and “Catania (coal.)” [50] include
only coalescence hadronization. The calculations from
“Catania (coal.+frag.)”, “He-Rapp” [51] and “Cao-Ko”
[52] include both coalescence and fragmentation in their
modeling of the charm-quark hadronization. For the most
central collisions (0%—10%/20%), the predictions from He-
Rapp, Cao-Ko, Catania (coal.) and Tsinghua (seq. coal.)
generally describe the measured D,/D° ratio. The Catania
(coal.+frag.) model describes well the measured D, /D" ratio
for p; < 3 GeV/c, while at higher p; it underestimates the
data and for p; > 4 GeV/c it does not show any enhance-
ment of the ratio relative to PYTHIA simulations. The
predictions of the Tsinghua model for the 20%—40% and
40%—-80% centrality intervals are compared to the measured
D, /D ratio in the bottom panel of Fig. 3. In the Tsinghua
calculations, the D,/D° ratio is driven by the degree of
charm-quark thermalization, and therefore it decreases from
central to peripheral collisions, reaching a value close to the
results of the PYTHIA simulations of p + p collisions in the
40%—80% centrality class. The model describes the data well
for pr < 4 GeV/c in the 20%—40% centrality class, while it
significantly underestimates the data in the 40%-80%
interval. Overall, these comparisons indicate that coalescence
hadronization plays an important role in charm-quark hadro-
nization in the surrounding QGP medium. The mass-depen-
dent effect of the radial flow could give a larger D, /D" ratio
in heavy-ion collisions with respect to p + p collisions. The
estimated p; dependence of the D, /D" ratio using the blast
wave parameters obtained from the D° spectra [24] shows a
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FIG. 3. (a) D,/D° yield ratio as a function of p; compared to

various model calculations from He/Rapp (0%—-20%), Tsinghua,
Catania, and Cao-Ko in 0%—-10% centrality interval of Au + Au
collisions, and PYTHIA prediction in p+ p collisions at
V/Snn =200 GeV. (b) Dy /DP vyield ratio as a function of p;
compared to model calculations from Tsinghua in 20%—-40%
(solid circles) and 40%—80% (open circles) centrality intervals of
Au + Au collisions at /syy = 200 GeV. Vertical bars and
brackets on data points represent statistical and systematic
uncertainties, respectively.

small difference at low py, and it increases to ~10% at
6 GeV/c with respect to the ratio obtained from the PYTHIA
calculation.

The pr-integrated D, yield is calculated by summing the
data in the measured p; region and the estimated yield in
the unmeasured region (py < 1.5 GeV/c). The latter is
estimated as follows. For each centrality, the shape of the
D, pr spectrum is obtained by multiplying the measured
D° p; spectrum (parametrized by a Levy fit [53]) by the
D,/D° ratio from various model calculations. The nor-
malization is fixed by a fit to the D, data points. The
average of different fit functions is used to calculate the
central value of the D, yield in the unmeasured p; region,
and the maximum deviation of the yield estimated with the
different shapes of the D, spectra is included in the
systematic uncertainty. The fractions of the extrapolated
yield are 68% for 0%—10% centrality, 42% for 10%—40%
centrality, and 65% for 40%—80% centrality. The p;-
integrated yields, dN/dy, are estimated to be 0.317 &
0.038(stat) = 0.11(syst) for 0%—10% centrality, 0.162 +
0.017 (stat) £0.042 (syst) for 10%—-40% centrality and
0.0202 £ 0.0016 (stat) £0.0046 (syst) for 40%—-80% cen-
trality. The py-integrated D,/D° yield ratio is 0.42 & 0.04
(stat) +0.11 (syst) in 10%-40% centrality. The value
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FIG. 4. The integrated D,/D° yield ratio (red solid circles)
within 1.5 < py <5 GeV/c as a function of collision centrality
(expressed as (N ,)) compared to Tsinghua model calculations
(dash-dot-dot line) in Au + Au collisions at /sy = 200 GeV.
The dashed line represents a fit of the D,/D° data to a constant
value. Vertical bars and brackets on data points represent
statistical and systematic uncertainties, respectively.

estimated from THERMUS (a statistical hadronization
model) [54], employing a grand canonical ensemble with
Ty = 160 MeV, up = 21.9 MeV, and strangeness fugac-
ity y, = 1.0, is ~0.36, consistent with the measured value
within uncertainties.

The D,/D° ratios integrated over 1.5 < p; < 5 GeV/c,
as a function of the average number of participating
nucleons (N ), are shown in Fig. 4. A clear enhancement
(~1.5-2.3 times) is found for the p,-integrated D, /D ratio
in Au + Au collisions compared to the value from PYTHIA
in p + p collisions at /s = 200 GeV. The significances of
the enhancement are 2.2, 5.1, 7.3, 8.6, and 4.5 standard
deviations for 0%—10%, 10%—-20%, 20%—-40%, 40%—-60%,
and 60%-80% collision centralities, respectively. The
calculation from Tsinghua (seq. coal.) [49] underestimates
the data from the most peripheral collisions, as also seen in
the bottom panel of Fig. 3, and overestimates the data from
central collisions.

In summary, in this Letter we presented the first
measurement of D¥ production and D,/D° yield ratio
as a function of p;, for different collision centralities
at midrapidity (Jy| <1) in Au+ Au collisions at
V/Snn =200 GeV. A clear enhancement of the D, /D°
yield ratio is found compared to PYTHIA simulations of p +
p collisions at the same collision energy. For the D,/D°
ratios integrated over 1.5 < py <5 GeV/c, in the 10%—
60% centrality range, the significance of this observation is
more than 5 standard deviations. The py-integrated D,/D°
ratio is compatible with the prediction from a statistical
hadronization model. The enhancement and its p; depend-
ence can be qualitatively described by model calculations
incorporating thermal abundance of strange quarks in the
QGP and coalescence hadronization of charm quarks.

These results suggest that recombination of charm quarks
with strange quarks in the QGP plays an important role in
D¥-meson production in heavy-ion collisions.
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