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Embedding Meta Information into Visualizations
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Abstract—In this work, we study how to co-locate meta information with visualizations by directly embedding information into
visualizations. This allows for visualizations to carry provenance and authorship information themselves for reproducibility. We call
these self-describing visualizations—reproducible, authenticatable, and documentable. Self-describing visualizations can be used to
extend existing visualization provenance systems. Herein, we start with a survey of existing digital image watermarking literature. We
search for and classify watermarking algorithms that can support scientific visualizations. Using our payload-resilience testing
framework, we evaluate and recommend algorithms supporting various use cases in the payload-resiliency space, and present
guidelines for optimizing visualizations to improve payload capacities and embedding robustness. We demonstrate the efficacy of self-
describing visualizations with two sample application implementations: (1) adding an embedding filter as a part the standard rendering
pipeline, (2) creating a web reader to automatically and reliably extract provenance information from scientific publications for review

and dissemination.

Index Terms—Scientific visualization, reproducibility, visualization systems, digital image watermarking

1 INTRODUCTION

ADVANCEMENT of science depends on having results that
can be reproduced, peer reviewed, and improved. As
visualizations are an important part of today’s scientific
results, they need to meet the same veracity standards requ-
ired of all other scientific results.

A key step in doing so is to capture and record the prove-
nance information describing how each visualization has
been created. Because the process to create visualizations can
be complex, the provenance information is often neither com-
pact nor easy-to-manage. Thereby we often run into scenarios
where the visualizations are dissociated from the correspond-
ing provenance information.

Furthermore, scientists and researchers often revisit
previous results days or months later. Without meticu-
lous records-keeping, information on how a visualization
was created, its purpose, and its story can be lost to time
easily. Published visualizations, such as those in papers
and presentations, suffer from this problem, too, as there
is insufficient page space to fully describe visualization
provenance. As these papers and presentations are
shared, knowledge of how a particular visualization was
created is lost. Further, one will need to undergo a cum-
bersome and manual process to recreate results from a
publication, typically.

In this work, we explore how to embed meta information
directly into visualizations, i.e., the images themselves. We
call these self-describing visualizations—visualizations that
are reproducible, authenticatable, and documentable. This
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allows provenance information, author information, authe-
nticity information, etc. to be co-located with the visual-
izations they describe. The co-location in self-describing
visualizations additionally prevents unintentional, or even
intentional, changes to the provenance information.

Our goals are to: (1) embed information with minimal
visual impact on the visualization, (2) embed information
such that it travels with the visualization through publica-
tions, presentations, emails, and other media, (3) create a
process that is feasible as part of the visualization pipeline
(i.e., not as a manual process), and (4) extract the embedded
information reliably and enable new applications.

Our method of achieving these goals is to use digital image
watermarking. Watermarking is a well-studied concept in
image processing, but so far very rarely used for visualiza-
tions. Through our survey of the watermarking literature, we
discovered that most existing watermarking methods only
qualitatively embed information in images. Embedding prov-
enance information into visualizations requires quantitative
information embedding-embedding with bit-for-bit accuracy
upon extracting. Another discovery is that watermarking lit-
erature tends to focus on photographs of natural subjects
with a lot of detail and complexities, which makes hiding
information easier. Visualizations have very different charac-
teristics from photographs.

To understand characteristics of the data to be embedded,
we examined various existing ways of collecting provenance
information, ranging from lookmarks in ParaView [1], ses-
sion files in Vislt, VT files from VisTrails [2], and linked docu-
mentation from F1000Research, a recent online publication
platform. We discovered that provenance information varies
from tens of bytes to several kilobytes. Visualization water-
marking may need to provide different design choices
depending on the amount of information to embed. As a
result of this work, the algorithms we suggest are Entropy
Thresholding and Least Significant Bit with Optimal Pixel
Adjustment Process to cover these use cases.
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We include a brief survey of existing image-processing
watermarking literature in Section 3. In Section 4, we clas-
sify visualization use cases within the two-dimensional pay-
load-resilience space. For each class, we test, analyze, and
recommend the most viable algorithms in Section 5. In
Section 6, we describe and demonstrate two reference
implementations of self-describing visualizations. First, a
rendering engine that includes watermarking as a natural
final step of rendering. Second, a web service that automati-
cally extracts watermarked information from PDF files that
use self-describing visualizations as figures. Finally, in
Section 7, we discuss our findings using external supporting
techniques, such as error-correcting codes, and possibilities
for metadata descriptors.

2 BACKGROUND

Having reproducible results is a cornerstone of science. This
applies to visualizations, where all techniques rely on infor-
mation external to the visualization. If a visualization is cop-
ied away from its original source, all ties to the information
are lost. Trial-and-error attempts to recreate such a visualiza-
tion can require parallel computation on a supercomputer [3].
self-describing visualizations—those which are reproducible,
authenticatable, and documentable-are to extend existing
provenance technologies by co-locating visualizations with
their provenance information. Thus embedding a verifiable
ground truth and historical documentation into the visualiza-
tion itself.

2.1 Reproducible Research

An integral part of the scientific procedure is being able to
reproduce results from previous works. The purpose is not
to show mistrust for the scientists or results, but to assert
the veracity of the work. Reproducibility, or full replicabil-
ity, is an important facet of robust research in all scientific
fields. However it is often cited as lacking in publications
[4], [5], [6], and studies assessing reproducibility are diffi-
cult to publish in top journals [7].

To address this gap, the National Science Foundation
(NSF) supports projects aiming to improve reproducibility in
computer systems and networking research [8]. New calls
require thorough data management and open access plans to
improve reproducibility studies. Additionally, there are open
solicitations by the NSF for Big Data projects focusing on
reproducibility and replicability in data science [9]. Peng
describes the need for a “culture of reproducibility” in the
computational sciences, and introduces a reproducibility
spectrum [6]. In this spectrum, publications should come
with executable code and data to meet the “gold standard”,
which would allow for results to be reproduced.

2.2 Reproducibility and Provenance in Visualization
Visualizations enable communicating complex features in
scientific data and as such should be held to the same stan-
dard as science. Perkel discussed interactive information vis-
ualizations in online publications supported by Plotly and
F1000Research [10] that improve reproducibility. For scien-
tific visualization, ParaView supports the use of lookmarks,
which can replicate full application state to return to a saved
point in analysis [1]. The analog in the Vislt visualization
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package is a session file, which can be created at any time to
provide a snapshot of the current analysis performed. This
can be used as a way of sharing how a final visualization was
created if provided with the data and a running application
to meet the gold standard.

More broadly, a way to maintain reproducibility in visual-
ization research is provenance, which generalizes capturing
histories of analyses. Ragan et al. characterize the various
types and purposes of provenance [11]. A widely-known sys-
tem in visualization for reproducibility is VisTrails [12],
which allows visualization reproduction [2]. In particular,
VisTrails captures actions during the exploration and analy-
sis process to create a workflow describing how a visual-
ization was achieved. This allows for maintaining the
authenticity of a visualization (i.e., who created this visualiza-
tion?) as well as documenting a visualization (how was it cre-
ated?) in a “vistrail” object. Vistrail metadata can be included
in a PDF file, allowing the final document to be linked to the
visualization source via a LATEX package.

Of course, both the provenance information and the origi-
nal computing environment are required for reproducibility.
An extension to VisTrails creates executable papers, wherein
full executable environments are available within a PDF [13].
The full environment allows for simplified linkages between
VisTrails and other computational platforms, such as ALPS
[14]. To this end, vistrail objects are mainly meant for com-
puter codes to understand and automate a toolchain to recre-
ate visualizations. In contrast, self-describing visualizations
can contain general, human-readable data, that are perma-
nently co-located with each visualization. These two techni-
ques should be used in conjunction.

2.3 Image File Metadata

In a way, we can consider the generalization of visualiza-
tions as images. A simple method of including any informa-
tion with any image is to add file metadata. The metadata
could contain authorship information, rendering parame-
ters, analysis, etc. and would be directly tied to the file. This
is the use case for Exif metadata in digital photography [15].
In a LATEX-based publication, this metadata would be pre-
served, allowing any reader to extract it.

The Exif standard extends JPEG, TIFF, and WAYV. Of these
only JPEG is a useful candidate in visualization. For broader
use in visualizations, the PNG standard would also have to
be extended to include the metadata. The XMP standard fits
this need as it allows for more media filetypes, and “sidecar”
metadata for unsupported types [16], [17].

There are fundamental issues with file metadata app-
roaches. If the file is copied or converted to another file type,
the metadata may be lost. Metadata may be purposefully
stripped from files by certain applications at the user’s discre-
tion. Using an image-space watermarking approach general-
izes the survivability of the embedded information. While
image file metadata would survive embedding in a PDF, it
would not survive indirect transmissions, such as screenshots.
In this work, we modify existing bitmap, PNG, or JPEG
images on a pixel-wise basis. Stripping the embedded data is
not possible without altering the image itself, which defeats
the purpose of the visualization. Data from these images can
be read even after a copy since information is embedded
within pixel values or frequency information.
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(b) The watermark data is directly related to the image unlike
many traditional use cases. Additionally, for methods with a trans-
formation step, we need to tune hyperparameters to select good
regions of the image.

Fig. 1. (a) is an overview of the watermark embedding process, and (b)
shows the changes needed to target visualizations. We focus on sym-
metric methods in this work, thus extraction is the reverse of embedding.

3 SURVEY OF DIGITAL IMAGE WATERMARKING

Digital image watermarking (DIW) is a type of information
hiding within images. In the image processing community,
DIW is well studied, with a variety of techniques. Herein
we start with an overview of DIW as a whole and narrow
down to techniques that are viable for visualization.

Hiding information in an image is known as embedding a
watermark. A generalized conceptual process for embed-
ding is shown in Fig. 1a. Techniques may differ in how they
transform and inverse transform the image. Some techni-
ques do not transform the image at all, so these steps would
be no-operations.

Retrieving hidden information from an image is known
as extracting a watermark. In general, extraction is the
reverse of embedding. That is, these techniques are gener-
ally symmetric. Watermarking techniques based on crypto-
graphic methods may use asymmetric techniques [18], [19].
Such methods are attractive, but would require public keys
external to the visualization to decrypt embedded informa-
tion, which can be lost when sharing the visualization.

Watermarking for visualizations takes some special con-
sideration. We identified subprocesses of the embedding and
extracting process in order to create self-describing visualiza-
tions. Fig. 1b shows the crucial components in context of the
original watermarking workflow. The meta information
blocks (provenance data, rendering parameters, etc.) provide
the information needed to reproduce, authenticate, and
document a visualization. The specific data can be sourced
from the visualization application itself if watermarking is
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(a

Fig. 2. Examples of original visualizations (top) with their watermarked
counterpart (bottom). (a) contains a qualitatively perceptible watermark
(red noise pattern), which can occur when the method’s hyperpara-
meters are set too high. (b) contains a qualitatively imperceptible water-
mark. Quantitatively, the image has a high peak signal-to-noise ratio of
43.15 when compared to the original, meaning the watermarked image
is visually similar to the original.

performed as a post-processing filter during rendering. Not
all types of meta information shown in Fig. 1b must be used.
Therefore the amount of embedded meta information
depends on the specific use case. Selecting the pixels to
embed data within is also crucial, and varies image to image.
We discuss these components in more detail in Section 4.1.

3.1 Imperceptibility

Digital image watermarking methods aim to imperceptibly
hide data within regions of an image. Qualitatively, percepti-
bility can be measured by simply looking at watermarked
images, for example. In Fig. 2a the visible red noise makes it
clear that the image has been modified, whereas Fig. 2b looks
like an untouched image (though it does contain a water-
mark). Quantitatively, perceptibility can be measured by cal-
culating the peak signal-to-noise ratio (PSNR) compared to
the original image. This is often used to benchmark the per-
formance of a watermarking technique. Fig. 2b has a fairly
high PSNR of 43.15, meaning it is close to the original com-
pared to the lower 27.61 for Fig. 2a.

Imperceptibility can be achieved by exploiting the human
visual system (HVS) in various ways. For example, data can
be encoded within least significant bits where the HVS is not
sensitive enough to detect variations in color [20], or to lever-
age the HVS' low sensitivity to alterations in high-frequency
luminance regions as compared to low-frequency luminance
regions [21]. In fact, the JPEG compression standard targets
similar regions of an image since loss of information in those
regions is less noticeable [22]. Fig. 3 shows a comparison
between an original visualization of supernova data com-
pared to an imperceptibly watermarked version using a
watermarking technique with a JPEG-like method to select
data regions.
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Fig. 3. Left, an original visualization of a supernova simulation isosur-
face. Right, the same visualization watermarked with the ET [46]
method, which uses the 2D DCT space for embedding data. This allows
it to resist JPEG compression, while remaining imperceptible by taking
advantage of the human visual system’s low sensitivity to alterations in
high frequency regions.

3.2 Extractor versus Detector

During extraction, a watermark may be extracted or detected.
Detection simply requires that a watermark be detected in
the image at all, and does not require any information to be
retrieved. This is essentially 1-bit watermarking, as the detec-
tor returns a boolean value. Techniques may be extended to
multiple bits [23]. Even though the embedded bit(s) may be
highly resilient [24], detection-only methods are not applica-
ble to our use case. For this work we focus on multi-byte
methods with data extraction because we are targeting scripts
or keys as the embedded data.

Changes to a watermarked image, whether accidental or
intentional, are called attacks. Attacks to an image may result
in insertions or deletions to watermark data at the extractor. An
insertion occurs when the extractor determines that a bit (i.e.,
a0 or 1) exists in the image when the watermark did not actu-
ally contain this bit. In contrast, a deletion occurs when the
extractor skips a bit that did exist in the watermark.

A critical requirement of DIW methods is synchronization
between the embedder and extractor. Synchronization means
that the embedder and extractor hide and seek data in the
same locations. With synchronization, the increase in error
(insertions) or loss of information (deletions) may be recover-
able through error coding or even ignored. However,
desynchronization is catastrophic to any method.

3.3 Variety of Resilience Profiles

The resiliency of a watermarking method measures resis-
tance to various attacks. Attacks could include compression,
introduced noise through transmission, etc. Fragile algo-
rithms are not resilient, a quality sometimes desired if
checking for (un)authorized usage [25].

A watermarking technique’s resiliency depends on a num-
ber of hyperparameters, e.g.,, which color channels or bit
planes are modified, which regions are selected, etc [26]. Tech-
niques that transform the image may acquire resiliency to
some attack profiles through properties of the transformation
space. Common benchmarking attacks include compression,
noise, affine transformations, cropping, and color alter-
ation [27]. A technique is considered resilient if an embedded
watermark can be reliably extracted from an image in the
presence of an attack.

Many methods, especially those that embed images
into images, have a relaxed stance on error in the watermark
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[28], [29]. In these algorithms, some degree of error is accept-
able because it is implicitly understood that a human will be
in the loop to assess the extracted watermark. We have a high
bar for resiliency when used for visualizations. Because we
are embedding scripts or authorization keys, we require bit-
for-bit accuracy at the extractor.

3.4 Image Space versus Transformation Space
Simple DIW methods operate directly in image space and
tend to have high payload size, but are more fragile. Some
minor alteration to the pixel data, such as compression, can
destroy the embedded data.

Advanced DIW methods use a transformation space to
embed watermark information. Common transformation
spaces include discrete Fourier, wavelet, and cosine spaces.
Each transformation space comes with a set of pros and
cons as well as a certain set of attacks to which it is resilient.
Some methods may use hybrid spaces to acquire even better
resilience [30], [31], [32].

3.4.1  Fourier Space Embedding

Discrete Fourier transform (DFT) space is a popular choice
for data embedding [24], [33], [34], [35], [36], [37]. Water-
mark bits can be embedded into selected frequency coeffi-
cients directly in DFT space. This avoids alterations caused
by compression algorithms, which primarily target high fre-
quencies, and avoids perceptual changes to low frequency
regions of the image.

DFT embedding is particularly attractive as it allows for
resiliency to geometric attacks-rotation, scale, and translation
(RST) through properties of the Fourier transform [33]. RST
resiliency often allows images to be physically printed and
still retain extractable watermarks [38]. Furthermore, since
the transformation represents the data completely in fre-
quency space, embedded bits may be spatially distributed
to different regions of the images.

For visualizations, we do not consider RST attacks to be
typical. This is especially the case since many publications
today that would include visualizations are published elec-
tronically as PDFs. As long as the PDF is not compressed, the
original image can be parsed from the PDF, which eliminates
any scaling issues. As a shortcoming, however, robust Fourier
methods could introduce noticeable artifacts depending on
the mapping used [33].

3.4.2 Wavelet Space Embedding

2D discrete wavelet transform (DWT) may be used for
embedding as well [31], [32], [39], [40], [41], [42]. The DWT
performs a horizontal and vertical downsampling operation
on the image, creating four subregions. This process can be
repeated on the lowpass subregion and produce multireso-
lution wavelet decomposition [39], [41]. Watermark data
can be embedded in the low frequency information and the
image is reconstructed. The wavelet used for downsam-
pling could be a simple Haar wavelet, or a Daubechies-fam-
ily wavelet as in the JPEG 2000 compression algorithm [43].
Embedding in the DWT space alone will result in data
being spatially spread through the reconstructed image. If
data is embedded in the kth resolution decomposition, then
that data will affect a 2" area in the image. This may lead to
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highly noticeable artifacts. Moreover embedding in the
wavelet transformation space may help with JPEG 2000
compression resiliency, however this is not the typical com-
pression algorithm used to save JPEG images.

3.4.3 Cosine Space Embedding

The discrete cosine transform (DCT) is a Fourier-based
method which decomposes a signal into sinusoids with
only real components. 2D DCT is used by the JPEG standard
[22] to compress images, as well as the MPEG standard for
video [44]. This is an advantage for watermarking methods
using this transform [28], [45], [46], [47], [48]. Watermark
data can be embedded in the cosine space such that the
JPEG compression process has minimal effect to the data.
Fig. 3 shows an example of a visualization with data embed-
ded in the DCT space which can resist compression.

In watermarking, this transform is generally performed
upon small blocks of the image, usually 8 x 8 blocks [28], [49].
Data can be embedded in one or more of the resulting 64 coef-
ficients within these blocks. It is not necessary for every block
to be used for embedding. Instead, many techniques choose
certain blocks that contain either smooth [48] or textured [49]
regions. While this reduces the possible locations for data to
be hidden, it increases the robustness of the watermark.

Since the blocks are spatial subdivisions of the original
image, the watermark data is embedded in certain spatial
regions of the image. This can lead to weakness to cropping,
but we do not believe cropping is a likely attack in visualiza-
tions. We also do not believe heavy compression is a likely
attack, as this would destroy useful detail in the visualiza-
tion. However since saving visualizations as JPEG is com-
mon, resilience to light compression with default JPEG
encoding parameters is useful. Thus we take DCT-based
methods into consideration.

Most existing watermarking methods using DCT space
target grayscale images. For full-color visualizations, we
use the luminance channel for embedding. Individual color
channels may or may not contain enough information
depending on color map, shadow, background color, etc. to
guarantee that one channel will work for all visualizations.

3.5 Variety of Embedding Needs

The actual data that will be embedded is of special interest.
Payload size refers to the maximum number of watermark
data bits that can be embedded within an image. We require
methods that can effectively hide tens of bytes to multiple
kilobytes of payload to cover various use cases of visualiza-
tion meta information.

Using the nomenclature from Cox et al. [25], there are four
classifications of information hiding based on the message
itself. The first two are watermarking and non-watermarking
systems. These are defined as systems where the data is
related to the cover image and systems where the data is
unrelated to the cover image, respectively. The next two are
steganographic and non-steganographic systems. These are
defined as systems where the message’s existence is secret
and systems where the message’s existence does not need to
be secret.

For watermarking visualizations, we need a non-
steganographic watermarking system. The information is
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related to the cover image (provenance data) and it does
not need to be a secret that the watermark is present
(though it should be imperceptible).

3.5.1 Common Watermark Data Types

Many techniques focus on image-in-image watermarking
[28], [36], [50], [51]. These systems may be copyright-related,
where the watermark image is a logo of the authoring party.
Most methods use binary images, commonly for signatures
or simple logos, however some methods can embed full-
color watermark images as well [52], [53]. We can generalize
any watermark data type as an arbitrary bit sequence. In
theory this makes any image-in-image technique as viable
as other general methods.

However, there is a significant drawback with image-in-
image watermarking techniques. There is an implicit under-
standing that the extracted watermark is only qualitatively
assessed. That is, it is deemed acceptable that an extracted
image contains some errors, insertions, or deletions because
the human in the loop can still judge its visual similarity to
the intended watermark [29].

Since we are hiding provenance information, we require
bit-for-bit accuracy. Methods could use fingerprints [28] to
check if the image has a watermark or if it is altered. But
ultimately the method should have enough resiliency for
the bit sequence to arrive unaltered.

3.5.2 Quantity of Embedded Data

The maximum payload size of a cover image can depend on a
few factors. The first and most obvious is the size of the cover
image. For a w x h image with ¢ channels, the maximum pay-
load size for an image-space method could be calculated as
w x h x cassuming 1 bitis embedded per pixel per channel.

Transform-space methods may theoretically have the
same maximum payload size, but they are often used to
embed far fewer bits with a higher resiliency. Many trans-
form-space methods are image-adaptive; they restrict possible
locations to hide data based on the contents of the image.

If the use case in visualization is to store a full script or
program, an image-space method will be required. If a
higher resiliency is needed, it is likely that a transformation-
space method will be required at the cost of payload size.

3.5.3 Watermark Data Transformation

The watermark data may be transformed before embed-
ding. We briefly discuss two general classes of watermark
data transformation: those that transform the data signal
and error-correcting codes.

A common signal transformation is spread-spectrum cod-
ing [54]. This paradigm models the watermark data as a sig-
nal and spreads it over a wider frequency space [55]. One
method of spreading the watermark data is to multiply the
incoming watermark bit stream by a pseudorandom num-
ber stream in the embedder. The extractor then needs the
seed to regenerate the same pseudorandom number stream
to maintain synchronization. Spread spectrum coding lends
itself well to frequency modulation with the image, i.e.,
embedding within the Fourier domain. However, spread
spectrum methods often rely on knowing the original image
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and/or watermark so that the noise can be removed
through correlation [54].

Another simple method of transforming the watermark
data is using error-correction codes. These are useful in cor-
recting bitwise errors in the extracted watermark data. A
common method is Reed-Solomon (RS) coding [56]. In
short, RS coding in the embedder takes three parameters: s,
the symbol length in bits; k, the message length in number
of symbols; and n, the length of coded message in symbols.
This would support correcting up to “5* errors. The extrac-
tor needs s, k, and n to maintain synchronization.

Error coding may be useful for transformation-space
methods to acquire extra resiliency. However, if the extractor
is expecting an n-bit encoded message, a number of insertions
and deletions can destroy the error correcting capabilities as
the full message may not be read. Theoretic frameworks exist
for correcting multiple variable-length insertions and dele-
tions [57], [58], [59]. In this work, we directly embed unaltered
binary information into visualizations to test the applicability
and feasibility of watermarking visualizations.

3.6 Variety of Extractor Needs

Three classes of watermarking methods exist: non-blind,
semi-blind, and blind [27], [60]. These refer to how much
information is required by the extractor. Pieces of informa-
tion include I, the original cover image; W, the original
watermark data; I’, the stego-image, the image with an emb-
edded watermark; and W', the extracted watermark data.

3.6.1  Non-Blind and Semi-Blind Watermarking

Non-blind methods expect the most amount of information
during extraction. Primarily, they require /, from which the
extractor can subtract the cover image from the stego-image,
revealing W’[54]. Semi-blind methods require W during
extraction, but do not need I [29]. This is generally the case
where the watermark is the same, regardless of the image.
Non-blind and semi-blind methods are not viable for self-
describing visualizations, because visualizations could be
from any source, author, or publication. The data embedded
within each visualization is specific to that visualization.

3.6.2 Blind Watermarking

Fully blind methods do not have access to either I or W dur-
ing extraction [25]. Thus the extractor has no notion of what
the original image was or what the watermark could be.
Some known scheme must be used in the embedder to
choose locations, whether by random number generator or
by image masking. This scheme is key between embedder
and extractor synchronization.

Blind methods are prone to desynchronization as the
extractor can rely only on searching in the correct locations
to find embedded data. Error correction codes may be used
to mitigate errors in the bit stream, but can still be thwarted
by insertions and deletions. Thus, blind watermarking can
be lower resiliency than non-blind methods.

An interesting side effect of blind extraction is that some
data will always be returned, because there is no longer any
notion of validity of the data being extracted. Without error
coding, fingerprinting, or some other validation, the extrac-
tor must assume anything it processes is watermarked.
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Blind methods are the most appropriate for visualization
use, since they allow for the original source and author to
be decoupled from the visualization end product. That is,
there is no need to maintain a database of every original
image and/or every known script, executable, etc.

4 SELF-DESCRIBING VISUALIZATION
REQUIREMENTS

In this section we describe the requirements for watermark-
ing visualizations based upon the literature survey in
Section 3. We discuss the considerations for three important
facets of creating self-describing visualizations. These are
heavily dictated by the use case the visualization expert or
scientist is targeting.

4.1 Requirements for Watermarking Visualizations

With the wealth of research in DIW from the image process-
ing community, there is a large number of hyperparameters
to tune. Visualizations are very different from the typical pho-
tographs in watermarking literature. Here, we list require-
ments and assumptions for using watermarking algorithms
with visualizations, and choose four methods that fit these
requirements to demonstrate self-describing visualizations.

The first requirement is a fully blind watermarking algo-
rithm. This is because access to neither I nor W can be guaran-
teed. Suppose a figure in a journal publication is watermarked.
From the reader’s perspective, the original image may exist
elsewhere, but the paper only contains the altered image.

Second, we consider that for visualization, the most
important resilience is to compression. Cropping attacks are
less important because in many cases the full image is avail-
able. For example, in a publication prepared with LATEX,
the full image is stored in binary form within the PDF. We
consider geometric attacks less relevant, since visualizations
are created and stay within the digital domain.

Third, we require a method that can embed and extract
numerous bytes with bit-for-bit accuracy. This requires that
the embedder can successfully find multiple locations for
data hiding within the cover image and that the extractor
can correctly extract from these same locations. Insertions
and deletions due to desynchronization will cause cata-
strophic errors. We leave the option open for having flexible
payload size, which can range from authentication tokens
to full scripts. This requires the image to contain enough
viable locations for data. This is not a concern for image-
space methods, but certain transformation spaces make this
difficult depending on the visualization.

Finally, we require a method that can be applied to color
images. Many works in the literature demonstrate and eval-
uate a method using only grayscale images. Multiple chan-
nels do not present much issue with image-space methods
as there is a relaxed selection process. However methods
that use a transform space are already performing a floating
point operation with bit manipulation on selected pixels.
Using a colorspace conversion is a viable option, but the
watermark should survive this extra conversion process.

4.2 Datafor Embedding

The data to embed should contain information needed by
an external user to recreate the visualization. There is no
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inherent restriction on what type or format of data is used
for embedding. This notion is abstracted away by the fact
that the embedder is ultimately taking a bit stream W and
modifying pixels or regions of the image with these bits.

We can directly embed a script used to generate a visuali-
zation into the visualization itself. This could be a Python
script used for Vislt or ParaView, an executable VIK C++
program, a Tapestry [61] configuration file, etc. To accom-
modate a script, a watermarking method that can embed
>4 KB is preferred. If a level of secrecy or authentication is
desired, the watermark data can be an auth token, an
access-controlled database key, or similar. In this case, the
chosen method need only embed 16 bytes, for example.

The amount of authorship or documentation information
portrayed can be configured as well. An included script
may contain the author’s name, a link to where the data can
be accessed, and possibly any publications for citations.
This is ideal to match the reproducibility golden standard.

4.3 Types of Visualizations

Watermarking algorithms that use a transformation space
often have a method for selecting “good” regions in an
image for embedding data. The type of visualization has a
significant impact on this selection process.

For example, the Entropy Threshold method calculates
the entropy, or amount of information, within blocks in the
cosine transform space [38]. After dividing I into 8 x 8
blocks, each block B has 2D DCT applied to it. The entropy
E for a block B is

EB:ZBU?, Vi, jel,2,...,7. 1)

By is not considered in this calculation as it is the DC coeffi-
cient. Given a chosen threshold T, if Egz > T before and after
embedding data, B is considered a good block. This trans-
lates to each block in the image requiring enough high fre-
quency luminance information to surpass 7.

Entropy is quite different between natural photographs,
volume rendered data, and surface rendered data. For
example, Fig. 4a shows the “Mandrill” image, a standard
test image in the image processing community. It is very
common to see this image used as a benchmark for a water-
marking algorithm. It contains high frequency luminance
information spread spatially throughout the image, which
makes it a good candidate for transform-space methods.

In contrast, a volume rendered visualization of a CSAFE
heptane gas simulation is shown in Fig. 4b. There are very
few regions containing high frequency information. The color
map used for a visualization plays a significant role here.
Research shows that perceptually linear luminance in a color
map is preferable to avoid any nonexistent features from
being created by the color map itself [62], [63]. This means
that apart from edges where a volume render is composited
with background color, there is likely no region with high
luminance contrast.

Using the formula in Equation (1), the Mandrill has an
average entropy across all 8x8 blocks of Ey; = 44223.18, with
a minimum of 390.94 and maximum of 243657.36 In compari-
son, the heptane volume render has an average entropy of
just Ery = 3480.09, with a minimum of 0 and maximum of
272796.23.
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Fig. 4. (a) the “Mandrill” image, a common test image for watermarking
methods. There is high frequency information throughout, making it ideal
for methods like ET to hide data. (b) is a volume rendered visualization of
the CSAFE heptane gas simulation. There are very few regions of high
luminance frequency. Blocks containing a higher entropy than the ave-
rage Mandrill entropy are highlighted in blue. (c) and (d) are the same hep-
tane data rendered as an isosurface. Note that the surface has many
more high frequency luminance blocks, allowing more data to be hidden.

Although the heptane’s maximum is higher than the
Mandrill, overall entropy is skewed towards the minimum.
This is caused by the background, which as a flat color con-
tains only a DC frequency component, or 0 entropy. To
show the skew, Fig. 4b shows the heptane visualization
with block entropies > E); highlighted in blue. Note that
there are only a few blocks, all located around the edge.

Fig. 4c shows a surface render of the heptane data with
an isovalue of 64, with blocks that have entropies > E),
highlighted. The average entropy of this image is Fps =
9415.08, a minimum of 0 again, but a much higher maximum
of 378161.44. With specular lighting to boost high frequency
regions, there are more blocks that stand on par with the Man-
drill, but still not many blocks for embedding large amounts
of data. This makes pixel selection in transform space meth-
ods much more difficult, leading to hyperparameter tuning.

4.4 Available Choices for Watermarking Algorithm
When choosing a watermarking algorithm, the primary
trade-off is between payload size and the level of resilience.
Therefore, if a 64 KB script is to be embedded, resiliency
will be likely diminished. Similarly, strong resiliency will
mean that only a few bytes can be embedded.

For visualizations, the most important resiliency profile is
resistance to compression. On one hand, if it is known that a
visualization will or could be compressed, it is more feasible
to be embed a token with a transform-space method. On the
other hand, if it is known that a visualization will not be com-
pressed and would remain as a bitmap, then image space
algorithms with larger payload size could be used to store
full scripts or configurations.

5 VISUALIZATION WATERMARKING GUIDELINES

We started with an initial pool of 34 methods [18], [20], [24],
[28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [39], [40],
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TABLE 1
Sample Visualizations Selected from Our 86-Image Suite Used to Test the Chosen Algorithms

CSAFE heptane gas
combustion

magnetic
reconnection

SciDAC supernova CroV giant virus CM1 tornado sim

volumetric features
low opacity

surface features
ks =0

surface features
ks = 0.4

These images represent various types of visualizations with different features. The ET method is successful primarily with surfaces with k, = 0.4, which provides
a good range of frequencies for information hiding. The LSB and HS methods worked on all visualizations, as they have non-image-adaptive pixel selection pro-
cesses in image space. The PIC method was unsuccessful in extracting from any of the visualizations, as it suffered from insertions and deletions at the encoder.

[41], [42], [45], [46], [47], [48], [50], [51], [52], [53], [54], [64],
[65], [66], [67], [68], [69], [70], [71] from our survey of the liter-
ature. We narrowed the pool down based on criteria from
Section 4, eliminating non- and semi-blind methods, methods
not resilient to compression, methods without bit-for-bit
accuracy at the extractor, methods not extensible to color
images, methods which we were not able to reproduce based
on the description, and methods which either left noticeable
artifacts or had low payload size.

We were left with four methods useful for testing self-
describing visualizations: two image-space methods (LSB
and HS) and two transform-space methods (ET and PIC). We
have two main use cases: larger payload size for scripts and
smaller payload size for tokens. We tested with a number of
visualizations using different datasets, rendering styles, and
rendering parameters.

The two image-space methods are Chan and Cheng’s
Least Significant Bit Substitution with Optimal Pixel Adjust-
ment Process [70] (LSB) and Ni et al. Histogram Shifting [67]
(HS). These were chosen for their ability to imperceptibly
embed a large payload size in a visualization.

They both use a single color channel for embedding with
a minimal pixel selection process. For LSB, pixels are
selected from a given channel by a pseudorandom number
generator whose seed is a key for embedder-extractor syn-
chronization. For each pixel, the lowest k bits are replaced
with the next & bits of the message. We found 4 bits per pixel
to be a good trade-off between capacity and perceptibility.
For HS, pixels are selected from a given channel based on
histogram peaks and troughs. In this work we use the single
peak-trough pair implementation.

The transform-space methods are Solanki’s Entropy
Thresholding [46] (ET) and Li and Lee’s Pre-insertion Code
[28] (PIC). Both methods use DCT and were chosen to show-
case their potential resilience to JPEG compression. The ET
method was designed for grayscale images. We opted to use
the luminance (Y) channel for ET after converting to YCbCr

color space. An RGB color channel may not have enough
high frequency regions needed for data hiding. Using the
luminance channel gives access to the overall highlight and
shadow in the visualization, regardless of color.

PIC is an image-in-image watermarking technique, also
designed for grayscale images. We chose this method to test
whether an image watermark data can be generally replaced
with an arbitrary bit sequence. We attempted using the lumi-
nance channel for embedding, but found that the color space
conversion from YCbCr back to RGB would alter the payload,
so we used a color channel instead for embedding.

Table 1 shows a sample of the set of images used for test-
ing, showcasing the difference in datasets, visualization
type, and rendering parameters that were modulated. We
tested volume, isosurface, molecular dynamics, and stream-
line visualizations. All surface-based renders were per-
formed 10 times, using a different specular component
ks €10,1) in steps of 0.1. Specular components k, € [0.1,
0.3] U [0.5, 0.9] were omitted from Table 1 for space.

The datasets used in the image suite in Table 1 were cho-
sen to be representative of common scientific visualization
use cases. In these varying cases, it is important for scientists
to retain accurate information and documentation about the
visualizations. Examples of such crucial information include
the specific transfer function used to highlight features in vol-
ume rendering a simulation time step (heptane, magnetic,
and supernova); simulation state information, which may be
stochastic in nature in e.g., a molecular dynamics simulation
(CroV virus); and seeding information for streamlines and
pathlines in turbulent flow simulations (tornado). These data
are important not just for reproducibility of the visualization
itself, but also for the entire scientific workflow in its related
domain. These data may range from a few bytes, e.g., for stor-
ing isovalues, to kilobytes, e.g., for storing a script that gener-
ates streamlines from turbulent flow data.

Based on our evaluation, visualizations are a difficult tar-
get for information embedding. A single method is unable to
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LSB

PIC

HS

ET

Payload size

Degree of compression ——————————>»

Fig. 5. The 2-dimensional payload size versus resilience space, illustrated
with resilience to degree of compression. Payload size ranges from
tokens and keys to full scripts. Degree of compression ranges from bitmap
to JPEG quality 95. The theoretic zones for the chosen algorithms are
shown here, drawn based on our testing and the original description of the
algorithm. The “best of both worlds” area in the top right is difficult to
obtain due to the trade-off in resiliency and payload size.

cover all use cases, but with informed choices, information
can be reliably embedded. Some visualizations have a much
higher capacity than others. Simple and practical design
changes can be used to increase a visualization’s capacity for
payload. We have created a set of guidelines for background
color and reduction of high-transparency features.

5.1 Classification by Payload Size versus
Resilience

Maximizing payload size and maximizing resilience are our
primary performance metrics. The four algorithms reside in
different regions of the 2D payload-resilience space, as
shown in Fig. 5.

Test Framework. To analyze the algorithms in the 2D
space, we devised a testing framework to measure algo-
rithm success rates, i.e., whether an algorithm can repeat-
ably embed and extract payload data of a given size with a
given compression level. Given an image from the test pool,
we embedded and extracted 10 times with randomized pay-
load data. If the extracted payload was identical to the data
originally embedded, the attempt was successful.

Since the image-space methods have a relaxed pixel selec-
tion process, we could test with any image from our test pool.
These methods tended to succeed at all 10 attempts, or fail at
all 10. The PIC method also has a relaxed selection process.
Every block in the image is used. The specific coefficients
used per block could be customized. However, this method
suffered from insertions and deletions at the encoder, and
was unable to extract the payload correctly from any image.
Although the ET method had a more stringent entropy-based
selection process, the algorithm has a stochastic nature
explained below. To accommodate this characteristic, an
algorithm was considered successful if it correctly extracted
the payload at least 8 out of 10 attempts.

Robust Embedding with ET Method. Embedding with the
ET method has a stochastic nature due to the algorithm’s
query for blocks that remain above the chosen entropy
threshold 7". Suppose a binary subsequence b of the payload
is taken. A DCT block from the image may have entropy
E>T. Once b is embedded, the block’s entropy is
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recalculated as £j. Ej, may or may not remain > T if it is,
the extractor should read it, otherwise the extractor will
ignore it. However if £, > T after embedding but is altered
during compression and drops below 7', it may still be
ignored by the extractor. This effect is entirely dependent
on b, whose elements are hard to predict.

Hyperparameter Tuning with ET Method. An additional
consideration for the ET method was the hyperparameters
used when embedding and extracting: the quality level @
for compression resilience, the entropy threshold 7 for can-
didate blocks, and the number of bits B to embed per block.
The exact value to use for a (@, 7, B) tuple depends on the
image contents. If there is too little high frequency informa-
tion, no value for (@, T, B) can be successful.

We tested quality level Q) = 95, in particular because most
JPEG encoder implementations expose only the quality fac-
tor knob to the user, and most default the quality to 95. We
also do not expect visualizations to be compressed beyond
quality 90, as this would cause compression artifacts in the
visualization. We tested with 7' = [10000,250000] in incre-
ments of 10000, B = [1,63], and payload sizes: 16, 32, 128,
and 1024 bytes.

We used the heptane isosurface, CroV giant virus pseudo-
atomic model, and CM1 tornado streamlines visualizations
shown in Table 1. We ran preliminary tests to find optimal
specular lighting conditions for the ET method. We found
that a specular component k, = 0.4 had the most success. This
amount of specular lighting provided enough contrast in
highlights and shadows across the surface for information
hiding. The heptane surface with 40 percent specular lighting
is shown in Fig. 4d. We also found that embedding with the
JPEG 75 quantize matrix [22] improves reliability to counter-
act blocks that are less reliable for data embedding. For each
test, the image was saved as JPEG quality 95 before extraction.

Fig. 6 shows success rates for extracting from the three
visualizations with a payload size of 16 bytes. 32 byte pay-
loads were less successful, and 128 and 1024 byte payloads
failed nearly every time, due to insufficient eligible blocks
for embedding. We note 16 bytes should be enough for the
target use case of embedding authentication tokens or data-
base keys.

Each visualization type has different success rates under
different parameters. These success patterns heavily depend
on the contents of the image, and would change if viewpoint
and lighting conditions change. The giant virus visualization
tended to work for higher bits per block values. This means
that only the first blocks with entropy >7 were reliable for
data embedding. Another possibility is that blocks containing
a black carbon atom suffered from integer underflow during
embedding, leading to white pixels. We discuss this phenom-
enon in more detail in Section 5.3.1.

Despite varying success patterns, there is a small com-
mon ground in mid-range values for 7" and B in our test
images. We chose T' = 140000 and B = 40 as the heuristic
for all subsequent uses of the ET method.

Payload-Resilience Space Classification. Table 2 shows the
success rate of the four algorithms together. For the ET
method, we used the parameters discussed above. These
algorithms were able to repeatably extract bit-for-bit the pay-
load that was embedded within them at their respective posi-
tions in the payload-resiliency space. Note that PIC was
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Success rate embedding 16 bytes at Q =95

Giant virus

10000
50000

100000
150000
200000

Entropy threshold T

250000

1 10 20

30

Tornado

# successful extractions

40 50 63

Bits embedded per block B

Fig. 6. Entropy Threshold method parameter search, showing successful embedding and extracting on the CroV giant virus pseudo-atomic model,
heptane gas simulation surface, and CM1 tornado streamlines visualizations embedded with @ = 75 and saved with @ = 95. Each row in the tables
represents an entropy threshold and each column represents a number of bits per block for embedding. Elements are colored by the number of suc-
cessful extractions out of 10 iterations. Each visualization type exhibits quite different behavior in terms of successful parameters. From these results,
we chose to use 7' = 140000 and B = 40 for embedding data with this method.

unable to successfully extract data as it suffered from inser-
tions and deletions at the encoder.

The trade-off between payload size and resiliency can be
clearly seen in Table 2. We recommend LSB if a full script is
to be embedded, at the cost of resiliency. Any self-describing
visualization using LSB must remain either a bitmap or PNG
for the payload to survive. When using LSB, we recommend
using k = 4 bits per pixel for payload density. This allows a
maximum of 128 KB of embedded information in a 512 x 512
image, while introducing a maximum per-pixel brightness
increase of 2¢ = 16 in the chosen color channel. This presents
a good trade-off between data capacity and perceptibility. In
our testing, higher values for k began to visibly show color
noise (e.g., Fig. 2a uses k = 6). Embedding within the blue
color channel is preferable due to the human visual system’s
weakness in detecting brightness changes in blue [72]. When
embedding auth tokens or keys, we recommend the ET
method, with the benefit of resilience to JPEG compression.
We recommend using the 7' = 140000 and B = 40 values
found above in our parameter search.

Narrowing Down Methods. PIC was unable to successfully
extract data from images as it suffered from insertions and
deletions at the encoder. We additionally tested with RS-
coding to combat this, but the number of bits added to the
extracted message or deleted from the embedded message
defeated the encoding scheme. We did not test further with
PIC. HS did successfully embed and extract information
from various visualizations. However, HS has limited

TABLE 2
Suggested Algorithms for a Desired Payload Size and Degree of
Compression, Based on Our Testing Framework

Compression
BMP PNG JPEG
Q=95
64K LSB LSB -
. 8K LSB LSB -
Payload size 1K LSB LSB -
(bytes) 128 LSB,HS LSB, HS -

32 LSB, HS, ET
16 LSB, HS, ET

LSB, HS, ET ET
LSB, HS, ET ET

These algorithms can extract payload from watermarked visualizations with
bit-for-bit accuracy. There is a clear trade-off between payload size and resil-
iency. ET should be used for resiliency to JPEG, at the cost of payload size. On
the other hand, LSB should be used when embedding full scripts or documenta-
tion, but requires the image stay in BMP or PNG format only.

usefulness as it is surpassed by both LSB and ET in both
axes of the two-dimensional space, as shown in Table 2.

5.2 Algorithmic Performance Benchmarks

We tested the ET and LSB methods for computing effi-
ciency. We measured the average time to embed and extract
over 10 iterations with varying payload sizes and image res-
olutions. The payload sizes tested were 16, 32, 64, and 128
bytes. LSB was also tested with 256, 512, and 1024 bytes.
Test image resolutions were 5122, 10242, and 2048>.

We tested ET with JPEG @ =95, entropy threshold
T = 140000, and B = 40 bits per block. These values were
determined based on the parameter space search performed
above to perform well on multiple images. The LSB method
was tested using the red color channel and %k = 4 bits per
pixel. The exact choice of color channel has no performance
impact; in this case we choose red for visibility during test-
ing. Using k = 4 bits per pixel provides a good trade-off
between capacity and perceptibility, but does not affect per-
formance as we are embedding the same number of bits
regardless of k. All tests were performed on a single
threaded process on a machine with 2x Intel Xeon E5-2650
v4 CPU and 128 GB of memory.

Fig. 7 shows the averaged embedding times for each
method, payload size, and image resolution on the top, and
corresponding extraction times on the bottom. The average
time to embed and extract is negligibly affected by the pay-
load size for both methods. This means that the underlying
data hiding mechanism is not a computing bottleneck for
self-describing visualizations.

Instead, image resolution plays a much larger role in per-
formance. Both methods performed 3-4x slower when reso-
lution was doubled. For the LSB method this is due to
larger matrices to isolate and merge after embedding. For
the ET method, there are many more 8 x 8 blocks to trans-
form and compare. Blocks with entropy >7" may be fewer
in number and/or scattered throughout the image. This
leads to longer linear scans through the image. Hence, the
main consideration for self-describing visualizations is the
resolution, as it increases time to find data hiding regions.

5.3 Visualization Design Guidelines

We propose some guidelines for visualizations to be water-
marked. These guidelines apply mainly for the ET method,
as it performs a more complex pixel selection process. In
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Fig. 7. Time to embed (top) and extract (bottom) with LSB and ET meth-
ods for varying payload sizes and image resolutions. Payload size has a
negligible effect on performance. Instead, resolution plays a much larger
role. Both methods perform 4x slower as image size doubles.

contrast, the LSB method is not image adaptive and thus is
subject to fewer restrictions.

5.3.1  Minimizing Background and Black Pixels

Background-only regions of a visualization should be mini-
mized. Visualizations should use dark gray colors (e.g.,
#080808) over pure black (#000000) whenever possible.

Coefficients in DCT space describe frequency informa-
tion. Regions filled with a flat color contain only a DC coeffi-
cient. These regions have 0 entropy due to zero-value AC
coefficients and are unsuitable for embedding.

Regions around the outer edge of a feature may have
blocks containing feature and background. Luminance dif-
ferences are often large enough at these edges that these
regions are chosen for embedding. Embedded data may
then cause visible artifacts in the flat background region, as
shown in Fig. 8. Minimizing background-only regions
increases the available textured regions for embedding data.

Fig. 8. A surface render of the heptane gas dataset watermarked with
the ET method. Highlighted regions contain flat background which dis-
plays compression-like artifacts from the embedding process.
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Fig. 9. A visualization with a black background watermarked by the ET
method. Black regions may have underflow problems when the image is
brought back to RGB space after data embedding, leading to noise.

In the special case of pure black, all frequency components
are 0, including the DC component. In our extensive testing,
we found this can lead to unsigned integer underflow noise
when inverse transforming. The effect of this is that some pix-
els turn from black to white, as shown in the boundary regions
of Fig. 9. Automatic color space compression may help with
this. That is, compressing the full color range into a slightly
smaller range, starting above black to remove all black pixels.
However shadows on a surface may not be fully black and
would not benefit from color space compression. The color-
map used for surfaces and volumes may be misrepreseted
after color space compression. In general, only the background
should be regarded for fully black pixels to avoid altering the
visualization. These stipulations do not apply to LSB, however,
as it does not perform any image adaptive checks on the image.

5.3.2 Rendering Style

To increase entropy, volume rendered visualizations should
have as high opacity for a feature as possible, or use surface
rendering.

Volume renders with high transparency regions contain
large expanses of low frequency luminance information.
This is not suitable for watermarking with the ET method.
Highly opaque volume features with lighting and shadow
will contain higher luminance frequency. Surfaces with
specular shading and ambient occlusion contain a better
distribution of higher frequencies for hiding data.

For example, Fig. 10 shows the magnetic dataset ren-
dered as a volume and surface with specular component
ks = 0.5. Using Equation (1) to calculate entropy on blocks
of the images, the average non-zero entropy for the volume
render is 5127.71, while it is 45913.47 for the surface render.
This means there are many more candidate regions in the
surface visualization.

Almost no highly transparent volume visualizations we
tested worked well with the ET method. Often, only a single
edge along a feature would have adequate frequency infor-
mation for embedding. The LSB method had no issues with
volume visualizations with its non-image-adaptive pixel
selection process.

6 SAMPLE IMPLEMENTATIONS

Embedding information in visualizations works directly
on framebuffer content from the renderer. This makes
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(a)

Fig. 10. A surface and volume render of the magnetic reconnection data.
The surface contains much more high frequency luminance information
due to specular lighting and ambient occlusion. This allows transform-
space methods to work more effectively.

integration of embedding very straightforward regardless of
the method used for embedder and extractor. As shown in
Section 5.2, embedding and extraction times are 100-200 ms
for the LSB and ET methods at 512 resolution. This makes
visualization embedding appropriate for low to medium
interactivity applications, but not ones requiring real-time
performance.

In this section we discuss two sample implementations of
self-describing visualizations. The first shows that embed-
ding may be done as part of the render process. Watermark-
ing at creation time provides a larger context for the
visualization when viewed. The second shows how self-
describing visualizations can be used to enhance documents.
In both cases, the specific watermarking method used is flexi-
ble as it is a choice made at the application level.

6.1 Embedding in Rendering Pipeline

In this sample implementation, we show how a watermark
can be embedded as a post-processing step in the rendering
process. We used the OSPRay rendering engine [73] to gener-
ate images on the fly. We used LSB to embed 1,024 bytes
of data in images. The LSB method can embed 1,024 bytes in
140 ms based on our testing. We found that OSPRay could

(a) (b)

Fig. 11. Watermarking can be performed at render time as a post-
process filter. (a) screenshot shows a demo page with an OSPRay-
rendered visualization of a tornado dataset using a web-based rendering
service. Embedded data can be extracted as the image updates, as
shown in (b).
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Fig. 12. This document as viewed in a sample web-based PDF reader. In
(a), the yellow border indicates an image containing a valid watermark
registered with the database. Clicking on any of the highlighted images
in the paper shows an overlay containing the information from the data-
base, (b). This enables immediate dissemination of visualizations in sci-
entific papers.

render the tornado dataset at 512* resolution in 5-15 ms
depending on viewpoint. This results in self-describing visu-
alizations returning in under 150 ms.

OSPRay renders can also be made available via web serv-
ices, such as Tapestry [61]. Thus self-describing visualizations
are easily made available to the public for dissemination.
Fig. 11 shows our sample implementation of post-process
embedding. The embedded data contains author, contact,
and dataset information along with rendering parameters,
formatted as key-value pairs, shown in Fig. 11b. These key-
value pairs form a JSON configuration format that can be
used to regenerate a visualization in Tapestry.

6.2 Auto-Extractor in PDFs for Self-Describing
Visualizations
In this sample we show how extracting the watermark data
can be used to enhance the visualization within the context of
a publication. There are a wealth of tools supporting the anal-
ysis of PDF files, such as PDF.js [74] for web-based viewing,
and PDFMiner [75] for scripted analysis. Using these two
libraries, we created a simple PDF web viewer. Users can
upload a PDF to the web viewer. The PDF file is sent to a
server which parses images from the document and attempts
to extract watermarks.

To verify that the blind extractor retrieved valid data, the
server performs a Redis [76] database query with the data
as a key. If the key is valid, the data is returned. The PDF is
rendered in the web browser with watermarked images
given a yellow border. These images can be clicked on to
show the associated data.

Fig. 12 shows two screenshots of the application in use on
this document, which contains some watermarked images.
We used 16-byte identifiers as keys to the database, embed-
ded using the ET method with the hyperparameters found
in our parameter search.

This application showcases how on-the-fly watermark
extraction can add contextual information to visualizations
in scientific publications. While reading, the audience can
immediately verify the authenticity of a visualization based
on the data returned, as well as understand how the visuali-
zation was created.

7 DiIScCuSSION

Parameter Tuning. We present the above as generalized
guidelines and sample implementations of self-describing
visualizations. There are many parameters to tune as
part of the optimization process. While a full, exhaustive
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delineation of optimal configuration is out of the scope of
this paper, herein we note that parameter choices in this
work are empirical based on experiments and evaluation, as
opposed to being driven by heuristics.

Error-Correcting Codes (ECC). It’s likely to consider ECC
as a topic related to watermarking. We note, however, that
the overlap between these two areas is insignificant. Using
the well-known ECC algorithm Reed-Solomon ECC as a ref-
erence, the primary use case is to defend against erasures,
when there is a guaranteed length of data bits (i.e., data stor-
age) [56]. In contrast, the main attacks we face in this work,
because of our need for blind embedders and extractors to
make visualizations self-describing, are instead insertions
and deletions. These motivating needs and design con-
straints have little overlap.

In addition, we conducted a preliminary experiment
using the RS(255, 223) coding scheme from [56]. Specifically,
we RS-encoded provenance information before embedding
it via watermarking. The results were worse than without
using RS encoding. We do not know of the reasons conclu-
sively. We suspect it has to do with insertions and deletions
introduced in the extracted data caused by compression.
We also note that RS(255,223) encoding introduces a reduc-
tion in effective payload size, as 32 of every 255 bits of avail-
able capacity is used for parity bits. We would like to
investigate further in future work.

Data Documentation. Identifying datasets is a crucial ele-
ment of self-describing visualization. While we used data
path as identifier in this work, we believe the best solution
to allow widespread adoption of self-describing datasets is
usage of the existing Digital Object Identifier (DOI) system
for tracking datasets. This would allow a scientist to simply
embed an ID as the dataset identifier, which can then be ref-
erenced publicly by any audience member. This would
facilitate publicly available datasets and provide a method
for tracking visualizations in various scientific domains.

8 CONCLUSION

In this work, we showed that digital image watermarking
techniques can be used to embed provenance information
into scientific visualizations. We classified 34 watermarking
algorithms from the literature based on requirements in visu-
alization and recommend two useful techniques for creating
self-describing visualizations—ET and LSB with Optimal Pixel
Adjustment Process. These methods target use cases in visu-
alizations ranging from embedding tokens to full scripts and
configurations. We also developed a set of guidelines for opti-
mizing payload capacity of visualizations based on our analy-
sis of each embedding method’s performance.

We demonstrated how self-describing visualizations can
be used with two sample application implementations. Water-
mark embedding can be used as a post-process filter in the
rendering pipelines, and can be extracted on the fly from
PDFs containing self-describing visualizations. We believe
self-describing visualizations can be easily integrated and
used in conjunction with existing provenance systems, such
as ParaView’s lookmarks or VisIt’s session files, and VisTrails.

For future work, we are also interested in extending our
classifications and recommendations beyond images to vid-
eos. Provenance information could be embedded on a per-
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frame basis, or as part of the keyframe in video encoding
schemes like MP4. We would also like to extend our work
to information visualization, which exhibits vastly different
characteristics to scientific visualizations.
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