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Abstract—For magnetic resonance imaging (MRI), recently
proposed ‘“‘plug-and-play” (PnP) image recovery algorithms have
shown remarkable performance. These PnP algorithms are sim-
ilar to traditional iterative algorithms like FISTA, ADMM, or
primal-dual splitting (PDS), but differ in that the proximal up-
date is replaced by a call to an application-specific image denoiser,
such as BM3D or DnCNN. The fixed-points of PnP algorithms
depend upon an algorithmic stepsize parameter, however, which
must be tuned for optimal performance. In this work, we propose
a fast and robust auto-tuning PnP-PDS algorithm that exploits
knowledge of the measurement-noise variance that is available
from a pre-scan in MRI. Experimental results show that our
algorithm converges very close to genie-tuned performance, and
does so significantly faster than existing autotuning approaches.

Index Terms—Plug-and-play algorithms, primal-dual splitting,
autotuning, magnetic resonance imaging, Morozov’s discrepancy
principle

I. INTRODUCTION

We consider parallel magnetic resonance imaging (MRI)
with C' > 1 coils, where the k-space (i.e., Fourier) measure-
ments from the ith coil, y, € CM, can be expressed as

Y, 131751
Yo 131752

x + w. (D)

Yo PFS¢
N~
Yy A

In (1), z € CY is the (vectorized) N-pixel image, S; € CNV*¥N
is a diagonal matrix containing the sensitivity map for the
i coil, F € CV*N is the discrete Fourier transform, P €
RMXN i a subsampling matrix with M < N, w € C°M
contains measurement noise of variance o2, and A € CEM*N
is the forward operator. Our goal is to recover the image x
from measurements y assuming knowledge of A.
Often, image recovery is accomplished by posing and then
solving an optimization problem of the form
z = argmin {{(Az;y) + \p(x)}, )
zeCN
where £(-;y) is a loss term, ¢(-) is a regularization term, and
A > 0 is a tuning parameter. Many algorithms have been
developed to solve (2) in the case that both ¢(-;y) and ¢(-)
are convex, including the alternating direction method of mul-
tipliers (ADMM) [1], the fast iterative shrinkage-thresholding
algorithm (FISTA) [2], and primal-dual splitting (PDS) [3]. All
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three of these algorithms alternate a loss-reducing operation
with a so-called “proximal” operation of the form

prox, 4(s) £ argmin {X(x) + 5z —sl3}, 3

where s and v > 0 are algorithm- and iteration-dependent.

Because (3) can be interpreted as maximum a posteriori
denoising of s under the prior pdf p(z) o< e *¢®) it has
been proposed [4], [5], [6] to replace (3) with a call to
a sophisticated application-specific denoiser like BM3D [7]
or DnCNN [8]. In many applications, including MRI [9],
these “plug-and-play” (PnP) image recovery methods methods
tend to provide much cleaner recoveries than the traditional
optimization approach (2).

For MRI image recovery, PnP shows similar performance
to end-to-end deep neural networks (DNNs) like [10], [11] but
offers several advantages [9]. For example, end-to-end DNNs
often require a huge corpus of fully sampled k-space data for
training, whereas DNN denoisers can be trained using patches
from a few images. Also, the training of end-to-end DNNss is
typically dependent on some choice of the forward operator A,
which can cause performance degradation when the network
is applied to recover images measured under a different A.
In PnP, the denoiser training does not depend on A and thus
there can be no such mismatch error.

In this work, we focus on the PnP-PDS algorithm [5], which
alternates the following two steps:

z, = fzi-1 — A ve_1) (4a)
Vi, = Prox., o (Vr—1 + 12 AQ2T) — T 1)), (4b)

where f : CN — CV is the denoiser, y; and o are positive
stepsizes, and prox, ,.(s) = s — 72 proxh_lé('ygls), where
£*(-;y) denotes the convex conjugate of (-; y). The stepsizes
are chosen such that they satisfy v;v2 < 1/||A||2. We focus on
PnP-PDS since it has advantages over both PnP-FISTA [6] and
PnP-ADMM [4]: it yields a first-order algorithm for typical
choices of ¢(-;y) and does not upper-bound the stepsize ;.

In the common case of quadratic loss ¢(z;y) = 3|z —y||3,
the PnP-PDS algorithm (4) becomes

x = flzr—1 — A vp_y) (52)

v = ﬁvk,l + 5, (AQ2zy, — @p—1) — y). (5b)

Rather than solving an optimization problem of the form (2),
the PnP-PDS algorithm (5) seeks the solution Z to the fixed-
point equation

z=f(@-mA"(Az —y)). (6)
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Fig. 1. Asymptotic rSNR of quadratic-loss PnP-PDS (5) versus stepsize 1.

or, equivalently, the solution to a consensus equilibrium prob-
lem [12].

Equation (6) shows that the PnP-PDS fixed point Z depends
on the choice of the stepsize 7; (but not ;). Thus, v; must
be tuned for best recovery performance. This is illustrated
in Fig.2 1, which plots asymptotic recovery SNR (rSNR)
= 0 ﬂfk”g versus <y; for a typical image recovery experiment.
Furthermore, the optimal value of ~; is dependent on the
forward operator A, the noise variance 02, and the image
x. This makes it difficult to tune ~; in practice, when x is
unknown.

In this paper, we propose an autotuning variant of PnP-
PDS that shows fast convergence and robustness to parameter
initializations. Our method leverages the fact that, in MRI, it is
easy to measure the noise variance o2 using a pre-scan. Before
describing our method, we briefly review existing approaches
to autotuned PnP.

II. EXISTING WORK
In the optimization problem (2), it can be difficult to choose
the optimal regularization weight A\. When ¢(+; y) and ¢(x) are
both convex, (2) can be equivalently recast [13] as

Z = argmin ¢(x)
xeCN

subject to  {(Az;y) < pu, 7

for some A-dependent parameter p > 0. The formulation (7)
may be preferable to (2) in that x may be easier to choose
than A. For example, with quadratic loss {(z;y) = 3|z —
y||2 and o2-variance additive noise w, the value of £(z;y)
at the optimal setting z = Ax concentrates at CMo?/2 (as
CM grows large, by the law of large numbers), motivating
the choice of

e~ CMa?/2 (8)

in (7) when the noise variance o2 is known. This idea has been
routinely applied for image recovery (see, e.g., [14], [15]) and
is sometimes referred to as Morozov’s discrepancy principle
[16].

Although the above formulation pertains to the optimization
approach to image recovery, similar ideas have appeared in the
PnP literature, as we now describe.

A. PDS-ATO

Inspired by Morozov’s discrepancy principle (7)-(8), Ono
[5] proposed PnP-PDS (4) with an indicator loss of the form

P e
’ oo otherwise,

&)

where 3 ~ 1 is a user-adjustable parameter (we fix 8 = 0.95
in all of our experiments). This yields the iteration

xy, = fzp_1 — 1A v y) (10a)
{ Yo/ BC Mo }
v =max< 0,1 —
lvp—1 + 72 AQxr — Tr—1) — Y2y||2
(Vp—1 + 72 AQ2x, — Tp—1) — 12y), (10b)

where it is typical to choose v = 1/(71]|Al3) for stability.
We will refer to (10) as the AutoTune-Ono (ATO) approach
to PDS, i.e., PDS-ATO. It should be emphasized that, in (10),
the stepsize parameters 71, 72 affect convergence speed but not
the fixed points. As we will see, (10) has good fixed points but
somewhat slow convergence speed, regardless of the choice of

or

B. PDS-ATM

In the fixed-point expression (6) for quadratic-loss PnP-
PDS, it can be seen that ~; magnifies the residual
measurement-error y — AZ. Thus, a larger value of ; should
correspond to a smaller value of ||y — AZ|3, and vice
versa. This observation suggests that Morozov’s discrepancy
principle can somehow be used to adapt y; at each iteration in
quadratic-loss PnP-PDS. For example, if ||y — AZ||3 is larger
than the target value at a given iteration, then 7; could be
increased. A first incarnation of this approach was proposed
by Liu et al. in [17]:

xp = f(@e-1 — 1A V1) (11a)
Uk = 1+’Y;k—1vk_1 + 112::1—1 (A(ka - mk_l) - y)
(11b)
— Ax;||?
Y1k = ’Yl,k—li“yﬁCMU];HQ (I1c)
1
(11d)

Yok = a2
kA2

We will refer to (11) as PDS-ATM. Note that the multiplicative
update step (11c) causes 7y; to be increased when ﬁ”y —
Azi||* > Bo? and decreased when 57|y — Azy||? < Bo?,
with the goal of driving 1 to a value for which ﬁ”y —
Az|? = Bo2.

C. PDS-ATM1

To help promote stability, the authors of [17] made some
modifications to (11) for practical implementation. They are
summarized in Alg. 1, which we shall refer to as PDS-ATMI1.
In Alg. 1, the stepsizes 7, and 7o are updated only once
every 5 iterations, starting from iteration £ = 20. Although
these modifications enhance the stability of PDS-ATMI1, they
slow down its convergence, as seen in Fig. 2. And even with
these modifications, we find that Alg. 1 fails to converge when
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Algorithm 1 The PDS-ATM1 algorithm [17]

Algorithm 2 The PDS-ATM?2 algorithm (proposed)

Require: v; > 0,29 € CV, vy € CV,3 € (0,1]
Lyi0=m

Z 72,0 = 71,0l Al3
3: for k=1,2,3,... do

4: zp = f(@p-1 — 1A 04 1)
1
5: Vk = T, Vk—1 1 1zif§k11(A(2wk—$k71)—y)
6: if £ > 19 and mod(k,5) == 0 then
A
7 Yk = V1,k— 17“%01\/?;2”2
8: ¥ —
’ 2k = S LIIATZ

9: else
10: Y1,k = V1,k—1
11 Y2,k = V2,k-1
12: end if
13: end for
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Fig. 2. rSNR versus iteration for PDS-ATM1 under several initial .

the initial ; is too large. These shortcoming motivate our
approach to autotuned PnP-PDS, which is detailed in the next
section.

III. PROPOSED ALGORITHM: PDS-ATM2

The proposed method, summarized in Alg. 2, is called
PDS-ATM2. It builds on the multiplicative-update idea from
PDS-ATM (11) but adds two key refinements: damping and
restarting. These two refinements help PDS-ATM?2 to converge
quickly and maintain robustness to the choice of initial ;. A
detailed explanation of PDS-ATM?2 follows.

Because PDS-ATM2 builds on PDS-ATM, lines 5-6 of
Alg. 2 are identical to (11a) and (11b), respectively. These
two lines mirror the main update steps of quadratic-loss PnP-
PDS, (5a) and (5b).

Skipping ahead, line 20 of Alg. 2 performs the (damped)
multiplicative update of ~;. If the damping parameter o was
=1, there would be no damping, and the PDS-ATM2 update
of ;1 in line 20 would be identical to the PDS-ATM update
of 77 in (11¢). But when « € (0,1), line 20 slows the update
of ;. Importantly, the form of line 20 ensures that the fixed-
point value of 7, is unaffected by the choice of a € (0,1].
PDS-ATM?2 then updates the value of v in line 22 of Alg. 2
in the same way that PDS-ATM updates it in (11d).

Require: v; > 0,25 € CV, vy € CV, 3 € (0,1],a € (0,1]
1: restart-now = FALSE, restart-allowed = TRUE

= Y0llAl3

4: for k=1,2 3, . do

5 wk—f(wlk1—71k 1A v, )
e YT
7. if |ly — AmkHQ > |ly — Azj_1||3 then
8

9

restart-now = TRUE

: else
10: restart-now = FALSE
11: end if
122 if ||y — Azi||3 < BCMo? then
13: restart-allowed = FALSE
14: elseif ||y — Az |3 > 1.13CMoc? then
15: restart—-allowed = TRUE
16: end if
17: if restart-allowed and restart-now then
18: Y1,k = 71,0
19: else
20: Vik = QY1 k— 1”%CA+’°H2+(1—O&)’Y11¢1
21: end if
22 T2,k = Wl,kﬁAHg
23: if £ > 2 and Y1,k == V1,k—1 == V1,k—2 then
24: 71,0 = 10710
25: end if
26: end for

As visible from lines 7-11 of Alg. 2, the restart-now flag
is raised when the residual measurement error ||y — Axy |3
increases from one iteration to the next. This is because
residual error is expected to start large and decrease over the
iterations; an increasing residual error is a sign that the value of
~1 has become misadjusted and should be reset, as in line 18.

But there is an exception: we want the residual measurement
error ||y — Ax||3 to increase when it lies below the target
value of BCMo?. When this situation is detected, in line 12,
the restart-allowed flag is set to FALSE. If the residual
measurement error grows sufficiently above the target value,
asin line 14, the restart-allowed flag is restored to TRUE.

Finally, a very small ~; (re)initialization could cause the
algorithm to continually restart. This issue is circumvented by
lines 23-25 of Alg. 2, which increase the value of v .

IV. NUMERICAL EXPERIMENTS

We evaluated our method using 10 mid-slice, non-fat-
suppressed, 128 x 128, test images from the single-coil
fastMRI knee image database [11]. To construct the multi-
coil measurements y, we simulated 4 receive coils using the
Biot-Savart law and performed k-space subsampling using a
fixed Cartesian mask with acceleration 4 (i.e. % = 4). White
Gaussian noise was then added to obtain images with average
signal-to-noise ratio (SNR) in {15, 17,20, 23} dB.

The proposed PDS-ATM2 algorithm was compared to PDS-
ATM1, PDS-ATO, the U-Net from [11], and genie-tuned PnP-
PDS. By “genie-tuned PnP-PDS,” we mean PnP-PDS with the
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Fig. 3. rSNR versus iteration for PDS-ATM1 and PDS-ATM2 under various choices of initial 1.
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Fig. 4. rSNR versus iteration for several PnP algorithms

rSNR-maximizing value of v; (found by grid-search). Genie-
tuned PnP-PDS is not a practical algorithm, but an upper
bound on what one could expect from optimally autotuned
version of PnP-PDS.

All image reconstruction methods used an A constructed
with sensitivity maps S; estimated from y using ES-
PIRIT [18]. For the denoiser, a modified DnCNN was trained
on MRI knee images that were different from the test images;
see [9] for details. The U-Net was trained separately at each
noise level using the same set of training images used for
the denoiser. All autotuned-PnP methods used 8 = 0.95, and
PDS-ATM?2 used the damping value o = 0.2.

Figure 3 shows rSNR versus iteration for PDS-ATM1 and
PDS-ATM2 for several choices of initial v;. From the figure,
we see that PDS-ATM2 converges much faster and smoother
than PDS-ATM1 for all choices of initial ;. For this reason,
we consider only PDS-ATM?2 in the sequel.

Figure 4 shows rSNR versus iteration for PDS-ATM?2, PDS-
ATO, and genie-tuned PDS. There we see that PDS-ATM?2
converges as fast as genie-tuned PDS (i.e., < 30 iterations)
and significantly faster than PDS-ATO.

Figure 5 shows rSNR versus (initial) 7; for PDS-ATM2,
PDS-ATO, and PDS. It shows that standard PnP-PDS is very
sensitive to the value of 7, while PDS-ATO and PDS-ATM2
are not, as a consequence of autotuning.

Table I shows the asymptotic values of rSNR and SSIM,
averaged over the 10 test images, for the methods under con-
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Fig. 5. Asymptotic rSNR versus (initial) v; for several PnP algorithms.

sideration. From the table, we see that the average asymptotic-
performances of PDS-ATO and PDS-ATM?2 are identical and
very close to that of genie-aided PnP-PDS, which plays the
role of an impractical upper bound. The table also shows that
the genie-tuned and autotuned PnP approaches give slightly
better average rSNR than the U-Net, but slightly worse average
SSIM; overall, their average performance is similar.

Figure 6 shows an example test image, several recoveries,
and their corresponding error images. For this example, the
three PnP methods performed nearly identically and noticeably
better than the U-Net (whose rSNR was 1.18 dB worse).

V. CONCLUSIONS

In this paper, we considered parallel MRI image recovery
using the PnP framework. We focused on the PnP-PDS algo-
rithm, since it is both flexible and computationally efficient.
We first showed that PnP performance is strongly dependent
on the choice of the stepsize, 1, motivating the careful tuning
of this parameter. We then reviewed several existing methods
that circumvent this tuning issue using Morozov’s discrepancy
principle, which says that the residual measurement error in
each k-space sample should be close to the measurement noise
variance, o2, which can be measured using an MRI pre-scan.
We showed that, although the existing methods eventually
converge to a good recovery, they converge somewhat slowly.
Therefore, we proposed a new autotuning PnP-PDS algorithm
that converges quickly and maintains robustness to the choice
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TABLE I
RSNR AND SSIM AVERAGED OVER THE 10 TEST IMAGES FOR SEVERAL MEASURED SNRS

Avg meas. SNR: 15 dB || Avg meas. SNR: 17 dB || Avg meas. SNR: 20 dB || Avg meas. SNR: 23 dB
rSNR(dB) [ SSIM [ rSNR(dB) [ SSIM  [[rSNR(dB) [ SSIM [ rSNR(dB) [ SSIM
| Genie tuned PDS || 2102 | 0804 [ 2142 [ 0820 [ 2196 | 0839 [ 2242 | 0854
PDS-ATM2 21.00 0.805 21.44 0.817 21.93 0.833 22.33 0.850
PDS-ATO 21.00 0.805 21.44 0.817 21.93 0.833 22.33 0.850
U-Net 20.77 0.838 21.07 0.845 21.34 0.841 21.50 0.859

E

Fig. 6. Example recovery of a knee image from the fastMRI dataset. The top row
corresponding rSNR. The bottom row shows the corresponding error images x2.4.

of initial ~;. Through numerical experiments with fastMRI
knee images, we showed that the performance of our proposed
technique is very close to genie-tuned PnP-PDS, and very
close to the U-Net, a recently proposed end-to-end deep-
learning method.
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