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ABSTRACT

In this paper, we assess the use of several deep learning classifica-
tion algorithms as a step toward automatically preparing succinct
summaries of legal decisions. Short case summaries that tease out
the decision’s argument structure by making explicit its issues, con-
clusions, and reasons (i.e., argument triples) could make it easier
for the lay public and legal professionals to gain an insight into
what the case is about. We have obtained a sizeable dataset of
expert-crafted case summaries paired with full texts of the deci-
sions issued by various Canadian courts. As the manual annotation
of the full texts is prohibitively expensive, we explore various ways
of leveraging the existing longer summaries which are much less
time-consuming to annotate. We compare the performance of the
systems trained on the annotations that are manually ported to
the full texts from the summaries to the performance of the same
systems trained on annotations that are projected from the sum-
maries automatically. The results show the possibility of pursuing
the automatic annotation in the future.
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1 INTRODUCTION

The ability to automatically prepare succinct summaries of legal
decisions could contribute to making legal source materials more
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accessible to the lay public. This depends, however, on whether the
summaries capture the gist of the argument in the decision. In prior
work, we proposed that such case summaries could be generated
by extracting legal argument triples (IRC triples) including: 1) the
major issues a court addressed in the case, 2) the court’s conclusion
with respect to each issue, and 3) the court’s reasons for reaching
the conclusion.

In [23], we evaluated whether a machine learning (ML) model
can identify the components of legal argument triples in summaries
prepared by legal professionals. We applied traditional ML algo-
rithms (random forest variations) and deep neural network models
(LSTM, CNN and FastText) to identify the sentence components of
IRC triples in legal summaries and to the task of binary classifying
sentences (IRC vs. non-IRC) in the summaries and corresponding
full text decisions. While the performance on the summaries was
promising, the performance on the full texts was quite poor.

In this work, we have substantially increased the size of the
annotated data set of full case texts compared to the prior work. We
focus on applying deep learning algorithms (LSTM, CNN), includ-
ing pre-trained transformer models (RoOBERTa, CNN-BERT) with
different loss functions to deal with the continuing challenge of
data imbalance in our training set. We report the results of apply-
ing the different kinds of neural models on cases’ full texts after
training with manually-mapped human-annotated sentences from
the summaries and analyze the effects of using different loss func-
tions and embeddings. We also report results of a proof-of-concept
experiment that applied automatically mapped human-annotated
sentences from the summaries to the full-texts in order to classify
argument triples. If this succeeds, we would not need to manually
annotate the full texts. It would suffice to manually annotate the
summaries, automatically map those summary annotations to the
full texts, and train a model directly on the full texts.

2 RELATED WORK

Argument mining research in the legal domain has focused on ex-
tracting propositions, premises, conclusions, and nested argument
structures [16], argument schemes such as by example [6], rhetori-
cal and other roles that sentences play in legal arguments [1, 19],
stereotypical fact patterns that strengthen a side’s claim (i.e., legal
factors) in domains like trade secret law [4], reasons or warrants in
arguments citing facts or principles [21], functional parts of legal
decisions such as analysis or conclusions [20], and segments by
topic [13] or by linguistic analysis [5, 7, 22].

We aim to identify legal argument triples and employ them
to succinctly summarize case summaries. Yamada, et al. [24] have
summarized Japanese judgments in terms of issues, conclusions, and



ICAIL’21, June 21-25, 2021, Sao Paulo, Brazil

framings. The legal argument triples we seek to employ are simpler
types, which have not been tailored to Japanese legal judgements.
In addition, we make use of a set of case summaries prepared by
human experts to assist with extracting argument triples from the
full case texts, a resource not employed in the cited work.

3 DATASET

We defined the components of legal argument triples as follows:

(1) Issue — Legal question which a court addressed in the case.

(2) Conclusion - Court’s decision for the corresponding issue.

(3) Reason - Sentences that elaborate on why the court reached
the Conclusion.

All non-annotated sentences are treated as non-IRC sentences.

Two paid third-year law school students annotated sentences
from the human-prepared summaries to identify the issues, reasons,
and conclusions. Both students annotated 574 randomly selected
pairs from the 28,733 case/summary pairs that were available to
us. The total number of sentences from the corresponding full
texts is 120,707, which is significantly more than the summaries’
7,484 sentences. The total number of sentences from full texts are
significantly more than sentences from summaries.

Both annotators followed an 8-page Annotation Guide prepared
by the third author, a law professor, in order to mark-up instances
of IRC sentence types in the summaries. Using the Gloss annota-
tion environment of the second author, the annotators worked on
successive batches of summaries during a series of weeks. After an-
notating each batch, the annotators resolved any coding differences
in regular Zoom meetings attended by the first and third authors.

The procedure for annotating the full texts of cases differs from
annotating the summaries. For each annotated sentence in the
summary, the Annotation Guide instructs annotators to search the
full text of the case for those sentences that are most similar to the
summary sentence and to assign them the same label (i.e., Issue,
Conclusion, or Reason) as in the summary. Annotators may pick
terms or phrases from the annotated summary sentences and search
for corresponding sentences in the full texts. If the annotators find
corresponding sentences, they do not need to read the full text of
the case. The Guide warns the annotators that there may not be
an exact correspondence between the annotated sentences in the
summary and those in the full text of the case. This makes sense;
having selected sentences in the full case texts to include in the
summary, the summarizers probably edited them, for example, by
combining some short sentences.

By using the summaries’ annotations as anchors to target cor-
responding sentences in the full text, we attempted to leverage
the summarizers’ work in selecting important sentences and the
annotators’ work in marking up some of those sentences as issues,
conclusions, or reasons. We developed this strategy to expedite
the process of full text annotation which would be much more
time-consuming and costly if performed directly on the full texts.
The strategy is based on the observation that sentences of sum-
maries stem from those in the full texts. The strategy also helps us
to confirm the mapping relationship between summaries and full
texts. This in turn helps us to develop the heuristic for automatic

mapping.
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Figure 1: Distribution of annotated IRC type sentences in
summaries (top) and in full texts (bottom).

Cohen’s k [2] is used to measure the degree of agreement be-
tween two annotators after their independent annotations of each
batch of summaries. The mean of Cohen’s k coefficients across all
types for summaries is 0.709, and the mean for full texts is 0.827. Ac-
cording to [11], both scores indicate substantial agreement between
annotators about the sentence type. For the summary annotation,
the mean of Reason agreement is the lowest and Issue and Conclu-
sion’s are the highest. Reasons are more challenging since they tend
to include descriptions of case facts. The agreement scores of full
texts are higher than the summaries’ scores. Since the full text anno-
tation took place after reconciling disagreements for the summary
annotation, the full text scores were expected to be higher.

Figure 1 reports the distributions of final consensus labels from
summaries and full texts. The most frequent label is the non-IRC
label for both summaries and full texts. The second most frequent
label is the Reason label for both summaries and full texts. The
label distribution is aligned with our observation: Reasons tend to
be more elaborated than Issues and Conclusions.

4 EXPERIMENTS

We aim to leverage state-of-the-art deep learning models to identify
the role a sentence may play in a case as an Issue, Conclusion, or
Reason. For our experiments, we used 80% of the full texts as the
training set, 10% as the validation set and 10% as the test set.
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In this section, we present the details of the models, including
convolutional [10] and recurrent neural networks [14], BERT-based
neural networks [12] and a hybrid neural model combining a con-
volutional neural network with BERT embedding [8]. We also ex-
periment with different loss functions for those neural networks,
including cross entropy loss, F1 loss and focal loss.

4.1 Model Architectures

Convolutional Neural Networks. Convolutional neural networks
(CNN) utilize convolutional filters to extract local features. Origi-
nally applied to computer vision tasks, CNNs have also achieved a
high level of performance in sentence classification tasks. [9].

In our study, we use the settings of hyperparameters of filters
from [9]: filter sizes of 3, 4, and 5 with 100 for each size of filter.
In other words, the models are looking for tri-grams, 4-grams and
5-grams in sentences.

Long Short-Term Memory Networks. Long Short-Term Memory (LSTM)
networks, a different RNN architecture, overcomes the vanishing
gradient problem by employing a cell to control removing or adding
information throughout the whole training process [14].

GloVe [17] is an unsupervised learning algorithm for obtaining
vector representations for words!. We used “glove.6B.100d” as pre-
trained word embeddings to feed into the LSTM model, where the
vectors were trained on 6-billion tokens and have 100 dimensions.
Dropout is also adapted to the LSTM model.

BERT-based Neural Networks. Google Al Language introduced Bidi-
rectional Encoder Representations from Transformers (BERT) in
2018 [3]. Instead of using single word embedding like GloVe, BERT
takes the context into account by using bidirectional pre-training
for language representations. This pre-training method is intended
to better grasp contextual meaning of a language than single-
directional pre-training.

RoBERTa [12] replicates BERT training using an improved train-
ing methodology with more data and computational resources. For
our study we used RoBERTa in its default configuration.

Convolutional Neural Network with BERT embedding. CNN with
BERT embedding takes BERT-pretrained embeddings as input and
feeds them into a CNN model for classification. Unlike GloVe pre-
trained word embedding, BERT-pretrained embedding is not a static
embedding. As sentences are fed in, it produces the word embed-
dings in real time.

We combine the two models: a BERT-based model and a CNN
classification model. The encoded text passes through the BERT
model first and produces BERT embeddings. The dimension of the
BERT embedding (768) is higher than that of GloVe pre-trained
word embedding (100). Other hyperparameters remain the same as
for the CNN-only model.

4.2 Automatic mapping

As mentioned in Section 3, the human annotation of full texts uti-
lizes manual mapping: annotators used key words from annotated
sentences in original longer summaries to find corresponding sen-
tences in full texts. Even without actually reading the full case,

!https://nlp.stanford.edu/projects/glove/
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Table 1: Comparison of manually annotated IRC summary
sentences with top 1 automatically ranked full-text sen-
tences (Sentence-BERT embedding with cosine similarity)

Issue
Manual | Damage to both vehicles exceeded the insurance deductibles and both parties
claim damages against each other for the amount of the deductibles.

Rank 1 | The damages to both the truck and the car exceeded the $500.00 insurance
deductible. [...]

Reason

Manual | The plaintiff should have taken more appropriate measures to avoid the acci-

dent

Rank 1 | Even if Schmidt concluded that Henry was going to proceed into his path, he
had more appropriate alternatives than locking his brakes and turning to the
right.

Conclusion

Manual | Fault for this accident was attributed 10% to the defendant and 90% to the

plaintiff.

Rank 1 | Iattribute 10% of the fault in this accident to Henry and 90% to Schmidt.

annotators still need to read contextual information around a sen-
tence to confirm the mapping and IRC type.

We undertook a proof-of-concept experiment to assess if a strat-
egy of automatic mapping could make the process more efficient
in the future. The idea is to employ sentence embedding to map
annotated summary sentences to full texts. Sentence embedding
can represent a sentence and capture semantic information as vec-
tors. Cosine similarity is used to examine the degree of similarity
between sentences in annotated summaries and full texts.

Sentence-BERT Embedding. Sentence embedding techniques rep-
resent the entire sentence and semantic information as vectors.
Sentence-BERT is a modification of the BERT neural model that
uses siamese and triplet networks to produce semantically mean-
ingful sentence embeddings [18]. Sentence-BERT has achieved high
levels of performance in measuring the similarity of sentential ar-
guments in [15]. Considering the size of our data set, we chose
to use the BERT base model for sentence embeddings with 768
dimensions.

We calculated the cosine similarity score for annotated sentences
from a summary to every sentence in its corresponding full text.
All the similarity scores are ranked in descending order, and only
the top 5 sentences are selected as useful. The remaining sentences
are marked as non-IRC type sentences.

There are reasons to believe that the automatically mapped sen-
tences bear useful similarities to manually mapped ones. Table 1
shows examples comparing manually mapped IRC sentences and
automatically mapped sentences. The top ranked sentences often
include the same key words as the manual sentences do. How-
ever, the Reason sentences that the algorithm prefers have fewer
overlapping keywords than Issue and Conclusion.

5 RESULTS

Table 2 reports scores for the classification on the test split of the
full texts. The left side of the table reports the results of training
on the full text sentences corresponding to the manually mapped
human-annotated sentences from the summaries.

We tested LSTM, CNN, RoBERTa and CNN-BERT with three
different loss functions: cross-entropy loss, focal loss and F1 loss.
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Table 2: Scores for test set on both manually mapped full text sentences and automatically mapped full text sentences by
using LSTM, CNN, RoBERTa, CNN-BERT. The abbreviations of Issue, Reason and Conclusion are I, R, and C. The suffixes are
-P(precision), -R(recall). Ave-F1 stands for the average of class-wise F1 scores.

Training on manually mapped data Training on automatically mapped data

I-P I-R I-F1 R-P R-R R-F1 C-P C-R C-F1 Ave-F1| I-P I-R I-F1 R-P R-R R-F1 C-P C-R C-F1 Ave-F1
LSTM(cross-entropy) 0.72 0.49 0.58 0.35 0.09 0.15 0.72 0.42 0.53 0.42|0.19 0.41 0.26 0.28 0.16 0.20 0.10 0.23 0.14 0.20
LSTM(focal) 0.75 0.43 0.54 0.38 0.11 0.17 0.72 0.35 0.47 0.39/0.17 0.34 0.22 0.16 0.07 0.09 0.16 0.42 0.23 0.18
LSTM(F1) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00|0.22 0.49 0.30 0.06 0.43 0.11 0.08 0.44 0.13 0.18
CNN(cross-entropy) 0.91 0.34 0.49 0.58 0.08 0.14 0.65 0.36 0.46 0.36/0.27 0.23 0.25 0.25 0.01 0.02 0.19 0.17 0.18 0.15
CNN(focal) 1.00 0.28 0.44 0.44 0.14 0.22 0.73 0.28 0.40  0.35|0.30 0.30 0.30 0.13 0.11 0.12 0.17 0.37 0.23  0.22
CNN(F1) 0.73 0.39 0.50 0.43 0.19 0.27 0.73 0.40 0.52 0.43|0.18 0.50 0.26 0.10 0.23 0.14 0.12 0.49 0.19 0.20
RoBERTa(cross-entropy) |0.35 0.38 0.36 0.08 0.01 0.01 0.71 0.09 0.16 0.18/0.21 0.47 0.29 0.16 0.23 0.19 0.19 0.37 0.25 0.24
RoBERTa(focal) 0.36 0.27 0.31 0.00 0.00 0.00 0.35 0.08 0.12  0.14|0.24 0.41 0.30 0.15 0.20 0.17 0.16 0.31 0.21  0.23
RoBERTa(F1) 0.26 0.63 0.36 0.20 0.22 0.21 0.35 0.51 0.41 0.33/0.17 0.63 0.27 0.14 0.28 0.18 0.30 0.44 035 0.27
CNN-BERT(cross-entropy)| 0.11 0.43 0.18 0.54 0.10 0.17 0.96 0.13 0.23 0.19{0.10 0.59 0.17 0.45 0.07 0.12 0.68 0.28 0.39 0.23
CNN-BERT (focal) 0.12 0.39 0.18 0.03 0.09 0.05 0.46 0.29 0.36  0.20/0.18 0.48 0.26 0.63 0.09 0.150.76 0.21 0.33  0.25
CNN-BERT(F1) 0.57 0.50 0.53 0.37 0.18 0.24 0.85 0.27 0.41 0.39|0.13 0.61 0.22 0.09 0.21 0.12 0.44 0.18 0.26 0.20

All the models were trained for 30 epochs. We stored models’ check-
points after each epoch and evaluated on the separate validation set.
The models with lowest loss value on the validation were selected
for the classification on the test set. The performance on the test
set is shown in the table. Average F1 is the average of class-wise F1
scores.

We found that LSTM with the cross-entropy loss function achieved
the highest F1 scores on identifying Issues and Conclusions which
are, 0.58 and 0.53, respectively. Both CNN with the F1 loss function
and CNN-BERT with cross-entropy loss have the highest F1 scores
(0.27) on identifying Reasons. On average F1, CNN with the F1 loss
function reached 0.43 which is highest among all the models.

The right side of of the table reports the performance of the
models that were trained on the full text sentences corresponding
to the automatically mapped human-annotated sentences from the
summaries. Both LSTM with F1, CNN with focal and RoBERTa
with focal tied in their performance on Issues (0.30). LSTM with
cross-entropy has the highest F1 (0.20) on Reasons. For Conclu-
sion classification, CNN-BERT with cross-entropy loss achieves the
highest performance (0.39). Finally, RoBERTa with F1 loss achieves
the highest score in terms of average F1.

Surprisingly, RoBERTa and CNN-BERT with cross-entropy and
focal losses perform better on automatically mapped data than
manually mapped data in terms of average F1. However, LSTM and
CNN do not show the same pattern. The automatically mapped data
are selected by sentence similarity scores with respect to BERT-
Sentence embedding. RoOBERTa and CNN-BERT somehow take the
advantage of information contained in the sentence embedding
to make a better classification. We are not sure how it affects the
performance and will investigate it further. We also observed that
models tend to perform better on Issue and Conclusion than Reason
despite the type of training set. Since Reasons frequently include
case facts, it is harder for models to classify them.

Despite the relative comparable F1 scores between training on
manually mapped data and automatically mapped data, the preci-
sion of all types of sentences drops significantly in most cases when
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models are trained on automatically mapped data. This means that
models have lower probability of making correct classifications.

When we compare the performance among the same models with
different loss functions, the model with F1 loss function always has
the highest average F1 score when trained on manually mapped
data except for LSTM. The same pattern does not hold for the
automatically mapped data. Each loss function has its own strength
in terms of training set and model selection.

6 DISCUSSION AND ERROR ANALYSIS
6.1 Discussion

The results for classifying full text sentences trained on automati-
cally mapped data, the right side of Table 2, are significantly higher
than trained on annotated summaries in prior work. There the
highest F1 scores for full texts trained on annotated summaries
were Issue (0.27), Reason (0.14), and Conclusion (0.24). We attribute
this improvement to using manually-mapped training sentences in
the full texts, the higher numbers of annotated data, and the use
of deep learning algorithms plus transformer models (LSTM, CNN,
RoBERTa, and CNN-BERT).

As noted, we tried different kinds of neural models paired with
different loss functions. We confirmed that the F1 loss function im-
proved the performances of CNN and RoBERTa: RoBERTa with F1
loss yielded 0.21 on Reason and 0.41 on Conclusion while RoBERTa
without F1 loss produced only 0.01 on Reason and 0.16 on Conclu-
sion. When a loss function is aligned with the evaluation metric, it
is likely to improve model performance. LSTM, however, did not
perform well with the F1 loss function: on the manually mapped
data , LSTM(F1) yielded 0.0 on all IRC types.

Those models each have advantages for certain sentence types.
LSTM(cross-entropy) yielded the highest F1 scores on Issues and
Conclusions. CNN(F1) and CNN-BERT(cross-entropy) performed
best on identifying Reasons. In general, models have difficulty iden-
tifying Reason sentences, since Reasons have more complex se-
mantic meanings. As noted, Reasons are intertwined with facts,
which can easily be classified as the non-IRC type. The annotators
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confirmed that Issues and Conclusions are easier to catch. They
employ distinct keywords such as “issue”, “conclusion”, etc.

LSTM has the ability to detect temporal information about a
sequence and can handle arbitrary input lengths. Meanwhile, CNN
can only accept fixed size input. We think the ability to handle se-
quential information and longer lengths make LSTM more suitable
for Issues and Conclusions, since these involve plainer language
than Reasons. CNN has the upper hand on spotting Reasons. The lit-
eral composition of Reasons is more diverse than that of Issues and
Conclusions; the convolutional features can capture this diversity.

6.2 Error Analysis

With respect to the right side of Table 2, the proof-of-concept study
training models on automatically mapped data, the results suggest
that classifying argument triples is feasible, but less effective than
with the manually mapped data when taking precision and recall
into account. We are particularly interested in the errors that the
models made classifying Reasons. As noted, targeting the Reasons
correctly is harder since they tend to be more complex and diverse
than Issues and Conclusions.

Some of the misclassifications involved phrases attributing an
expressed view to the judge. This is a positive sign, in that such
self-referential judicial sentences are relatively less frequent in a
case opinion and indicate sentences where the judge is more likely
to assert that something is an Issue, Conclusion, or Reason. On
the other hand, such self-referential attribution phrases do not
necessarily discriminate among the three classifications.

7 FUTURE WORK

We plan to continue to annotate new cases in order to increase the
size of the training set. Currently, the corpus includes 574 anno-
tated summary / full text pairs. The size of the data set is still not
large enough for adequately training more complex neural network
models. The data set is sufficiently large, however, to allow us to
continue to explore models and identify some challenges. The ex-
perience helps us to improve the quality of data as well as informs
our intuitions about how human summarizers do their work. We
expect that the more annotated data we collect the more interesting
properties we will be able to observe in this process.

As noted, prior work explored different sampling strategies for
dealing with imbalanced data to improve model performance. Dif-
ferent sampling methods have their merits in terms of their effects
on training sets and model types. In this study, we briefly inves-
tigated a different method of adding augmented data to improve
the performance of the models. Although the results were not as
we expected, we observed that it had some positive effect on iden-
tifying Reasons from full texts. We will continue to explore other
methods to deal with our imbalanced data.

We also plan to test whether a pre-trained legal language model
improves performance over a generic language model.
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