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Abstract. In this paper, we establish strong embedding theorems, in the sense of the
Komlós-Major-Tusnády framework, for the performance metrics of a general class of tran-
sitory queueing models of nonstationary queueing systems. The nonstationary and non-
Markovian nature of these models makes the computation of performance metrics hard.
The strong embeddings yield error bounds on sample path approximations by diffusion
processes in the form of functional strong approximation theorems.
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1. Introduction
In this paper, we establish strong embedding theorems, in the sense of the Komlós-Major-Tusnády (KMT) frame-
work, for the performance metrics of a general class of transitory queueing models (Bet et al. [3], Honnappa et al.
[22]). Transitory queueing models assume a large but finite population of customers arrive at the system over
some time horizon. Examples of such systems include hospital surgery departments and clinics, subscription-
based services such as video and game streaming, app-based ride-sharing/transportation, and delivery services.
In each of these cases, the pool of potential customers is known to the service provider a priori, because of ap-
pointments that are handed out to patients ahead of time in the healthcare examples and subscriptions/sign-ons
in the case of streaming and app-based services. Of course, not all the potential customers may turn up for ser-
vice. Nonetheless, the finite pool implies that transitory models are nonstationary, both in the sense that they are
purely transient in nature and because the model parameters can vary temporally. This makes the computation
of the performance metrics rather difficult. Consequently, we seek to approximate the performance metric sto-
chastic processes by simpler ones that capture their most vital temporal features. The strong embedding theo-
rems in this paper yield probabilistic error bounds between the discrete-event performance metric processes and
simpler diffusion process approximations in terms of the population size n. Our results will provide practitioners
and engineers with a turn-key analysis yielding error bounds in terms of the population size so that diffusion ap-
proximations can be confidently used in their performance analysis, system design, and control problems.

Strong approximations were first used for studying time homogeneous queueing models in Rosenkrantz [35]
(see the survey paper of Glynn [14] for a comprehensive introduction to the use of strong approximations to
G=G=1 queueing models in heavy traffic). In general, the transient analysis of queueing models is rather compli-
cated, and therefore, a number of approximations have been developed in appropriate scaling regimes, typically
by certain types of reflected diffusion processes (Chen and Yao [6]). As queueing models can be expressed (ap-
proximately) as functionals of random walks, strong approximations are particularly useful in this application
context because the driving random walks can be directly replaced by approximating Brownian motion process-
es. Strong approximation analysis yields rates of convergence and, consequently, rigorous justification of the
heavy-traffic approximation on a sample path basis. Our results provide similar insights for a class of nonstation-
ary queueing models under a population acceleration scaling framework.

We assume that the offered load to the queueing system is time-of-day dependent and displays long-range
correlations. The modeling and analysis of transitory queues is, in general, quite complicated, and we operate
under the simplifying assumption that the time-of-day and correlative effects are present solely in the traffic
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characteristics and that the service requirements of the arriving customers are independent and identically dis-
tributed. We propose a two-variable traffic model labeled RS(G, p) wherein we impute the ith arriving customer

(out of n) with the random variable tuple (Ti,ζi), where Ti takes values in [0,∞) and ζi is binary, taking the values

0 or 1. Th term Ti models the (potential) arrival epoch of customer i, and
∑n

i"1ζi is the number of customers who

actually enter the queue; here RS stands for randomly scattered. We assume that the tuples are independent and
identically distributed over the population and that T1 follows a distribution G and Eζ1 " p. We also assume that
the service requirements are generally distributed with finite moment generating function in the neighborhood
of zero and independent of the tuple. Consequently, we label this the RS(G,p)=G=1 queue. We make the follow-
ing contributions in this paper:

1. Weprove functional strong approximation theorems (FSATs) for theworkload and queue length performancemet-
ric processes of theRS(G,p)=G=1 queue in Theorems 2 and 3 (respectively). These FSATs yield sample path error bounds
between the performance metrics and nonstationary reflected Brownian Bridge processes. The nonstationary Brownian
Bridge processes capture the fact that the offered load is time-of-daydependent andhas long range correlations.

2. The proofs of the FSATs are consequences of nonasymptotic functional strong embedding theorems
(FSETs) proved for the RS(G, p) traffic process in Proposition 8, the workload process in Proposition 10, and
the queue length process in Proposition 11 that yield exponential probability bounds as a function of the popu-
lation size.

3. Our proof of the nonasymptotic probabilistic bounds require Dvoretzky-Kiefer-Wolfowitz (DKW) (Dvoretzky
et al. [10]) style inequalities for Brownian motion randomly time-changed by a stochastic pure jump process,
proved in Proposition 3. This generalized DKW inequality may be of independent interest and useful in proving
bounds for other types of models. As a consequence, we obtain improved convergence rates for the diffusion ap-
proximations thanwhat is obtained inMandelbaum et al. [30] for nonhomogeneousMarkovian networks.

1.1. Commentary on Main Results
Our analysis leans on strong approximations for empirical processes and random walks (Csörgo and Révész [7])
but also requires substantial innovation. The FSAT in Theorem 2 is a consequence of Proposition 10, where we
prove a strong embedding result for the workload process of a RS(G,p)=G=1 queue, under the assumption that
the service times possess finite moment generating functions in a neighborhood around zero. We show that,
with high probability, for a given fixed population size n the sample paths of the workload process can be ap-
proximated by those of a reflected Brownian bridge process with time dependent drift and diffusion coefficients.
Indeed, we show that the convergence rate is O(n1=4

"""""""
logn

√
). Next, the FSAT to the queue length process of the

RS(G,p)=G=1 queue in Theorem 3 follows from Proposition 11. Paralleling the result in Proposition 10, we show
that the approximating process is a reflected Brownian bridge process with time inhomogeneous drift and
diffusion coefficients. However, the drift and diffusion coefficients are scaled versions of those observed in
Proposition 10. We note that the analysis of the queue length strong embedding theorem is significantly more in-
volved. The proofs of these results requires a careful construction of a DKW-style inequality for a time-changed
Brownian motion process, which we did not find in the literature (Proposition 3). Again, we show that the con-
vergence rate for the queue length process is O(n1=4

"""""""
logn

√
).

1.2. Relation with Prior Transitory Analyses
The RS(G, p) model affords flexibility for modeling service systems where the pool of potential customers is
known a priori. This typically includes systems where customers subscribe to the service ahead of time; for ex-
ample, clinics and surgical departments in hospitals where patients are given appointment times, video and
game streaming services with subscribing customers, or ridesharing and food delivery services where the pool
of customers are those who have downloaded the smartphone app. In each of these cases, the service provider
has knowledge of who the potential customers are, but not all customers will use the service on a given day. The
randomized arrivals in the RS(G, p) model accounts for this effect, which is ignored in the ∆(i)=G=1 model where∑n

i"1ζi " n (rendering this variable redundant). The RS(G, p) model can be extended to a periodic traffic setting,
as done in Glynn and Honnappa [15], and the performance metric approximations can still be used in that
setting.

The bibliography on the ∆(i)=G=1 model now includes pointwise limit results (Louchard [28], Newell [33]),
functional strong laws and central limits (Bet et al. [3], Glynn and Honnappa [15], Honnappa et al. [21, 22]), and
large deviations principles (Glynn and Honnappa [15], Honnappa [19]). In the population acceleration scaling
limit, the results in Honnappa et al. [21, 22] show that the limiting diffusion for the workload and queue length
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processes are regulated through a directional derivative reflection map (Mandelbaum and Ramanan [32]). This lim-
it can be recovered by the FSATs in Theorems 2 and 3, although the result in Honnappa et al. [21, 22] holds under
the weaker condition that the service requirements have two finite moments. However, extracting performance
measures (such as moments of the workload/queue length) from the directional derivative reflected process is in-
credibly hard. Indeed, in Bet et al. [3], a different critical scaling is used to show that the queue length converges to a
reflected Brownian motion with parabolic drift when the arrival epoch distribution G is exponential. On the other
hand, in Glynn and Honnappa [15], a special “critical” load condition is used to prove that the workload process is
approximated by a reflected Brownian motion process. These limit processes can be recovered automatically from
the FSATs proved in this paper, albeit at the cost of stronger conditions on the service requirements. We note, how-
ever, that with effort it is possible to extend the FSATs to cases where onlym > 2 moments are available.

1.3. Relation to FSATs for Nonstationary Models
There is a large and growing literature on nonstationary queueing models covering the whole range of prob-
lems that confront the modeling of nonstationary service systems. A crucial difference between this large
body of work and the growing literature on transitory models is that the former implicitly assumes an infinite
population of customers, whereas transitory models are exclusively finite population. We cannot possibly do
justice to the large body of work on nonstationary models (see Whitt [39] for a recent review). Instead, we
focus on strong approximation results that are most closely related. To the best of our knowledge, strong ap-
proximations have been proved almost exclusively for Markovian nonstationary models; note that the litera-
ture on strong approximations for stationary queueing networks is far more extensive. The most influential
papers in this genre are Mandelbaum and Massey [29] and Mandelbaum et al. [30], where the important uni-
form acceleration scaling regime was introduced. In the former, strong approximations for Markov processes
were leveraged to prove an FSAT (and consequently functional strong laws and central limit theorems) for an
isolated time-varying Markovian single-server queue. This analysis was significantly generalized in the latter
paper to include multiserver queueing networks with abandonment. In Mandelbaum and Pats [31], strong ap-
proximations were leveraged to prove functional limits for state-dependent, nonstationary Markovian
queues. Čudina and Ramanan [8] and Armony et al. [2] use uniform acceleration to establish asymptotic opti-
mality of control policies under uniform acceleration scalings. More recently, Ko and Pender [26] consider
nonstationary Markovian arrival processes (MAPs) as models of the traffic and develop a bespoke Poisson
representation of the MAP process. They then exploit the strong approximations in Mandelbaum et al. [30] to
prove functional strong laws and central limit theorems. All of these results are premised on the availability
of strong approximation results for Markov processes (Eithier and Kurtz [11, chapter 7]). However, the per-
formance metric processes for the RS(G,p)=G=1 queue are not Markov (although, of course, one could do
state-space enlargement), and we therefore choose to develop the strong approximation results from scratch.
What is also nice is the fact that we are able to leverage strong approximation results proved for stationary
random walks and empirical processes to study nonstationary queueing models without making explicit
Markovian assumptions. We believe the methods highlighted in this paper can be used for analyzing other
nonstationary stochastic models (such as nonstationary many-server queues, networks of nonstationary
queues, and even nonstationary multiclass queues).

1.4. Technical Challenges and Contrast of Analysis Against Strong Approximations for
Markovian Queues

Observe that both Mandelbaum and Massey [29] and Mandelbaum et al. [30] use strong approximations of Pois-
son processes to obtain an approximating diffusion process to the queue length. In Mandelbaum and Massey
[29], the simplistic nature of the microscopic rates for both the arrival and departure Poisson processes implies
that the diffusion approximations need no further analysis. The standard strong approximations used yields the
best convergence rate of O(logε) (where ε is the accelerating factor). On the other hand, in Mandelbaum et al.
[30, theorem 2.3 and its proof], the microscopic instantaneous rates are more general and (equation 2.24 for exact
statement) are assumed to satisfy an asymptotic second-order expansion on acceleration. Consequently, further
analysis of the time-changed Brownian motions is warranted. The most natural trick is to use continuity of the
Brownian motion to evaluate a uniform limit of the said time-changed Brownian motion as the acceleration term
η→∞, where η " 1=ε. However, this comes at the cost of an approximation error, and in Mandelbaum et al. [30],
the second-order diffusion approximation has a o( ""

η
√ ) convergence rate. This highlights a crucial difference be-

tween Mandelbaum et al. [30] and our present work. The analysis in Section 4 establishing a DKW-style inequali-
ty for randomly time-changed Brownian motion provides a way of obtaining better convergence rates, without
requiring the asymptotic approximations on the microscopic rates in Mandelbaum et al. [30]. Our analysis, under
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reasonable DKW-style assumptions, provides a O(n1=4
"""""""
logn

√
) convergence rate as n→∞, which is a significant

improvement over the o( ""
n

√ ) rate that the analysis done in Mandelbaum et al. [30] would yield. Our arrival
process has a strong approximation courtesy the strong approximation for the empirical Cumulative Distribution
Function (CDF), whereas the strong approximation for random walks comes in handy for the departure process.
However, finding the best possible convergence rates led us to find approximations for Brownian motions evalu-
ated at renewal processes and the busy time process, thereby further complicating our path to obtain the desired
strong approximation with tighter convergence rates. Our DKW-style inequality can be used to prove strong ap-
proximations for other time-varying queueing models (such as the composition traffic model in Whitt [38]).

The rest of the paper is organized as follows. We start with preliminaries and main results in Section 2. In
Section 3, we provide a brief primer on the strong approximation methodology, particularly the coupling
arguments that underly the KMT construction. We do so to make the paper self-contained and because the KMT
construction is recondite and not widely understood. Next, we present the DKW-style inequality for controlling
the error between the Brownian motion and a counterpart process stochastically time-changed by a jump process
in Section 4. Section 5 presents strong embeddings for the RS(G, p) traffic process. The strong embeddings for the
workload and queue length processes are proved in Sections 6 and 7, respectively. We end with commentary
and conclusions in Section 8.

2. Preliminaries and Main Results
2.1. A Mechanistic Model of Queueing
Consider a single server, infinite buffer queue that is nonpreemptive, nonidling, and starts empty. Service fol-
lows a first-come-first-served (FCFS) schedule. Let n be the nominal number of customers applying for service.
Customers independently sample an arrival epoch Ti, i " 1, : : : ,n, from a common distribution function. In addi-
tion, all customers independently sample identical Bernoulli random variables ζi, i " 1, : : : ,n. Customer i chooses
to turn up at time Ti only if ζi " 1; we call this the dropout variable. The arrival process is the cumulative number
of customers that have arrived by time t. Let Bern(p) represent the Bernoulli probability distribution with param-
eter p.

Assumption 1. For every n ≥ 1, let T1, : : : ,Tn be independent and identically distributed (i.i.d.) samples from a general
distribution with distribution function G. Denote Gn to be the empirical distribution function given by

Gn(t) :"
1
n
∑n

i"1
1{Ti≤t}: (1)

Let ζ1, : : : ,ζn be i.i.d. samples from Bern(p). Then the arrival process An is given by

An(t) "
∑nGn(t)

i"1
ζi: (2)

Remark 1. We call An in (2) as the RS(G, p) traffic model. The ∆(i)=G=1 model introduced in Honnappa et al. [22]
is a special case of Assumption 1, corresponding to p " 1.

Remark 2. It is possible to consider other ways of modeling a random number of arrivals. However, the dropout
model considered here is a mechanistic way of describing the traffic. The model assumes each user will sample a
potential time to arrive and a binary indicator that the customer will actually enter the queue at that time. See
Section 8 for further discussion.

Remark 3. Observe that while the nominal number of arrivals is n, the actual number of arrivals realized is ran-
dom. This traffic model provides a mechanistic description of nonstationary arrivals: because the distribution G
is nonuniform (in general), the expected number of arrivals per-unit time E[An(t)]=t can be seen to equal
npG(t)=t, by an application of Wald’s identity. This can be seen as a surrogate of an arrival rate that is clearly
time varying; we have not assumed that the distribution is differentiable and consequently defining the rate as
the derivative of E[An(t)] is inappropriate. A crucial point to note is that this time dependency arises from micro-
scopic behavior as opposed to a posited time dependency in the rate function. This stands in contrast with the
vast majority of nonstationary models proposed in the literature where the model description starts with posited
time-varying rate functions.

Sometimes it is useful to consider arrivals from a general distribution that in turn approaches the limiting dis-
tribution G as n→∞.
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Assumption 2. For every n ≥ 1, let T1, : : : ,Tn be i.i.d. samples from a general distribution with distribution function G(n),
which satisfies the following condition:

rn(G) :" sup
t∈[0,∞)

|G(n)(t)−G(t)| "O
1""
n

√
( )

, (3)

for some strictly increasing and Lipschitz continuous distribution function G. In addition, assume that each G(n) is Lipschitz
continuous and the Lipschitz coefficient increases at most polynomially in n. The arrival process An is now defined similar
to (2) but with G(n)

n instead of Gn.

Remark 4. For simplicity and ease of presentation, we will assume that arrivals are supported on [0,∞), that is,
G(0) " G(n)(0) " 0.

Next, let {Vi, i ≥ 1} be a sequence of independent and identically distributed nonnegative random variables. Vi
represents the service requirement in time units of the ith potential customer who turns up into the system. We
also assume that the sequence is independent of the arrival times Ti, i " 1, : : : ,n and the corresponding indicators
of turning up ζi, i " 1, : : : ,n.

Assumption 3. For every n ≥ 1, let V1, : : : ,Vn be i.i.d. samples from a distribution that admits existence of a moment gen-
erating function in a neighborhood of zero. Let µ and σ denote the mean and standard deviation, respectively, of this distri-
bution. Let

Wn(t) "
∑An(t)

i"1
Vi (4)

denote the cumulative offered load to the system until time t.

We assume that the server efficiency is cn, that is, it completes cn jobs in unit time. LetMn(t) be the “truncated”
renewal process counting the number of jobs that the server can complete by time t if working continuously with
efficiency cn (notice that only n jobs arrive to the system):

Mn(t) :" sup
{
0 ≤m ≤ n :

∑m

i"1
Vi ≤ cnt

}
: (5)

2.2. Functional Strong Approximations
In this section, we list the main results proven in the sequel. Strong approximation results are usually stated in
terms of versions of the random variables we wish to approximate. In our case, we require versions of the ran-
dom arrival times Ti, the indicators of turning up ζi, and the service times Vi. In order to avoid repetition, we do
not mention this crucial requirement in the following theorem statements. However, the same version suffices
for each theorem below. Let us also note that is often customary in the literature to assume that the underlying
probability space is rich enough to support the random variables and the approximating stochastic processes.
Our first result provides a strong embedding for the arrival process. Its proof follows from the forthcoming
Proposition 8.

Theorem 1. There exists a Brownian motion B̂, a Brownian bridge Bbr,n such that if Hn be defined as

Hn(t) "
{
npG(t) + ""

n
√ (

pBbr,n
G(t) +

""""""""""
p(1− p)

√
B̂G(t)

)
, under Assum: 1,

np(G(t) + rn(G)) +
""
n

√ (
pBbr,n

G(t) +
""""""""""
p(1− p)

√
B̂G(t)

)
, under Assum: 2,

then

sup
t∈[0,∞)

|An(t)−Hn(t)| "a:s: O (n1=4
"""""""
logn

√
):

Remark 5. It is useful to contrast Theorem 1 with the setting in Whitt [38]. In the latter, traffic is modeled through
a sequence of time-changed stochastic counting processes {An(t) :" (N ◦Λn)(t)}, where N is a stationary stochastic
counting process that satisfies an FCLT and Λn is a posited cumulative arrival rate function that is assumed to be
such that Λ̂n(t) :" n−1=2(Λn(nt)− nt) satisfies Λ̂n(t)→ Λ̂(t) uniformly on compact sets of [0,∞) as n→∞, for some
deterministic limit function Λ̂. Whitt [38, theorem 3.1] shows that the scaled traffic process Ân(t) :" n−1=2(An(nt)− nt)
converges to a limit B+ Λ̂, where B is a Brownianmotion. A vital advantage of such a traffic model is that the stochastic-
ity and the nonstationarities/time dependencies are completely separated from each other in the limit.

Chakraborty and Honnappa: Strong Embeddings for Transitory Queueing Models
Mathematics of Operations Research, Articles in Advance, pp. 1–34, © 2021 INFORMS 5



On the other hand, we do not see such a clean separation in Hn immediately. However, suppose that
Assumption 2 holds with G(t) " t on [0, 1], and n1=2(G(n)(t)− t)→ Ĝ(t) uniformly on compact sets of [0,∞) as
n→∞. Then, using the fact that Bbr,n

t "DB̃n
t − tB̃n

1 for a standard Brownian motion process B̃n, and (Oksendal
[34, theorem 8.5.2]) it follows that
1
""""np√

(
Hn(t)− npt

)
" 1

""""np√
(
np

(
G(t) + rn(G)

)
+ ""

n
√ (

pBbr,n
G(t) +

""""""""""
p(1− p)

√
B̂G(t)

)
− npt

)

" """"np√ (
G(n)(t)− t

)
+ ""p√ O(1) + 1

""p√
(
pBbr,n

G(t) +
""""""""""
p(1− p)

√
B̂G(t)

)

"D """"np√ (
G(n)(t)− t

)
+ ""p√ O(1) + ( ""p√ +

"""""""
1− p

√
)
∫ t

0

"""""""
G′(s)

√
dB̄s −

""
p

√
G(t)B̄1,

" ""
p

√
Ĝ(t) + ""

p
√

O(1) + ( ""
p

√ +
"""""""
1− p

√
)B̄t −

""
p

√
tZ:

where B̄ is a standard Brownian motion process. Theorem 1 immediately shows that, for the arrival process An(t)
at fixed t ∈ [0, 1], (np)−1=2(An(t)− npt)⇒ ""p√ Ĝ(t) + ( ""p√ +

"""""""""
(1− p)

√
)B̄t + Z̄ as n→∞, where Z̄ is a Gaussian random

variable with mean O( ""p√ ) and standard deviation ""p√ t. This is reminiscent of the limit in Whitt [38, theorem 3.1]
and shows that our framework can recover a separation of the macroscopic time dependencies and the meso-
scopic stochasticity. The setting in Whitt [38] is important because it forms the basis for a whole series of works
around nonstationary queueing models (see the survey in Whitt [39]). We also note that a more rigorous weak
limit analysis for a specific choice of G(n) is presented in Glynn and Honnappa [15].

Our next major result proves strong embeddings for the workload process. In particular, for the cumulative
load to the system, we have the following result, which follows from the forthcoming Propositions 9 and 10.

Theorem 2. Along with the Brownian motion B̂ and Brownian bridge Bbr,n as considered in Theorem 1, there exists a
Brownian motion B such that if Rn be defined as

Rn(t) "
""
n

√
σBpG(t) +µHn(t)

then
sup

t∈[0,∞)
|Wn(t)−Rn(t)| "a:s:O (n1=4

"""""""
logn

√
):

Let φ be the reflection map functional given by φ(f )(t) :" f (t)− infu≤t f (u): Then the total remaining workload at time t can
be expressed as φ(Wn − cn · id)(t), and this satisfies

sup
t∈[0,∞)

|φ(Wn − cn · id)(t)−φ(Rn − cn · id)(t)| "a:sO (n1=4
"""""""
logn

√
),

where id : x ,→ x is the identity map.

Finally, Theorems 1 and 2 are used to prove a strong embedding for the queue length process, Qn, that in-
cludes both any customer in service and all waiting customers. Recall that the queue length Qn(t) at time t is the
difference between the number of arrivals and the number of job completions before time t. Denoting by Dn(t)
the amount of time the queue stays busy until time t, the queue length can be expressed as

Qn(t) " An(t)−Mn(Dn(t)): (6)

Finally, the idle time process of the server is given by

In(t) :" t −Dn(t): (7)

The following theorem is a consequence of Proposition 11.

Theorem 3. Let B, B̂ be the Brownian motions Bbr,n, the Brownian bridge processes as considered in Theorems 1 and 2. Let

Xn(t) "Hn(t)−
cnt
µ

+
""
n

√ σ

µ
BEn(t),

where

En(t) "

cnt
nµ

+ inf
s≤t

pG(s)− cn
n
s
µ

( )
, under Assum: 1,

cnt
nµ

+ prn(G) + inf
s≤t

pG(s)− cn
n
s
µ

( )
, under Assum: 2:



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Then the queue length Qn(t) satisfies
sup

t∈[0,∞)
|Qn(t)−φ(Xn)(t)| "a:s:O (n1=4

"""""""
logn

√
),

if cn "O(np) for some p > 0 and lim infn cn > 0. Else we have

sup
t∈[0,∞)

|Qn(t)−φ(Xn)(t)| "a:s:O (n1=4
"""""""
logcn

√
):

Remark 6. Observe that the queue length spends more time near zero as the server efficiency becomes super
polynomial in n, resulting in a greater approximation error.

Remark 7. Theorems 2 and 3 show that the scaled workload process Zn :" φ(Wn − cn · id)=n and the scaled queue
length processQn=n are both closely approximated by nonstationary reflected Brownian motion (RBM) processes
on a sample path basis. These theorems also imply the results in Honnappa et al. [21, 22] and Bet et al. [3], where
functional strong laws and central limit theorems were proved for the scaled processes when p " 1.

3. Strong Embeddings: A Primer
Let X1,X2, : : : be i.i.d. random variables from a distribution with mean zero and variance one. Let Sn "

∑n
i"1Xi de-

note the nth partial sum. Then the classical central limit theorem states that

P
Sn""
n

√ ≤ y
( )

→ Φ(y) as n→∞, (8)

where Φ is the central normal CDF. Equation (8) states that the distribution of Sn=
""
n

√
approaches that of a stan-

dard normal as n→∞. A stochastic process analog of (8) was proved in Donsker [9]. Let the stochastic process
{Sn(t); t ∈ [0, 1]} be constructed as follows for each n ∈ N:

Sn(t) "
1""
n

√
(
S[nt] +X[nt]+1 + (nt− [nt])

)
: (9)

Then {Sn(t), t ∈ [0, 1]} converges in distribution to {B(t), t ∈ [0, 1]} as n→∞, where B is a standard Brownian
motion. More precisely,

h(Sn)→
d
h(B), (10)

for every continuous functional h : C(0, 1)→ R. Heuristically, Equations (9) and (10) imply that for n large enough
S[nt] +X[nt+1](nt− [nt]) is close in distribution to

""
n

√
Bt. Using the scaling property of Brownian motion and observ-

ing that X[nt+1] is negligible compared with S[nt] (for large n), we can concur that Sk is approximately close to Bk for
all k ∈ {1, : : : ,n}. A bound on the difference of the two was provided in Strassen [36], who showed the existence of
a probability space containing versions of all associated random variables and processes such that

Sk −Bk"""""""""""""""
n log log n

√ →
a:s:

0, as k→∞: (11)

Equation (11) can be restated in the following form:

sup
0≤t≤1

Sn(t) − 1""
n

√ Bnt
""""""""""""
log logn

√ →
a:s:

0: (12)

A close associate of the partial sums Sn are the empirical distribution functions corresponding to a sample of iid
random variables. Consider for simplicity a random sample U1,U2, : : : of i.i.d. U[0, 1] random variables. The em-
pirical CDF is then given by

Fn(t) "
1
n
∑n

i"1
1{Ui≤t}, t ∈ [0, 1]:

Observe that the random quantities 1{Ui≤t} are i.i.d. with mean t and variance t(1− t). After proper scaling, and
considering our previous discussion, we expect the empirical process αn given by

αn(t) "
""
n

√ (
Fn(t)− t

)
,
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to be close to a normal random variable with variance t(1− t). We also expect a convergence result akin to (10) in
the process level. Recall that the standard Brownian bridge Bbr is a stochastic process that may be defined as

Bbr
t " Bt − tB1, t ∈ [0, 1],

for a Brownian motion B, because Bbr is a Gaussian process and Var(Bbr
t ) " t(1− t), Bbr is a possible candidate for

the stochastic process approximating the empirical process. Indeed this was proved to be true in a result analo-
gous to equation (12) in Brillinger [4], who showed the existence of a probability space containing versions of all
associated random variables and processes such that

sup
0≤t≤1

|αn(t)−Bbr
t | "

a:s:O
logn
n

( )1=4
(logn log logn)1=4

( )

: (13)

This result immediately implies the analogue to (10), that is, {αn(t), t ∈ [0, 1]} converges in distribution to
{Bbr

t , t ∈ [0, 1]}.
Equations (12) and (13) are insightful and provide a rate of convergence of the partial sums and the

empirical processes. However, these are not the best rates of convergence one can achieve. It was shown by
Komlós-Major-Tusnády in Komlós et al. [27] that when Xi is allowed to have a finite moment generating function
in a neighborhood of zero:

sup
1≤k≤n

|Sk − Bk| " O(logn): (14)

A similar rate is enjoyed by the empirical processes of uniforms. These two results are stated in Theorems 4
and 5, along with the novel construction (also known as the Hungarian method) of Xi’s and Ui’s from the
Brownian motion and Brownian bridge, respectively. A new and different approach in proving such embedding
results has been provided in Chatterjee [5] for the simple symmetric random walk. We will use the terminology
strong embedding for coupling an arbitrary random variable W with a Gaussian random variable Z so that W – Z
has exponentially decaying tails at the appropriate scale. Theorems 4 and 5 thus provide strong embeddings to
the partial sums Sn and the empirical processes αn. As alluded to in the Introduction, we will apply these results
to obtain strong embeddings for the performance metrics of a RS(G,p)=G=1 queue.

3.1. Strong Embedding of the Random Walk
We present the KMT theorem for the strong embedding of the random walk. Proof ideas and construction can be
found in the online appendix.

Theorem 4. Let F be a distribution function with mean 0 and variance 1. In addition, suppose the moment generating func-
tion corresponding to F, R(t) " E(etX), X ~ F, exists in a neighborhood of zero. Then, given a Brownian motion B, and using
it, one can construct a sequence of random variables X1,X2, : : : that are independent and identically distributed to F. Fur-
thermore, the partial sums of Xis are strongly coupled to the Brownian motion B in the following sense. For every n ∈ N and
x > 0,

P
(
sup
1≤k≤n

∣∣∣∣
∑n

i"1
Xi −Bn

∣∣∣∣ > C logn+ x
)
< Ke−λx, (15)

where C, K, and λ are positive constants depending only on F.

3.2. Strong Embedding of the Empirical Process
We present the strong embedding result for the empirical process. Proof ideas and construction can be found in
the online appendix.

Theorem 5. There exists a probability space with independent U[0, 1] random variables U1,U2, : : : and a sequence of
Brownian bridges Bbr

1 ,B
br
2 , : : : such that for all n ≥ 1 and x ∈ R,

P
(
sup
s∈[0,1]

""
n

√ ∣∣∣∣αn(s)−Bbr
n (s)

∣∣∣∣ > C logn+ x
)
< Ke−λx (16)

for some constants C, K, and λ. Here the empirical process αn is given by

αn(s) "
""
n

√
(Fn(s)− s)
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and

Fn(s) "
1
n
∑n

i"1
1{Ui≤s}:

Remark 8. The constants C, K, and λ in Theorem 5 can be chosen as C " 100, K " 10, and λ " 1=50. See Csörgo
and Révész [7, theorem 4.4.1] for more details.

Remark 9. The KMT construction relies on the generation of a sample of n uniforms U1, : : : ,Un from a Brownian
bridge Bbr,n. It can be seen from the construction that having obtained {U1, : : : ,Un}, one is unable to obtain anoth-
er Un+1 such that the new set {U1, : : : ,Un+1} satisfies (16) with the same Brownian bridge. Instead it would be nec-
essary to redo the construction. This necessitates the need for a different Brownian bridge Bbr,n for every n.

4. Control of Time-Changed Brownian Motion
Our analyses in subsequent sections provide strong embedding results for several queue length characteristics to
corresponding diffusion approximations. In order to achieve those results, we need a strong control over the dif-
ference between a Brownian motion evaluated at several n-level stochastic quantities and their corresponding
fluid limits as n goes to infinity (e.g., the empirical distribution of arrival epochs against the true arrival distribu-
tion). In this section, we present general results on bounding the difference between Brownian motion evaluated
at some stochastic jump process and its fluid limit. Proposition 3 is rather general and might be of independent
interest. We start by stating an assumption on the fluid limit.

Assumption 4. For each n ≥ 1, let ξn : [0,∞) ,→ R be a bounded Lipschitz continuous function; that is, there exists
cξn > 0 such that

|ξn(s)− ξn(t)| ≤ cξn |s− t|,
for all s, t ∈ [0,∞).

We also impose regularity conditions on the stochastic jump process along which our Brownian motion will
be evaluated. These are collected in the following assumption.

Assumption 5. Let {Tn}n≥1 be a sequence of nondecreasing positive numbers. Let Ξn :" {Ξn(s); s ∈ [0,Ln]} be a stochastic
pure jump process defined on a common probability space (Ω,F ,P) for every n ≥ 1, such that almost surely the number of
its jumps in [0,Ln] is bounded above by knm for some fixed positive constants k and m. In addition, assume that

limsup
n

sup
s∈[0,Ln]

{|Ξn(s)|} <∞:

Denote D " lim supn sups |Ξn(s)|.
In order to obtain a nonasymptotic probabilistic bound on the difference |BΞn(s) −Bξn(s)|, where ξn and Ξn are in-

troduced in Assumptions 4 and 5, respectively, we impose further conditions on the distribution of |Ξn − ξn|. In
particular, we require a DKW-style inequality (Dvoretzky et al. [10]) for the tail distribution of |Ξn − ξn|.
Assumption 6. For every n ≥ 1, let ξn and Ξn be as considered in Assumptions 4 and 5. Let there be constants k0,
k1, k2, k3, and 0 < γ < 4 such that the following inequality holds for every ε > 0:

P sup
s∈[0,Ln]

|Ξn(s)− ξn(s)| > ε+ k0
logn
n

( )
≤ k1e−k2n

γε2 ! k3nγε:

In addition, denote αn by

αn :"
1""
2

√
(
sup

t∈[0,Ln]
|Ξn(t)− ξn(t)|

)1=2
: (17)

In Propositions 1 and 2, we will show that the Assumptions 4–6 are satisfied for the arrival process given in (2)
and the truncated renewal process given in (5). In order to prove these two lemmas, we first recall a few facts on
subexponential random variables.

Lemma 1. Let X1, : : : ,Xn be i.i.d. copies of a random variable with mean µ such that there exist parameters (ν,m) satisfying
E[eλ(X−µ)] ≤ e

ν2λ2
2 for all |λ| < 1

m
: (18)
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Then the following holds true:
(i)

P
(∣∣∣∣
∑n

i"1
Xi − nµ

∣∣∣∣ ≥ nt
)
≤

2e−
nt2

2ν2 for 0 ≤ t ≤ ν2

m
,

2e− nt
2m for t >

ν2

m
:




(19)

(ii)

P
(
sup
0≤k≤n

∣∣∣∣
∑k

i"1
Xi − kµ

∣∣∣∣ ≥ nt
)
≤

2e−
nt2

2ν2 for 0 ≤ t ≤ ν2

m
,

2e− nt
2m for t >

ν2

m
:




(20)

Proof.
(i) The result follows from the usual considerations for subexponential random variables (Wainwright [37,

section 2.1.3]). The main ingredient is a Chernoff-type approach to obtain

P
(∑n

i"1
Xi − nµ ≥ nt

)
≤ E[eλ

(∑n
i"1Xi−nµ

)

]
enλt

≤ exp −nλt + nλ2ν2

2

( )
: (21)

Optimization of the right-hand side followed by a premultiplication by 2 to obtain the two-sided tail bound
yields the desired result (19).

(ii) Observe thatMk "
∑k

i"1Xi − kµ is a martingale. In addition, x ,→ eλx is a convex function. Consequently eλMk is

submartingale. Thus, applying Doob’s martingale inequality, we obtain

P
(
sup
0≤k≤n

∑k

i"1
Xi − kµ ≥ nt

)
" P

(
sup
0≤k≤n

eλ
(∑k

i"1Xi−kµ
)

≥ eλnt
)

≤
E
(
eλ(

∑k
i"1Xi−kµ)

)

eλnt
,

thus reducing our considerations to (21). The same arguments carry forward and we obtain (20). w

Assumption (18) in Lemma 1 holds for every random variable X with a finite moment generating function in a
neighborhood of zero. This is a consequence of the following lemma.

Lemma 2. Let X be a random variable with mean µ, whose moment generating function exists in a neighborhood of zero.
Then we have

E[eλ(X−µ)] ≤ eλ
2ν2=2 for all |λ| < 1

m
, (22)

where ν "
"""""""""""
2Var(X)

√
and m is given by the condition

E[e2λ|X−µ|] < 4 for all |λ| < 1
m
:

Proof. Observe that the moment generating function of X satisfies

E[eλ(X−µ)] ≤ E 1 + λ(X − µ) + λ2

2
(X − µ)2eλ|X−µ|

( )
:

Noticing EX " µ and by Cauchy-Schwarz inequality, we have

E[eλ(X−µ)] ≤ 1+λ2

2

"""""""""""""
E(X−µ)4

√ """"""""""""""
E[e2λ|X−µ|]

√

≤ 1+λ2Var(X)
""""""""""""""
E[e2λ|X−µ|]

4

√
:
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Hence, for all λ satisfying E[e2λ|X−µ|] < 4, we have

E[eλ(X−µ)] ≤ 1+λ2Var(X):
However, 1+λ2Var(X) ≤ eλ

2Var(X) and consequently,

E[eλ(X−µ)] ≤ eλ
2Var(X):

This yields (22). w

Proposition 1. Let Assumption 1 hold with G being the uniform distribution function on [0, 1]. Let Ân denote the corre-
sponding arrival process in (2). Then Assumptions 4–6 hold with

ξn(t) " pt and Ξn(t) "
Ân(t)
n

, for t ∈ [0, 1],

and Ln " 1 for all n.

Proof. Note that ξn is bounded and Lipschitz with cξn " p. Next, notice that Ân has at most n jumps in [0, 1]. In
addition,

sup
s∈[0,1]

∣∣∣∣
Ân(s)
n

∣∣∣∣, |ps|
{ }

≤ 1:

It remains to prove a DKW type inequality for the difference | Ân(t)
n − pt|. To that effect, observe that

Ân(s)
n

− ps "
""""""""""
p(1− p)

√

n
∑nFn(s)

i"1

χi − p""""""""""
p(1− p)

√ + p
(
Fn(s)− s

)

"
""""""""""
p(1− p)

√ 1
n
∑nFn(s)

i"1
Xi + p

(
Fn(s)− s

)
,

where Xi " χi−p"""""""
p(1−p)

√ are i.i.d. random variables with mean zero and variance one. Consequently, we have

P sup
s∈[0,1]

∣∣∣∣
Ân(s)
n

− ps
∣∣∣∣ > ε

( )
≤ P

""""""""""
p(1− p)

√
sup
0≤k≤n

1
n

∣∣∣∣
∑k

i"1
Xi

∣∣∣∣ >
ε

2

( )
+P p|Fn(s)− s| > ε

2

( )
: (23)

From the standard DKW inequality for empirical distributions (Dvoretzky et al. [10]), the second term has the
standard exponentially decreasing bound given by

P sup
s∈[0, 1]

p
∣∣∣Fn(s) − s

∣∣∣ > ε

2

( )
≤ 2e−nε

2=(4p2): (24)

For the first term, observe that the Xi’s have a finite moment generating function E[eλXi] for all λ. Hence, appeal-
ing to Lemmas 1 and 2, we obtain

P sup
0≤k≤n

∣∣∣∣∣
∑k

i"1
Xi

∣∣∣∣∣ >
nε

2
""""""""""
p(1− p)

√
( )

≤ 2e−
nε2

8p(1−p): (25)

Consequently, there exist constants k1 and k2 such that

P sup
s∈[0, 1]

∣∣∣∣∣
Ân(s)
n

− ps

∣∣∣∣∣ > ε

( )
≤ k1e−k2nε

2
: w

Proposition 2. Let Assumption 3 hold and Mn be given by (5). Then for any sequence of nondecreasing positive reals Ln,
Assumptions 4–6 hold with

ξn(t) "
cn
n

t
µ

( )
! 1 and Ξn(t) "

Mn(t)
n

, for t ∈ [0,Ln]:

Proof. Note thatξn is bounded andLipschitzwith cξn " cn
nµ. Next notice thatMnhas atmostn jumps in [0,Ln]. In addition

sup
s∈[0,Ln]

∣∣∣∣
Mn(s)
n

∣∣∣∣ < 1:
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It remains to prove a DKW-style inequality for the difference |Mn(t)
n − (cnn t

µ)!1|. Observe that for any Ln positive,

sup
0≤t≤Ln

∣∣∣∣
Mn(t)
n

− cn
n
t
µ

( )
!1

∣∣∣∣ ≤ sup
0≤t≤Sn

cn+

∣∣∣∣
Mn(t)
n

− cn
n
t
µ

∣∣∣∣+ sup
Sn
cn≤t≤Ln

∣∣∣∣1−
cn
n
t
µ

( )
!1

∣∣∣∣

≤ sup
0≤t≤Sn

cn+

∣∣∣∣N(cnt)− cnt
µ

∣∣∣∣
n

+ 1
n
+

∣∣∣∣
Sn
n −µ

∣∣∣∣
µ

,

where N(t) " inf{m ≥ 0 :
∑m

i"1Vi > t}. By a change of variable, the first term on the right-hand side has a simpler

representation on which we have

sup
0≤t≤Ln

∣∣∣∣∣
Mn(t)
n

− cn
n
t
µ

( )
!1

∣∣∣∣∣ ≤ sup
0≤s≤Sn

µ +

|Ñs − s|
n

+ 1
n
+ | Snn −µ|

µ
, (26)

where Ñs " inf m ≥ 0 :
∑m

i"1
Vi

µ
> t

{ }
. From Horvath [23, lemma] and observing that Ñ(Snµ +) " n, we notice that

sup
0≤s≤Sn

µ +
|Ñ(s)− s| ≤ sup

0≤s≤n
|Ũ(s)− s|, (27)

where Ũ(s) "∑[s]
i"1

Vi

µ
. In addition,

sup
0≤s≤n

|Ũ(s)− s| ≤ sup
0≤k≤n

|S̃k − k| + 1, (28)

where S̃k "
∑k

i"1
Vi

µ
. Combining Equations (26), (27), and (28), we obtain for all ε > 0

P sup
0≤t≤Ln

∣∣∣∣
Mn(t)
n

− cn
n
t
µ

( )
!1

∣∣∣∣ ≥ ε+ 2
n

( )
≤ P sup

0≤k≤n
|S̃k − k| > εn

2

( )
+P

∣∣∣∣
Sn
n
−µ

∣∣∣∣ >
εµ
2

( )
: (29)

Observe that Vis have a finite moment generating function in a neighborhood of zero. Hence, appealing to
Lemmas 1 and 2, we have for all ε > 0

P sup
0≤k≤n

|S̃k − k| > nε
2

( )
≤ 2 exp(−k′2nε2 ! k′3nε),

for some constants k2 and k3. Similarly, Lemmas 1 and 2 also imply for all ε > 0

P
∣∣∣∣
Sn
n
−µ

∣∣∣∣ >
εµ
2

( )
≤ 2 exp(−k′4nε2! k′5nε):

Consequently, we have constants k1, k2, and k3 such that for all ε > 0,

P sup
0≤t≤Ln

∣∣∣∣
Mn(t)
n

− cn
n
t
µ

( )
!1

∣∣∣∣ ≥ ε+ 2
n

( )
≤ k1e−k2nε

2 ! k3nε: w

In the following lemma, we obtain an upper bound on the expected value of αn as denoted in (17). This result
will be used in Lemma 5.

Lemma 3. Let Assumptions 4–6 hold. Then there exists a constant C′ such that

E[αn] ≤ C′
"""""""
logn

√

nγ=4
: (30)

Proof. Because ξn is bounded, without loss of generality, let us assume

sup
s∈[0,Ln]

{|ξn(s)|, |Ξn(s)|} ≤ D:
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As a consequence notice

αn " 1""
2

√
(
sup

t∈[0,Ln]
|Ξn(t) − ξn(t)|

)1=2
≤

"""
D

√
:

Thus, we have

E[αn] "
∫ ""

D
√

0
P[αn > t]dt "

∫ ""
D

√

0
P
[
sup

t∈[0,Ln]
|Ξn(t) − ξn(t)| > 2t2

]
dt

" 1
2

""
2

√
∫ 2D

0

1""
s

√ P
[
sup

t∈[0, Ln]
|Ξn(t) − ξn(t)| > s

]
ds,

(31)

where the last step is obtained by a change of variable. Now breaking the integral into parts and using
Assumption 6, we obtain

E[αn] ≤
1

2
""
2

√
∫ k0

logn
n

0

1""
s

√ ds +
∫ 2D

k0
logn
n

1""
s

√ P

(
sup

t∈[0,Ln]
|Ξn(t) − ξn(t)| > s

)
ds

≤ 1""
2

√
""""""""""
k0

logn
n

√
+ 1
2

""
2

√
∫ 2D−k0log nn

0

1"""""""""""""
s + k0

logn
n

√ P sup
t∈[0,Ln]

|Ξn(t) − ξn(t)| > k0
logn
n

+ s
( )

ds

≤ 1""
2

√
""""""""""
k0

logn
n

√
+ 1
2

""
2

√
∫ 2D−k0log nn

0

1""
s

√ k1e−k2n
γs2 ! k3nγsds

≤ 1""
2

√
""""""""""
k0

logn
n

√
+ 1
4

""
2

√
nγ=4

∫ ∞

0
k1e−k2z! k3

"
z

√
nγ=2z−3=4dz ≤ C′

"""""""
logn

√

nγ=4
,

for some constant C′, where the penultimate step is obtained by a change of variable (nγs2 ,→ z) and then use of
the fact that the integral

∫ ∞
0
exp(−4k2z! k3

""
z

√
nγ=2)z−3=4dz is bounded yields our desired result (30). w

Assumption 7. Let ξn and Ξn be as considered in Assumptions 4 and 5. Let a standard Brownian motion B be defined on
the same probability space (Ω,F ,P). Then let f̂s be the Gaussian process defined on [0,Ln] by

f̂s " Bξn(s) −BΞn(s):

In addition, let P denote the conditional probability on (Ω,F ,P) given Ξn. Thus, the conditional expectation
E[Z] " E[Z|Ξn(s); s ∈ [0,Ln]]. Denote γn :" E[supt∈[0,Ln] f̂ t].

The key ingredient to find probabilistic bounds for f̂ as alluded to previously is the Borell-Tsirelson-
Ibragimov-Sudakov (Borell-TIS) inequality included later for completeness. As a first step, we find the
conditional expectation of sup f̂ given Ξn. This is obtained in the following lemma.

Lemma 4. Let Assumptions 4, 5, and 7 hold. Then there exist constants M and C̃ such that

E
[
sup

t∈[0,Ln]
f̂ t

]
≤M

∫ αn

0

"""""""""""""""""""

log
cξnLn
ε2

+ 1
( )√

dε+ C̃αn
"""""""
logn

√




: (32)

Proof. The canonical metric for f̂ in (Ω̂, F̂,P) is given by

d̂(s, t) "
(
E[( f̂ s − f̂ t)2]

)1=2
: (33)

Let D̂ denote the diameter of [0,Ln]with respect to the canonical metric, that is,

D̂ " sup
s, t∈[0,Ln]

d̂(s, t):

Let N̂(ε) be the metric entropy defined by the smallest number of balls of diameter ε (with respect to the canoni-
cal metric d̂) that cover [0,Ln]. Then from Adler and Taylor [1, theorem 1.3.3], there exists a universal constant M
such that

E
[
sup

t∈[0,Ln]
f̂t
]
≤M

∫ D̂=2

0

(
log N̂(ε)

)1=2
dε: (34)
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It can be easily shown that the canonical metric d̂ as defined in (33) satisfies

d̂(s,t)2 " [|ξn(s)−Ξn(s)| + |ξn(t)−Ξn(t)|− 2(ξn(s)!ξn(t) +Ξn(s)!Ξn(t)− ξn(s)!Ξn(t)− ξn(t)!Ξn(s))]:
If the numbers ξn(s),Ξn(s),ξn(t),Ξn(t) are arranged in ascending order from the vector (d1,d2,d3,d4), then it can
be shown that

d̂(s, t) "
"""""""""""""""""""""""""
(d4 − d3) + (d2 − d1)

√
: (35)

This implies, for s and t such that Ξn(s) " Ξn(t),

d̂(s, t) "
""""""""""""""""""
|ξn(s)− ξn(t)|

√
≤ """"

cξn
√ """""""

|s− t|
√

:

In addition, note that D̂=2 " sups, t∈[0,Ln] d̂(s, t)=2 ≤ (supt∈[0,Ln] |Ξn(t)− ξn(t)|)1=2=
""
2

√
" αn.

In order to obtain an upper bound to N̂(ε), recall as mentioned earlier, d̂(s, t) ≤ """"cξn
√ """""""|s− t|√

whenever
Ξn(s) " Ξn(t). Because Ξn has at most knm points of discontinuity, there are at most (knm + 1) intervals where Ξn is
constant. Let these intervals be R0, : : : ,Rknm . Then N̂(ε) can be bounded above as follows:

N̂(ε) ≤
∑knm

i"0

⌈
cξn

Ri

ε2

⌉
≤
∑knm

i"0
cξn

Ri

ε2
+ (knm + 1) " cξn

Ln
ε2

+ (knm + 1): (36)

Thus, using (36) we get from (34):

E
[
sup

t∈[0, Ln]
f̂ t

]
≤ M

∫ αn

0

""""""""""""""""""""""""""""

log
cξnL′n
ε2

+ knm + 1
( )√

dε: (37)

Observe that log(x+ y) ≤ log(x+ 1) + log(y) for x ≥ 0 and y ≥ 1. Consequently, we obtain

∫ αn

0

"""""""""""""""""""""""""""

log
cξnLn
ε2

+ knm + 1
( )√

dε ≤
∫ αn

0

""""""""""""""""""""""""""""""""""""""

log
cξnLn
ε2

+ 1
( )

+ log(knm + 1)
√

dε

≤
∫ αn

0

"""""""""""""""""""

log
cξnLn
ε2

+ 1
( )√

dε+ αn
"""""""""""""""""
log(knm + 1)

√
,

(38)

where in the last step, we used the fact that
"""""""
x+ y

√ ≤ ""
x

√ + ""y√ . From (37) and (38), we obtain that there exists a
constant C̃ such that

E
[
sup

t∈[0,Ln]
f̂ t

]
≤M

∫ αn

0

"""""""""""""""""""

log
cξnLn
ε2

+ 1
( )√

dε+ C̃αn
"""""""
logn

√




: w

Having obtained the conditional expectation of sup f̂ , we next obtain the unconditional expectation of sup f̂ .
This is achieved in the following result and is a crucial ingredient in the proof of Proposition 3.

Lemma 5. Let Assumptions 4–7 hold. Then there exists constant C such that

γn " E
[
sup

t∈[0,Ln]
f̂ t

]
≤ C

"""""""""""""""
log(Ln " n)

√

nγ=4
:

Proof. Using integration by parts and denoting cξnLn by L′n, the first term in (32) yields

∫ αn

0

""""""""""""""""

log
L′n
ε2

+ 1
( )√

dε " αn

"""""""""""""""
log

L′n
α2
n
+ 1

( )√
+
∫ αn

0

L′n=(L′n + ε2)""""""""""""""
log

(
L′n
ε2 + 1

)√ dε

" αn

"""""""""""""""
log

L′n
α2
n
+ 1

( )√
+

""""
L′n

√ ∫ ∞""""""""""
log
(
L′n
α2n
+1
)√ 1""""""""

et2 − 1
√ dt, (39)
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where the last step is obtained by a change of variable (
"""""""""""""""""""
log(L′n=ε2 + 1)

√
,→ t). It is readily checked that

1""""""""
et2 − 1

√ ≤ e−t
2=2

""""""""
1+α2

n
L′n

√
for t ≥

"""""""""""""""
log

L′n
α2
n
+ 1

( )√
:

Consequently, we obtain from (39):

∫ αn

0

""""""""""""""""

log
L′n
ε2

+ 1
( )√

dε ≤ αn

""""""""""""""""
log

L′n
α2
n
+ 1

( )√
+

""""""""""
L′n + α2

n

√ ∫ ∞
"""""""""""""
log(L′n=α2

n+1)
√ e−t

2=2dt: (40)

Now, (40) can be represented using the standard normal distribution function as follows:

∫ αn

0

""""""""""""""""

log
L′n
ε2

+ 1
( )√

dε " αn

""""""""""""""""
log

L′n
α2
n
+ 1

( )√
+

""""""""""""""""
2π(L′n + α2

n)
√

1 − Φ

"""""""""""""
log

L′n
α2
n
+ 1

√









: (41)

Thus, from (32) and (41), we obtain

E[ sup
t∈[0,Ln]

f̂ t

]
≤ M αn

""""""""""""""""
log

L′n
α2
n
+ 1

( )√
+

""""""""""""""""
2π(L′n + α2

n)
√

1 −Φ

""""""""""""""""
log

L′n
α2
n
+ 1

( )√









 + Cαn

"""""""
logn

√
:


 (42)

Having completed the first step in our attempt to bound γn, we now proceed to obtain an upper bound to the
right-hand side of (42). The expectation of the first term:

E[αn
"""""""""""""""""""
log(L′n=α2

n + 1)
√

]"
∫ ∞

0
P αn

"""""""""""""""
log

L′n
α2
n
+ 1

( )√
≥ x





dx

"
∫ sg

0
P
(
αn ≥ g−1(x)

)
dx,

where g is the function g̃(y) " y
"""""""""""""""""""
log(L′n=y2 + 1)

√
restricted to the domain [0, sg] and sg is the point of global maxima

of g̃, thereby making g invertible. In addition, it is readily checked by comparing values of g̃′ that
sg <

"""""""""""""
L′n=(e− 1)

√
. Following these steps, we thus obtain

E [αn

"""""""""""""""""""
log(L′n=α2

n + 1)
√

] "
∫ sg

0
P (αn ≥ t)g′(t)dt "

∫ sg

0
P (αn ≥ t)

log
(
L′n
t2 + 1

)
− L′n

L′n+t2""""""""""""""
log

(
L′n
t2 + 1

)√

≤
∫ k0

logn
n

0

"""""""""""""""

log
L′n
t2

+ 1
( )√

dt+
∫ sg

k0
logn
n

P (αn ≥ t)
"""""""""""""""

log
L′n
t2

+ 1
( )√

dt: (43)

The first term on the right-hand side in (43) can be bounded above using (41) as follows:

∫ k0
log n
n

0

""""""""""""""""

log
L′n
t2

+ 1
( )√

dt

≤ k0
logn
n

"""""""""""""""""""""""""

log
n2L′n

k2(logn)2
+ 1

( )√√
+

""""""""""""""""""""""""""

2π L′n + k2
(logn)2

n2

( )√

1 − Φ

"""""""""""""""""""""""""

log
n2L′n

k2(logn)2
+ 1

( )√√









:

It is readily checked by using the standard upper bound for normal tail probability that there exists a constant C′

such that the right-hand side is bounded above by C1
′ n−γ=4

"""""""""""""""
log(L′n " n)

√
, and thus we have

∫ k0
logn
n

0

"""""""""""""""

log
L′n
t2

+ 1
( )√

dt ≤ C1
′

"""""""""""""""
log(L′n " n)

√

nγ=4
: (44)
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In order to bound the second term in (43), let us perform a change of variable manipulation, namely replace nγt4
by e−z. We now obtain from Assumption 6:

∫ sg

k0
logn
n

P(αn ≥ t)
"""""""""""""""

log
L′n
t2

+ 1
( )√

dt "
∫ sg−k0lognn

0
k1e−k24n

γt4 !2k3nγt2
"""""""""""""""""""""""""""
log

L′n
(t+ k0

logn
n )2

+ 1
( )√√

dt

≤
∫ sg−k0lognn

0
k1e−k24n

γt4 !2k3nγt2

""""""""""""""""

log
L′n
t2

+ 1
( )√

dt

≤ k1
4nγ=4

∫ ∞

−∞
exp −4k2e−z !2k3nγ=2e−z=2 −

z
4

( ) """""""""""""""""""""""""
log (nγ=2L′nez=2 + 1)

√
dz

≤ k1
4nγ=4

∫ ∞

−∞
exp −4k2e−z !2k3nγ=2e−z=2 −

z
4

( ) """""""""""""""""""""""""""""""
γ

2
logn+ log (L′nez=2 + 1)

√
dz:

Consequently, we have

∫ sg

k0
log n
n

P(αn ≥ t)
""""""""""""""""

log
L′n
t2

+ 1
( )√

dt

≤ k1
"""""""""""""""
log(L′n " n)

√

4nγ=4

∫ ∞

−∞
exp −4k2e−z ! 2k3nγ=2e−z=2 −

z
4

( ) """""""""""""""""""""""""
γ

2
+ log(L′nez=2 + 1)

log(L′n " n)

√

dz: (45)

It is readily checked that the integral on the right is finite, and thus we have

∫ sg

k0
logn
n

P(αn ≥ t)
""""""""""""""""

log
L′n
t2

+ 1
( )√

dt ≤ C′
2

"""""""""""""""
log(L′n " n)

√

nγ=4
, (46)

for some generic constant C′
2. Using (44) and (46) in (43), we now obtain

E[αn

"""""""""""""""""""
log(Ln=α2

n + 1)
√

] ≤ C′
3

"""""""""""""""
log(L′n " n)

√

nγ=4

( )
, (47)

where C′
3 " C′

1 +C′
2. For the second term in (42), we use the bound on the normal tail probability, namely,

1−Φ(t) ≤ e−t2=2=t
""""
2π

√
. Thus, we have

""""""""""""""""
2π(L′n +α2

n)
√

1−Φ

"""""""""""""""
log

L′n
α2
n
+ 1

( )√









 ≤ αn""""""""""""""""

log(L′n +α2
n)

√ :

The right-hand side can be bounded above by (log(L′n +α2
n))−1=2 ≤ (logT1

′)−1=2 and the bound for E[αn] achieved
in Lemma 3. Consequently, combining (30), (42), and (47), we have thus obtained

E

[
sup

t∈[0,Ln]
f̂t

]
≤ C

"""""""""""""""""""""
log

(
(cξnLn) " n

)√

nγ=4







for some constant C. w

We finally arrive at the main result of this section; in Proposition 3, we state a general nonasymptotic probabil-
istic bound on the difference between a time-changed Brownian motion evaluated on a stochastic jump process
and its fluid limit.

Proposition 3. Let Assumptions 4–7 hold. Then there exist a constant C such that for all n ≥ 1 and x > 0:

P sup
s∈[0,Ln]

|BΞn(s) −Bξn(s)| > C

"""""""""""""""""""""
log

(
(cξnLn) " n

)√

n1=4
+ x





 ≤ 2e

− x2

2υ2n , (48)

where υ2n " sups∈[0,Ln] E[|Ξn(s)− ξn(s)|].
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Proof. Observe that we have

E
[
f̂t
2] " E[B2

ξn(t) + B2
Ξn(t) − 2Bξn(t)BΞn(t)]

" [ξn(t) + Ξn(t) − 2ξn(t)!Ξn(t)]
" [|Ξn(t) − ξn(t)|]: (49)

This implies

sup
t∈[0,Ln]

E
[
f̂
2
t

]
" sup

t∈[0,Ln]
E[|Ξn(t) − ξn(t)|] " υ2n: (50)

Recall γn :" E[supt∈[0,1] f̂t]. Then by the Borell-TIS inequality (Adler and Taylor [1, theorem 2.1.1]), we have

P
(
sup

t∈[0,Ln]
| f̂t | > x+ γn

)
≤ 2 exp

−x2
2υ2n

( )
: (51)

Now invoking Lemma 5, we obtain our desired result (48). w

Finally, we will require the following proposition for proving strong embeddings under Assumption 2. Con-
sider the following regularity condition.

Assumption 8. For every n ≥ 1, let ξ(n),ξ : [0,T] ,→ R satisfy

sup
s∈[0,T]

∣∣∣ξ(n)(s)− ξ(s)
∣∣∣ "O

1""
n

√
( )

: (52)

In addition, let ξ(n) and ξ both be Lipschitz continuous with the Lipschitz coefficient of ξ(n) growing at most polynomially
in n.

Proposition 4. Let Assumption 8 hold and Bn,n ≥ 1 be any sequence of Brownian motions defined on a probability space
(Ω,F ,P). Then there exists constants C, K, and λ such that for all n ≥ 1 and x > 0:

P sup
s∈[0,T]

|Bn
ξ(n)(s) −Bn

ξ(s)| > C
"""""""
logn

√

n1=4
+ x

( )
< Ke−λx

2 ""
n

√
:

Proof. The key ingredient of the proof is again the Borel-TIS inequality. First, let us reuse the same notations as
before; let f̂s be the Gaussian process defined on [0,T] by

f̂s " Bn
ξ(n)(s) −Bn

ξ(s):

As before, the canonical metric for f̂ in (Ω,F ,P) is given by (33) and let D̂ denote the diameter of [0,T] with re-
spect to the canonical metric, that is,

D̂ " sup
s, t∈[0,T]

d̂(s, t):

Let N̂(ε) be the metric entropy defined by the smallest number of balls of diameter ε (with respect to the canoni-
cal metric d̂) that covers [0,T]. Then from Adler and Taylor [1, theorem 1.3.3], there exists a universal constant M
such that

E

[
sup
t∈[0,T]

f̂t

]
≤M

∫ D̂=2

0

(
log N̂(ε)

)1=2
dε: (53)

It can be easily shown that the canonical metric d̂ as defined in (33) satisfies

d̂(s,t)2 " [|ξ(n)(s)− ξ(s)| + |ξ(n)(t)− ξ(t)|− 2(ξ(n)(s)!ξ(t) + ξ(n)(s)!ξ(t)− ξ(n)(s)!ξ(t)− ξ(n)(t)!ξ(s))]:
If the numbers ξ(s),ξ(n)(s),ξ(t),ξ(n)(t) are arranged in ascending order form the vector (d1,d2,d3,d4), then it can be
shown that

d̂(s, t) "
"""""""""""""""""""""""""
(d4 − d3) + (d2 − d1)

√
: (54)

This implies that we have

d̂(s, t) ≤
"""""""""""""""""""""""""""""""""""""""
|ξ(n)(t) − ξ(t)| + |ξ(n)(s) − ξ(s)|

√
:
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Consequently, from Assumption 8, we have

D̂ " O
1

n1=4

( )
: (55)

In addition, (54) also implies

d̂(s, t) ≤
"""""""""""""""""""""""""""""""""""""""
|ξ(n)(t) − ξ(n)(s)| + |ξ(t) − ξ(s)|

√
:

Using the Lipschitz continuity of ξ(n) and ξ, we obtain that

sup
s, t∈[0,T]

d̂(s, t)"""""""|s− t|√ " ln, (56)

where ln grows polynomially in n. This implies d̂(s, t) ≤ ln
"""""""|s− t|√

for all s, t ∈ [0,T]. Thus, {s ∈ [0,T] : |s− x0| ≤
ε2=l2n} is contained in the ε−ball around x0. The length of this ball is thus at least 2ε2=l2n. Hence, the number of
ε−balls that cover [0,T] is at most Tl2n=2ε2. This leads to an upper bound for N̂(ε), namely

N̂(ε) ≤ Tl2n
2ε2

: (57)

Thus, using (57), we get from (53),

E

[
sup
t∈[0,T]

f̂ t

]
≤ M

∫ D̂=2

0

""""""""""""

log
Tl2n
ε2

( )√

dε: (58)

It is readily checked using integration by parts that

E

[
sup
t∈[0,T]

f̂ t

]
≤ M

D̂
2

"""""""""""""

log
4Tl2n
D̂

2

( )√√
+
∫ D̂=2

0

1""""""""
log Tl2n

ε2

√ dε





:

A change of variable
"""""""""""""""
log(Tl2n=ε2)

√
,→ t in the integral on the right-hand side yields

E

[
sup
t∈[0,T]

f̂ t

]
≤M

D̂
2

"""""""""""""

log
4Tl2n
D̂

2

( )√√
+

""""""
2πT

√
ln 1−Φ

""""""""""""""""""

2 log
2ln

""
T

√

D̂

( )√√















:

The standard upper bound to the normal tail probability now gives

E

[
sup
t∈[0,T]

f̂ t

]
≤ M

D̂
2

"""""""""""""

log
4Tl2n
D̂

2

( )√√
+ D̂

2
1"""""""""""""

2 log 2ln
""
T

√

D̂

√





: (59)

Observe that because ln ≥ 1 and D̂ ≤ 2, we have
1"""""""""""""

2 log2ln
""
T

√

D̂

√ ≤ 1"""""""
logT

√ : (60)

In addition, because x log x ≥ −1 for all x > 0,

D̂
2

"""""""""""""

log
4Tl2n
D̂

2

( )√√
" 1
2

"""""""""""""""""""""""""""""""
D̂

2
log(4Tl2n)− D̂

2
logD̂2

√
≤ 1
2

"""""""""""""""""""""
D̂

2
log(4Tl2n) + 1

√
: (61)

Using Inequalities (60) and (61) in the right-hand side of (59), we get

E

[
sup
t∈[0,T]

f̂ t

]
≤ M

1
2

"""""""""""""""""""""
D̂

2
log(4Tl2n) + 1

√
+ D̂

2
1"""""""
logT

√
( )

: (62)

Finally, using (55) and (56) in (62), we obtain

E

[
sup
t∈[0,T]

f̂ t

]
" O

"""""""
logn

√

n1=4

( )
:
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Observe that

sup
s∈[0,T]

E[| f 2t |] " sup
s∈[0,T]

|ξ(n)(s) − ξ(s)| " O
1""
n

√
( )

:

Then by the Borell-TIS inequality (Adler and Taylor [1, theorem 2.1.1]), there exists constants C, K, and λ such
that

P sup
s∈[0,1]

∣∣∣Bn
ξ(n)(s) −Bn

ξ(s)
∣∣∣ > C

"""""""
logn

√

n1=4
+ x

( )
< Ke−λx

2 ""
n

√
: w

5. A Strong Embedding for the Arrival Process
In this section, we derive a strong embedding for the arrival process. The following proposition is an extension
of Theorem 4 when the length of the random walk is provided by a time-varying, not necessarily determinstic,
function.

Proposition 5. Let X1, : : : ,Xn be i.i.d. samples from a distribution that admits existence of a moment generating function
in a neighborhood of zero. Let µ and σ denote the mean and standard deviation, respectively, of this distrbution. Let Jn :
[0,∞) ,→ {1, : : : ,n} be any process. Then there exists a standard Brownian motion B and a version of X1, : : : ,Xn, along
with constants C1, K1, and λ1 such that for all x > 0, we have

P sup
t∈[0,∞)

∣∣∣∣
1""
n

√
∑Jn(t)

i"1
(Xi −µ)− σBJn (t)

n

∣∣∣∣ > C1
logn""

n
√ + x



 < K1e−λ1x
""
n

√
:

Proof. From Theorem 4, we have that there exists a standard Brownian motion B̃, a version of X1, : : : ,Xn, along
with constants C, K, and λ (depending on the distribution of V) such that for all x > 0, we have

P sup
0≤k≤n

∣∣∣∣
∑k

i"1

Xi −µ
σ

( )
− B̃k

∣∣∣∣ > C logn+ x

[ ]
< Ke−λx, (63)

where
∑k

i"1 is defined to be the null sum for k " 0. Because An takes values in {1, : : : ,n}, we may replace the su-
premum in the left-hand side of (63) by a supremum over k taking values in {An(t), t ∈ [0,∞)}. Consider another
version B of the standard Brownian motion B̃ such that

""
n

√
Bk=n"d B̃k:

Then from (63) there exist constants C1, K1, and λ1 such that for all x > 0 the desired strong-embedding holds

P sup
t∈[0,∞)

∣∣∣∣
1""
n

√
∑Jn(t)

i"1
(Xi −µ)− σBAn (t)

n

∣∣∣∣ > C1
logn""

n
√ + x



 < K1e−λ1x
""
n

√
: w

The following proposition is a consequence of Theorem 5 and holds for any general distribution as opposed to
the uniform distributional assumption made in Theorem 5.

Proposition 6. Let Assumption 1 hold with p " 1, that is, let us consider the ∆(i)=G=1 model as explained in Remark 1.
Then for every n ≥ 1, there exists a Brownian bridge {Bbr,n; t ∈ [0, 1]} and a version of T1, : : : ,Tn along with constants C2,
K2, and λ2 such that for all x > 0, we have

P sup
t∈[0,∞)

∣∣∣
""
n

√
(Gn(t)−G(t))−Bbr,n

G(t)

∣∣∣ > C2
logn""

n
√ + x

( )
< K2e−λ2x

""
n

√
: (64)

Proof. We will first consider the random variables {G(Ti) : i " 1, : : : ,n}. Observe that the G(Ti)s are independent
and identically distributed as U[0,1] random variables. Consider the corresponding empirical distribution func-
tion Fn given by

Fn(t) "
1
n
∑n

i"1
1{G(Ti)≤t}: (65)
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Then by a little modification of (15), there exist a Brownian bridge Bbr,n (observe by Remark 9, the Brownian
bridge under consideration depends on n) and constants C2, K2, and λ2 such that

P sup
t∈[0,1]

|
""
n

√
(Fn(t)− t)−Bbr,n

t | > C2
logn""

n
√ + x

( )
< K2e−λ2x

""
n

√
: (66)

Let the inverse distribution function G−1 be defined as

G−1(t) :" sup{x ∈ R : G(x) ≤ t}: (67)

Observe that, because of our definition of G−1, we have

G(x) ≤ t iff x ≤ G−1(t): (68)

Applying relation (68) in (65), and using (1), we obtain

Fn(t) "
1
n
∑n

i"1
1{Ti≤G−1(t)} " Gn(G−1(t)): (69)

Inserting (69) in (66) yields

P sup
t∈[0, 1]

| ""
n

√ (Gn(G−1(t)) − t) − Bbr,n
t | > C2

logn""
n

√ + x
( )

< K2e−λ2x
""
n

√
: (70)

In addition, observe that for any s1 < s2 such that G(s1) " G(s2), we have for all i " 1, : : : ,n:

P[Ti ∈ (s1, s2]] " 0:

This implies that, although G−1(G(s)) ≥ s, we still have

1{Ti≤G−1(G(s))} " 1{Ti≤s} almost surely (a:s:)

Consequently, we obtain

Gn(G−1(G(s))) " 1
n
∑n

i"1
1{Ti≤G−1(G(s))} "

1
n
∑n

i"1
1{Ti≤s} " Gn(s) a:s: (71)

We use this property in (70). Notice that
{G(s) : s ∈ [0,∞)} ⊂ [0, 1]:

Thus, we have the following inequality between the suprema of the same function over these two sets:

sup
t∈[0, 1]

| ""
n

√ (Gn(G−1(t)) − t) − Bbr,n
t | ≥ sup

s∈[0,∞)

∣∣∣∣∣
""
n

√ (Gn(G−1(G(s))) − G(s)) − Bbr,n
G(s)

∣∣∣∣∣: (72)

Inserting (71) in (72), we thus get

sup
t∈[0, 1]

|
""
n

√
(Gn(G−1(t)) − t) − Bbr,n

t | ≥ sup
s∈[0,∞)

∣∣∣
""
n

√
(Gn(s) − G(s)) − Bbr,n

G(s)

∣∣∣ a:s: (73)

Looking at the complement probability in the left-hand side of (70), we obtain as a result of (73):

1 − K2e−λ2x
""
n

√
< P sup

t∈[0, 1]
|
""
n

√
(Gn(G−1(t)) − t) − Bbr,n

t | ≤ C2
logn""

n
√ + x

( )

≤ P sup
s∈[0,∞)

|
""
n

√
(Gn(s) − G(s)) − Bbr,n

G(s)| ≤ C2
logn""

n
√ + x

( )
:

This yields our desired result (64). w

Remark 10. Observe that the constants C2, K2, and λ2 in (66) do not depend on G and that the same constants satisfy
(64). Thus, owing to Remark 8, we have that C2 " 100, K2 " 10, and λ2 " 1=50 satisfy (64).

We now adapt the statement of Proposition 6 under Assumption 2.
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Corollary 1. Let Assumption 2 hold. Then for every n ≥ 1, there exists a Brownian bridge {B̃br,n
; t ∈ [0, 1]} and a version of

T1, : : : ,Tn such that for all x > 0, the same constants C2, K2, and λ2 as in Proposition 6 satisfy

P sup
t∈[0,∞)

∣∣∣∣
""
n

√ (
G(n)

n (t)−G(n)(t)− B̃br,n
G(n)(t)

)∣∣∣∣ > C2
logn""

n
√ + x

( )
< K2e−λ2x

""
n

√
:

Proof. Observe from Remark 10 for every k ≥ 1, there exists a Brownian bridge Bbr,k,n such that for all x > 0, the
same constants C2, K2, and λ2 as in Proposition 6 satisfy

P sup
t∈[0,∞)

∣∣∣∣
""
n

√ (
G(k)

n (t)−G(k)(t)
)
−Bbr,k,n

G(k)(t)

∣∣∣∣ > C2
logn""

n
√ + x

( )
< K2e−λ2x

""
n

√
:

In particular, for k " n and writing Bbr,n,n as B̃br,n
G(n)(t), we have

P sup
t∈[0,∞)

∣∣∣∣
""
n

√ (
G(n)

n (t)−G(n)(t)
)
− B̃br,n

G(n)(t)

∣∣∣∣ > C2
logn""

n
√ + x

( )
< K2e−λ2x

""
n

√
: w

In the sequel, we will require control over Brownian motion evaluated at the fluid-scaled arrival process An=n
and the corresponding fluid limit. This is achieved for U[0, 1] distributed time epochs in the following
proposition.

Proposition 7. Let T1, : : : ,Tn be i.i.d. samples from the U[0, 1] distribution. Let Ân be the arrival process with dropouts
given by

Ân(t) "
∑nFn(t)

i"1
ζi,

where Fn is the empirical distribution function corresponding to the sample T1, : : :Tn, and ζi are i.i.d. Ber(p). Let B be a
Brownian motion. Then, there exist constants C3, K3, and λ3 such that for all n ≥ 1 and x > 0:

P sup
s∈[0,1]

∣∣∣BÂn(s)
n

−Bps

∣∣∣ > C3

"""""""
logn

√

n1=4
+ x

( )
≤ K3e−λ3x2

""
n

√
:

Proof. The proof follows from the DKW-type inequality established for the Brownian motion in Proposition 3,
the conditions for which are satisfied in Proposition 1. Consequently, we obtain there exists constants C3, K3, and
λ3 such that

P sup
s∈[0,1]

∣∣∣BÂn (s)
n

−Bps

∣∣∣ > C3

"""""""
logn

√

n1=4
+ x

( )
≤ 2e

−x2

σ2n , (74)

where

σ2n " sup
s∈[0,1]

E

∣∣∣∣∣
Ân(s)
n

− ps

∣∣∣∣∣

( )
: (75)

In order to bound σ2n, we first apply the Cauchy-Schwarz inequality to get

E
∣∣∣∣
Ân(s)
n

− ps
∣∣∣∣

( )

≤

"""""""""""""""""""

E
Ân(s)
n

− ps

( )2√

: (76)

Observe Ân(s) has the Bin(n,ps) distribution, which implies

E
Ân(s)
n

− ps

( )2
" Var(Ân(s))

n2
" ps(1− ps)

n
: (77)

Combining (76) and (77), we obtain from (75):

σ2n " sup
s∈[0, 1]

E
∣∣∣∣
Ân(s)
n

− ps
∣∣∣∣

( )
≤ sup

s∈[0, 1]

"""""""""""""
ps(1 − ps)

n

√
" 1
2

""
n

√ : (78)
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Using Inequality (78) in (74), we now have our desired strong embedding result:

P sup
s∈[0, 1]

∣∣∣BÂn (s)
n

− Bps

∣∣∣ > C3

"""""""
logn

√

n1=4
+ x

( )
≤ 2e−2x

2 ""
n

√
,

which holds for all n ≥ 1 and x > 0. w

We now extend our result in Proposition 7 to generally distributed time epochs. This is the subject of the fol-
lowing corollary.

Corollary 2. Let Assumption 1 holds. Let B be a Brownian motion. Then for every n ≥ 1 and x > 0, the same constants C3,
K3, and λ3 as in Proposition 7 satisfy

P sup
t∈[0,∞)

∣∣∣∣BAn(t)
n
−BpG(n)(t)

∣∣∣∣ > C3

"""""""
logn

√

n1=4
+ x

( )
≤ K3e−λ3x2

""
n

√
:

Proof. The proof of this result is similar to the reasonings we adopted in Proposition 6. Consequently, let us
again consider the random variables {G(Ti) : i " 1, : : : ,n}. Observe that the G(Ti)s are independent and identically
distributed as U[0, 1] random variables. Consider the corresponding distribution function Fn given by

Fn(t) "
1
n
∑n

i"1
1{G(Ti)≤t}:

Let Ân(t) "
∑nFn(t)

i"1 ζi. In addition, recall the definition of G−1(t) in (67). Using (69), we obtain

sup
s∈[0,1]

∣∣∣Bps −BÂn (s)
n

∣∣∣ " sup
s∈[0,1]

∣∣∣Bps −BAn (G−1 (s))
n

∣∣∣: (79)

In a spirit similar to what is used to obtain (73), we have from the analogue to (71):

sup
s∈[0, 1]

∣∣∣Bps − BAn (G−1 (s))
n

∣∣∣ ≥ sup
s∈[0,∞)

∣∣∣BAn(s)
n

− BpG(s)
∣∣∣ a:s: (80)

Our desired result now follows from Proposition 7. Observe Proposition 7 guarantees existence of constants C3,
K3, and λ3 such that, for all n ≥ 1 and x > 0, we have

P sup
s∈[0,1]

∣∣∣BÂn(s)
n

−Bps

∣∣∣ > C3

"""""""
logn

√

n1=4
+ x

( )
≤ K3e−λ3x2

""
n

√
: (81)

We now complete our proof by looking at the complement probability in (81) and using (79), we have

1 − K3e−λ3x2
""
n

√
≤ P sup

s∈[0, 1]

∣∣∣BÂn (s)
n

− Bps

∣∣∣ ≤ C3

"""""""
logn

√

n1=4
+ x

( )

" P sup
s∈[0, 1]

∣∣∣BAn (G−1 (s))
n

− Bps

∣∣∣ ≤ C3

"""""""
logn

√

n1=4
+ x

( )
:

(82)

Now using (80) in (82), we obtain

1 − K3e−λ3x2
""
n

√
≤ P sup

s∈[0,∞)

∣∣∣BAn (s)
n

− BpG(s)
∣∣∣ ≤ C3

"""""""
logn

√

n1=4

( )
, (83)

which yields our desired result. w

Remark 11. Observe that the constants C3, K3, and λ3 in Corollary 2 do not depend on the particular distribution G.
Corollaries 1 and 2 provide approximations in terms of G(n). In order to further simplify our approximation processes, we

require the following lemma.

Lemma 6. Let Assumption 2 hold. Then for any q > 0 and any sequence of Brownian motions Bn, there exist constants C4,
K4, and λ4 such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣Bn
qG(n)(t) −Bn

qG(t)
∣∣∣ > C4

"""""""
logn

√

n1=4
+ x

( )
< K4e−λ4x2

""
n

√
:
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Proof. We apply Proposition 4. Take T " 1, ξ(n)(s) " qG(n)(G−1(s)), ξ(s) " qs, and observe that continuity of G
implies

sup
s∈[0,1]

|ξ(n)(s)− ξ(s)| " sup
s∈[0,1]

q|G(n)(G−1(s))− s| " sup
s∈[0,∞)

q|G(n)(G−1(G(s)))−G(s)|:

Notice G(G−1(G(s))) " G(s) for all s. Thus, we have

sup
s∈[0,1]

|ξ(n)(s)− ξ(s)| " sup
s∈[0,∞)

|G(n)(G−1(G(s)))−G(G−1(G(s)))| ≤ sup
s∈[0,∞)

|G(n)(s)−G(s)|:

From (3), we now obtain that

sup
s∈[0, 1]

|ξ(n)(s) − ξ(s)| " O
1""
n

√
( )

:

The Lipschitz continuity of ξ is obvious, whereas Lipschitz continuity of ξ(n) follows from that of G(n) and G−1. In
addition, from a similar property for G(n), the Lipschitz coefficient of ξ(n) grows at most polynomially in n. Thus,
we have constants C4, K4, and λ4 such that

P sup
t∈[0,1]

|BqG(n)(G−1(s)) −Bqs| > C4

"""""""
logn

√

n1=4
+ x

( )
< K4e−λ4x2

""
n

√
: (84)

Because G is strictly increasing in [0,∞), we have G−1(G(s)) " s for s ∈ [0,∞). Consequently, we have

sup
s∈[0,1]

|BqG(n)(G−1(s)) −Bqs| " sup
s∈[0,∞)

|BqG(n)(G−1(G(s))) −BqG(s)| " sup
s∈[0,∞)

|BqG(n)(s) −BqG(s)|:

This provides our desired result from (84). w

We can now extend Corollary 2 courtesy Lemma 6.

Corollary 3. Suppose Assumption 2 holds and B is a Brownian motion. Then there exist constants C5, K5, and λ5 such that
for all n ≥ 1 and x > 0, we have

P sup
t∈[0,∞)

∣∣∣BAn(t)
n
−BpG(t)

∣∣∣ > C5

"""""""
logn

√

n1=4
+ x

( )
< K5e−λ5x2

""
n

√
:

Proof. From Corollary 2 and observing Remark 11, we have

P sup
t∈[0,∞)

∣∣∣BAn(t)
n

− BpG(n)(t)
∣∣∣ > C3

"""""""
logn

√

n1=4
+ x

( )
< K3e−λ3x2

""
n

√
:

From Lemma 6 with q " p, we have constants C′
4, K

′
4 and λ′

4 such that

P sup
t∈0,∞)

∣∣∣BpG(n)(t) −BpG(t)
∣∣∣ > C′

4

"""""""
logn

√

n1=4
+ x

( )
< K′

4e
−λ′

4x
2 ""

n
√
:

Combining these, we have our desired result. w

Corollary 1 can be extended using the following result that again is a consequence of Lemma 6.

Corollary 4. Let Assumption 2 holds. Then for any sequence of Brownian bridges B̃br,n, there exist constants C6, K6, and
λ6 such that for all n ≥ 1 and x > 0, we have

P sup
t∈[0,∞)

∣∣∣B̃br,n
G(n)(t) − B̃br,n

G(t)
∣∣∣ > C6

"""""""
logn

√

n1=4
+ x

( )
< K6e−λ6x2

""
n

√
:

Proof. Using the fact that the Brownian bridge B̃br,n can be represented as

B̃br,n
t "D Bn

t − tBn
1,

for a Brownian motion Bn, we have that

P
(
sup

t∈[0,∞)
|B̃br,n

G(n)(t) − B̃br,n
G(t)| > 2z

)
≤ P

(
sup

t∈[0,∞)
|Bn

G(n)(t) −Bn
G(t)| > z

)

+P
(
sup

t∈[0,∞)
|G(n)(t) −G(t)|| Bn

1 | > z
)
∀z > 0: (85)
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From Lemma 6, with q " 1, there exist constants C′′
4 , K

′′
4 and λ′′

4 such that for z " (C′′
4

"""""""
logn

√
=n1=4 + x), we have

P
(
sup

t∈[0,∞)

∣∣Bn
G(n)(t) −Bn

G(t)
∣∣ > z

)
< K′′

4 e
−λ′′

4 x
2 ""

n
√
: (86)

Recall notation rn(G) introduced in (3). Because z ≥ x, we have

P
(
sup

t∈[0,∞)
|G(n)(t)−G(t)| |Bn

1 | > z
)
" P |Bn

1 | >
z

rn(G)
( )

≤ P |Bn
1 | >

x
rn(G)

( )
:

Because rn(G) "O( 1""
n

√ ) and P(|Bn
1 | > u) ≤ 2e−u2=2, we now have

P
(
sup

t∈[0,∞)
|G(n)(t)−G(t)| |Bn

1 | > z
)
≤ 2e−

x2

2rn (G)2 ≤ 2e−λ
′′
4 x

2n, (87)

for some constant λ′′
4 . Using (86) and (87) in (85), we obtain that there exist constants C6, K6, and λ6, such that

P sup
t∈[0,∞)

∣∣∣∣B̃
br,n
G(n)(t) − B̃br,n

G(t)

∣∣∣∣ > C6

"""""""
logn

√

n1=4
+ x

( )
< K6e−λ6x2

""
n

√
: w

We now arrive at our main result for this section, namely a strong embedding for the arrival process An.

Proposition 8. Let Assumption 1 or 2 hold. Then there exists a Brownian motion B̂, a Brownian bridge Bbr,n such that if
Ĥn be defined as

Ĥn(t) "
{ ""

n
√

pG(t) + pBbr,n
G(t) +

""""""""""
p(1− p)

√
B̂G(t), under Assum: 1,

""
n

√
p(G(t) + rn(G)) + pBbr,n

G(t) +
""""""""""
p(1− p)

√
B̂G(t), under Assum: 2,

then there exists a version of T1, : : : ,Tn, a version of ζ1, : : : ,ζn, along with constants C7, K7, and λ7 such that for all n ≥ 1
and x > 0:

P sup
t∈[0,∞)

∣∣∣∣
An(t)""

n
√ − Ĥn(t)

∣∣∣∣ > C7

"""""""
logn

√

n1=4
+ x

( )
< K7e−λ7x2

""
n

√
:

Proof. Step 1. Assumption 1: From Proposition 5, there exists a Brownian motion B̂ along with constants Ĉ1, K̂1,
and λ̂1 such that for all n ≥ 1 and x > 0, we have

P sup
t∈[0,∞)

∣∣∣∣
1""
n

√
∑nGn(t)

i"1

(ζi − p)""""""""""
p(1− p)

√ − B̂Gn(t)

∣∣∣∣ > Ĉ1
logn""

n
√ + x





 < K̂1e−λ̂1x

""
n

√
: (88)

From Proposition 6, there exists a Brownian bridge Bbr,n along with constants Ĉ2, K̂2, and λ̂2 such that for all n ≥ 1
and x > 0,we have

P sup
t∈[0,∞)

∣∣∣∣
""
n

√ (
Gn(t)−G(t)

)
−Bbr,n

G(t)

∣∣∣∣ > Ĉ2
logn""

n
√ + x

( )
< K̂2e−λ̂2x

""
n

√
: (89)

Observe that the arrival process An given by (2) may be decomposed as follows:

An(t)""
n

√ "
"""""""""""
p(1 − p)

√
A1,n(t) + pA2,n(t) +

"""""""""""
p(1 − p)

√
A3,n(t) + Ĥn(t), (90)

where

A1,n(t) "
1""
n

√
∑nGn(t)

i"1

(ζi − p)"""""""""""
p(1 − p)

√ − B̂Gn(t)

A2,n(t) "
""
n

√ (Gn(t) − G(t)) − Bbr,n
G(t),

and
A3,n(t) " B̂Gn(t) − B̂G(t):
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From Corollary 2, there exist constants Ĉ3, K̂3 and λ̂3 such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

|A3,n(t)| > Ĉ3

"""""""
logn

√

n1=4
+ x

( )
< K̂3e−λ̂3x2

""
n

√
: (91)

Using the bounds (88), (89), and (91) in Decomposition (90), we now obtain existence of constants C7, K7, and λ7
such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣∣
An(t)""

n
√ − Ĥn(t)

∣∣∣∣ > C7

"""""""
logn

√

n1=4
+ x

( )
< K7e−λ7x2

""
n

√
:

Step 2. Assumption 2: From Proposition 5, there exists a Brownian motion B̂ along with constants Ĉ1, K̂1, and λ̂1
such that for all n ≥ 1 and x > 0, we have

P sup
t∈[0,∞)

∣∣∣∣
1""
n

√
∑nG(n)
n (t)

i"1

(ζi − p)""""""""""
p(1− p)

√ − B̂G(n)
n (t)

∣∣∣∣ > Ĉ1
logn""

n
√ + x





 < K̂1e−λ̂1x

""
n

√
: (92)

From Corollary 1, there exists a Brownian bridge Bbr,n along with constants Ĉ2, K̂2 and λ̂2 such that for all n ≥ 1
and x > 0, we have

P sup
t∈[0,∞)

∣∣ ""
n

√ (G(n)
n (t)−G(n)(t))−Bbr,n

G(n)(t)
∣∣ > Ĉ2

logn""
n

√ + x
( )

< K̂2e−λ̂2x
""
n

√
: (93)

Observe that the arrival process An given by (2) may be decomposed as follows:

An(t)""
n

√ "
"""""""""""
p(1 − p)

√
A1,n(t) + pA2,n(t) +

"""""""""""
p(1 − p)

√
A3,n(t) + pA4,n(t) + pA5,n(t) +

(
Ĥn(t) −

""
n

√
prn(G)

)
, (94)

where

A1,n(t) "
1""
n

√
∑nG(n)
n (t)

i"1

(ζi − p)"""""""""""
p(1 − p)

√ − B̂G(n)
n (t),

A2,n(t) "
""
n

√ (
G(n)

n (t) − G(n)(t)
)
− Bbr,n

G(n)(t),

A3,n(t) "
(
B̂G(n)

n (t) − B̂G(t)
)
,

A4,n(t) " Bbr,n
G(n)(t) − Bbr,n

G(t),
and

A5,n(t) "
""
n

√ (G(n)(t) − G(t)):
From Corollary 2 and Lemma 6, there exist constants Ĉ3, K̂3 and λ̂3 such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

|A3,n(t)| > Ĉ3

"""""""
logn

√

n1=4
+ x

( )
< K̂3e−λ̂3x2

""
n

√
: (95)

Next from Corollary 4, there exist constants Ĉ4, K̂4 and λ̂4 such that for all n ≥ 1 and x > 0, we have

P sup
t∈[0,∞)

|A4,n(t)| > Ĉ4

"""""""
logn

√

n1=4
+ x

( )
< K̂4e−λ̂4x2

""
n

√
: (96)

Ultimately note that according to Assumption 2, we have

sup
t∈[0,∞)

|A5,n(t)| " sup
t∈[0,∞)

""
n

√ (G(n)(t) − G(t)) " ""
n

√
rn(G) < ∞: (97)

Using the Bounds (92), (93), (95), (96), and (97) in Decomposition (94), we now obtain existence of constants C7,
K7, and λ7 such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣∣
An(t)""

n
√ − Ĥn(t)

∣∣∣∣ > C7

"""""""
logn

√

n1=4
+ x

( )
< K7e−λ7x2

""
n

√
: w

Chakraborty and Honnappa: Strong Embeddings for Transitory Queueing Models
Mathematics of Operations Research, Articles in Advance, pp. 1–34, © 2021 INFORMS 25



6. A Strong Embedding for the Workload Process
In this section, we derive a strong embedding for the workload process, as well as the total remaining workload.

Proposition 9. Let Assumptions 1 or 2 and 3 hold. Then there exist Brownian motions B and B̂ and a Brownian bridge Bbr

such that if R̂n be defined as

R̂n(t) " σBpG(t) +µĤn(t),
where Ĥn has been defined in Proposition 8, then there exists a version of T1, : : : ,Tn, a version of V1, : : : ,Vn, a version of
ζi, : : : ,ζn along with constants C8, K8, and λ8 such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣∣
Wn(t)""

n
√ − R̂n(t)

∣∣∣∣ > C8

"""""""
logn

√

n1=4
+ x

( )
≤ K8e−λ8x2

""
n

√
:

Proof. From Proposition 5, there exists a Brownian motion B along with constants Ĉ1, K̂1, and λ̂1 such that for all
n ≥ 1 and x > 0, we have

P sup
t∈[0,∞)

∣∣∣∣
1""
n

√
∑An(t)

i"1

(Vi −µ)
σ

−BAn (t)
n

∣∣∣∣ > Ĉ1
logn""

n
√ + x





 < K̂1e−λ̂1x

""
n

√
: (98)

Observe that the workload processWn given by (4) may be decomposed as follows:

Wn(t)""
n

√ " σW1,n(t) +µW2,n(t) + σW3,n(t) + R̂n(t), (99)

where

W1,n(t) "
1""
n

√
∑An(t)

i"1

(Vi −µ)
σ

−BAn (t)
n

W2,n(t) "
An(t)""

n
√ − Ĥn(t),

and

W3,n(t) " BAn(t)
n
−BpG(t):

From Proposition 8, there exist constants Ĉ1, K̂1 and λ̂1 such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

|W2,n(t)| > Ĉ2

"""""""
logn

√

n1=4
+ x

( )
< K̂2e−λ̂2x2

""
n

√
: (100)

From Corollary 2, there exists constants Ĉ3, K̂3 and λ̂3 such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

|W3,n(t)| > Ĉ3

"""""""
logn

√

n1=4
+ x

( )
< K̂3e−λ̂3x2

""
n

√
: (101)

Using the Bounds (98), (100), and (101) in Decomposition (99), we now obtain existence of constants C8, K8, and
λ8 such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣∣
Wn(t)""

n
√ − R̂n(t)

∣∣∣∣ > C8

"""""""
logn

√

n1=4
+ x

( )
≤ K8e−λ8x2

""
n

√
: w

The following result helps in extending strong embedding of processes to strong embedding of their Skorohod
reflections defined in the sequel.

Lemma 7. Let f and g be real-valued functions defined on [0,∞). Assume f and g satisfy the following property:

sup
t∈[0,∞)

| f (t)− g(t)| < δ: (102)
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Then we have the following:

sup
t∈[0,∞)

∣∣∣∣ inf0≤u≤t
f (u) − inf

0≤u≤t
g(u)

∣∣∣∣ ≤ δ: (103)

Proof. Observe that (103) is immediate if the following holds for every ε > 0:

sup
t∈[0,∞)

∣∣∣∣ inf0≤u≤t
f (u)− inf

0≤u≤t
g(u)

∣∣∣∣ < δ+ ε: (104)

Let us prove (104) through contradiction. First, assume the contrary, namely, there exists t0 ∈ [0,∞) such that
∣∣∣∣ inf
0≤u≤t0

f (u)− inf
0≤u≤t0

g(u)
∣∣∣∣ ≥ δ+ ε:

Consequently, assume without loss of generality:

inf
0≤u≤t0

f (u) < inf
0≤u≤t0

g(u) − (δ + ε): (105)

Observe there exist points tε1, t
ε
2 such that

f (tε1) < inf
0≤u≤t0

f (u) + ε, and g(tε2) < inf
0≤u≤t0

g(u) + ε: (106)

From (102) and (106), we obtain

g(tε1) − δ < f (tε1) < inf
0≤u≤t0

f (u) + ε: (107)

Finally, from (105) and (107), we obtain

g(tε1) < inf
0≤u≤t0

g(u),

which contradicts the definition of infimum and is not true. Hence our Assumption (105) is wrong, and we must
have

inf
0≤u≤t0

f (u) ≥ inf
0≤u≤t0

g(u) − (δ + ε): (108)

Interchanging f and g in (108) allows us to conclude (104), and hence (103) as well. w

We now arrive at a strong embedding of the total remaining workload.

Proposition 10. Let φ be the reflection map functional given by

φ( f )(t) " f (t)− inf
u≤t

f (u):

Then, under the same assumptions and notations as in Proposition 9, there exist constants C9, K9, and λ9 such that for all
n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣∣
1""
n

√ φ(Wn − cn · id)(t)−φ

(
R̂n −

cn""
n

√ · id
)
(t)

∣∣∣∣ > C9

"""""""
logn

√

n1=4
+ x

( )
< K9e−λ9x2

""
n

√
,

where id : x→ x denotes the identity function, and cn is a positive constant denoting the server efficiency rate.

Proof. Observe from Proposition 9, we have

1 − K8e−λ8x2
""
n

√
< P sup

t∈[0,∞)

∣∣∣∣
Wn(t)""

n
√ − R̂n(t)

∣∣∣∣ < C8

"""""""
logn

√

n1=4
+ x

( )
: (109)
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From Lemma 7, we have

P sup
t∈[0,∞)

∣∣∣∣
Wn(t)""

n
√ − R̂n(t)

∣∣∣∣ < C8

"""""""
logn

√

n1=4
+ x

( )

" P sup
t∈[0,∞)

∣∣∣∣
Wn(t) − cnt""

n
√ − R̂n(t) −

cnt""
n

√
( )∣∣∣∣ < C8

"""""""
logn

√

n1=4
+ x

( )

≤ P sup
t∈[0,∞)

∣∣∣∣ inf
0≤u≤t

Wn(u) − cnu""
n

√ − inf
0≤u≤t

R̂n(u) −
cnu""
n

√
( )∣∣∣∣ ≤ C8

"""""""
logn

√

n1=4
+ x

( )
: (110)

Combining Equations (109) and (110), and recalling the definition of φ, we obtain

1−K9e−λ9x2
""
n

√
< P sup

t∈[0,∞)

∣∣∣∣
1""
n

√ φ(Wn − cn · id)(t)−φ R̂n −
cn""
n

√ · id
( )

(t)
∣∣∣∣ ≤ C9

"""""""
logn

√

n1=4
+ x

( )
,

for some constants C9, K9, and λ9. w

7. A Strong Embedding for the Queue Length Process
In this section, we obtain a strong approximation to the queue length process. Control of the truncated renewal
processMn (recall relation 5) would lead to a strong approximation of the queue length.

Lemma 8. Let Assumption 3 holds and Zn(t) be given by

Zn(t) " cn
t
µ
−Mn(t)

cn

( )
:

Then there exist constants C10, K10, and λ10 such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣∣
Zn(t)""

n
√ − σ

µ
BMn (t)

n

∣∣∣∣ > C10
logn""

n
√ + x

( )
< K10e−λ10x

""
n

√
: (111)

Proof. Notice Zn(t) can be further decomposed as

Zn(t) "
∑Mn(t)

i"1

(Vi −µ)
µ

− 1
µ

(∑Mn(t)

i"1
Vi − cnt

)
: (112)

Henceforth, the two terms in (112) will be approximated. Using the definition of Mn(t), the second term in (112)
can be bounded as follows:

1
µ

∣∣∣∣
∑Mn(t)

i"1
Vi − cnt

∣∣∣∣ ≤
V(Mn(t)+1)!n

µ
:

Hence for any constant C > 0, we obtain

P sup
t∈[0,∞)

1""
n

√
µ

∣∣∣∣
∑Mn(t)

i"1
Vi − cnt

∣∣∣∣ > C
logn""

n
√ + x





 ≤ P

Vi

µ
> C log n + x

""
n

√
, for all i " 1, : : : , n

( )

"
(
P (V1 > Cµ log n + µx

""
n

√
)
)n
:

Using Chebyshev’s inequality, we obtain

P sup
t∈[0,∞)

1""
n

√
µ

∣∣∣∣
∑Mn(t)

i"1
Vi − cnt

∣∣∣∣ > C
logn""

n
√ + x





 ≤ E e δ

V1
n

[ )

e
Cδµ

log n
n +δµ x"

n
√

( )n
E[eδV1]

eCδµlogn+δµx
""
n

√ ≤ Ke−λx
""
n

√
, (113)

for some constants K and λ, where the last step is obtained by choosing δ sufficiently small.
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In order to approximate the first term in (112), observe that from Proposition 5, there exist constants C1, K1,
and λ1 such that

P sup
t∈[0,∞)

∣∣∣∣
1""
n

√
∑Mn(t)

i"1
(Vi −µ)− σBMn (t)

n

∣∣∣∣ > C1
logn""

n
√ + x





 < K1e−λ1x

""
n

√
,

which implies

P sup
t∈[0,∞)

∣∣∣∣
1""
n

√
∑Mn(t)

i"1

(Vi −µ)
µ

− σ

µ
BMn (t)

n

∣∣∣∣ >
C1

µ
logn""

n
√ + x





 < K1e−λ1µx

""
n

√
: (114)

Using (113) and (114), our desired Inequality (111) is obtained. w

We now approximate the Brownian motion evaluated atMn appearing in Lemma 8.

Lemma 9. Let Assumption 3 holds. Then there exist constants C11, K11, and λ11. such that for all n ≥ 1 and x > 0:

P sup
0≤t≤Ln

∣∣∣∣BMn(t)=n −B(cnn t
µ)!1

∣∣∣∣ > C11

"""""""""""""""""
log cn

n
Ln
µ " n

( )√

n1=4
+ x





 < K11e−λ11x2

""
n

√
:

Proof. It suffices to check the conditions in Proposition 3, which are satisfied by Proposition 2. Combining
Equations (26), (27), and (28), we obtain

E sup
s∈[0, Ln]

∣∣∣∣
Mn(t)
n

− cn
n

t
µ
! 1

∣∣∣∣

[ ]
≤ sup0≤k≤n |S̃k − k|

n
+ 2
n
+ E|Sn − nµ|

nµ
:

Using the fact that E (sup0≤k≤n |S̃k − k|) ≤ CE|S̃n − n|, we obtain

E sup
s∈[0,Ln]

∣∣∣∣
Mn(t)
n

− cn
n
t
µ
!1

∣∣∣∣

[ ]
≤ C""

n
√ :

This yields our desired result. w

Remark 12. Notice from definition,Mn(t) equals n for all t > Sn=cn. Hence, control of BMn(t)
n

for t ∈ [0,∞) reduces to
a control of BMn(t)

n
for t ∈ [0,Sn=cn]. However Lemma 9 leads a control of BMn (t)

n
over t ∈ [0,Ln] for a predetermined

and fixed sequence Ln. Hence, we need Sn=cn to be in an interval [0,Ln] with exponentially high probability (i.e.,
the complement event has exponentially decreasing probability). This is achieved in the following lemma.

Lemma 10. Let Sn " V1 + : : : +Vn. Then for every η > 0, there exists δ > 0 such that

P
Sn
cn

≥ Ln
( )

≤ exp(−(δcnLn − nη)):

Proof.

P
Sn
cn

≥ Ln
( )

≤ EetSn

etcnLn
≤ (E[etV1])n

etcnLn
≤ e−(δcnLn−nη),

for some δ small enough such that EeδV1 < eη. w

From Lemma 9 and Remark 12, we obtain the following result, which controls BMn(t)
n

for all t positive.

Lemma 11. Let Assumption 3 holds. Then for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣∣BMn(t)=n −B(cnn t
µ)!1

∣∣∣∣ > C11

"""""""""""""""""
log cnLn

nµ " n
( )√

n1=4
+ x

∣∣∣∣
Sn
cn

≤ Ln





 < K11e−λ11x2

""
n

√
:

Finally, we arrive at the main result for this section, namely a strong embedding for the queue length Qn.
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Proposition 11. Let Assumptions 1 or 2 and 3 hold. Let Ẽn be given by

Ẽn(t) "
pG(t)− cn

n
t
µ
, under Assum: 1,

p
(
G(t) + rn(G)

)
− cn
n
t
µ
, under Assum: 2:




(115)

Recall Ĥn defined in Proposition 8 and define the process Ŷn as follows:

Ŷn(t) " Ĥn(t)−
cnt""
n

√
µ

( )
+ σ

µ
B(cntnµ+infs≤t Ẽn(s)):

Then there exists a version of T1, : : : ,Tn, a version of V1, : : : ,Vn, a version of ζi, : : : ,ζn along with constants C12, K12, λ12
and ζ independent of n, such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣∣
Qn(t)""

n
√ −φ(Ŷn)(t)

∣∣∣∣ > C12

"""""""
logn

√

n1=4
+ x

( )
< K12e−λ12

""
n

√
x2 !x + e−nζ,

if cn "O(nm) for some m > 0 and lim infn cn > 0, else

P sup
t∈[0,∞)

∣∣∣∣
Qn(t)""

n
√ −φ(Ŷn)(t)

∣∣∣∣ > C12

""""""""
log cn

√

n1=4
+ x

( )
< K12e−λ12

""
n

√
x2 !x + e−nζ,

Proof. Observe that from (6) the diffusion-scaled queue length Qn=
""
n

√
can be further decomposed as

Qn(t)""
n

√ " Yn(t) +
cn""
n

√
µ
In(t),

where the idle time process In has been defined in (7), Yn is given by

Yn(t) :"
An(t)""

n
√ − Ĥn(t)

( )
+ cn""

n
√ Dn(t)

µ
−Mn(Dn(t))

cn

( )
+ Ĥn(t)−

cn""
n

√ t
µ

( )
, (116)

and Ĥn has been defined in Proposition 8. By the Skorohod reflection theorem, we have that
cn""
n

√
µ
In(t) " − inf

s≤t
Yn(s), (117)

and the busy time process is given by

Dn(t) " t+
""
n

√
µ

cn
inf
s≤t

Yn(s):

The diffusion-scaled queue length process is now given by the Skorohod reflection of Yn:

Qn(t)""
n

√ " φ(Yn)(t): (118)

Thus, a strong embedding of Qn=
""
n

√
would follow from a strong embedding of Yn. Notice that we already have a

strong embedding of the arrival process courtesy of Proposition 8, namely there exist constants C7, K7, and λ7,
such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣∣
An(t)""

n
√ − Ĥn(t)

∣∣∣∣ > C7
logn""

n
√ + x

( )
< K7e−λ7x2

""
n

√
: (119)

Thus, to complete the strong embedding of Yn, we need to approximate Z̃n given by

Z̃n(t) :" cn
Dn(t)
µ

−Mn(Dn(t))
cn

( )
:

Observe that the busy time process Dn(t) is nondecreasing and takes values in [0,Sn=cn], where Sn "
∑n

i"1Vi. Con-
sequently from Lemma 8, there exist constants Ĉ1, K̂1, and λ̂1 such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣∣
Z̃n(t)""

n
√ − σ

µ
BMn (Dn (t))

n

∣∣∣∣ > Ĉ1
logn""

n
√ + x

( )
< K̂1e−λ̂1x

""
n

√
: (120)
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Let

Ỹn(t) " Ĥn(t) −
cnt""
n

√
µ

( )
+ σ

µ
BMn (Dn (t))

n
: (121)

Using (119) and (120) in (116), we thus have constants Ĉ2, K̂2, and λ2 such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

|Yn(t)− Ỹn(t)| > Ĉ2
logn""

n
√ + x

( )
< K̂2e−λ̂2x

""
n

√
: (122)

From the converse of Lemma 7, there exist constants Ĉ3, K̂3, and λ̂3 such that for all n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣∣ infs≤t
Yn(s)− inf

s≤t
Ỹn(s)

∣∣∣∣ > Ĉ3
logn""

n
√ + x

( )
< K̂3e−λ̂3x

""
n

√
:

Recalling Expression (7) and using (117), we have for every n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣∣
cn""
n

√
µ
(t−Dn(t)) + inf

s≤t
Ỹn(s)

∣∣∣∣ > Ĉ3
logn""

n
√ + x

( )
< K̂3e−λ̂3x

""
n

√
:

Consequently, for every n ≥ 1 and x > 0:

P sup
t∈[0,∞)

∣∣∣∣
cn
nµ

Dn(t)−
cn
n
t
µ
+ 1""

n
√ inf

s≤t
Ỹn(s)

( )∣∣∣∣ > Ĉ3
logn
n

+ x
( )

< K̂3e−λ̂3xn: (123)

Recall Ẽn given by (115). From the expression of Ỹn in (121) and recalling Ĥn from Proposition 8, we have

P sup
t∈[0,∞)

∣∣∣∣
Ỹn(t)""

n
√ − Ẽn(t)

∣∣∣∣ > ε

( )

≤ P sup
t∈[0,∞)

∣∣∣∣
pBbr,n

G(t)""
n

√
∣∣∣∣+ sup

t∈[0,∞)

∣∣∣∣

""""""""""
p(1− p)

√
B̂G(t)""

n
√

∣∣∣∣+ sup
t∈[0,∞)

∣∣∣∣
σ

µ

BMn(Dn(t))=n""
n

√
∣∣∣∣ > ε







≤ P sup
t∈[0,∞)

|Bbr,n
G(t)| >

""
n

√
ε

3p

( )
+P sup

t∈[0,∞)
|B̂G(t)| >

""
n

√
ε

3
""""""""""
p(1− p)

√
( )

+P sup
t∈[0,∞)

|BMn(Dn(t))=n| >
""
n

√
µ

σ

ε

3

( )
:

(124)

Observe that both G(t) andMn(Dn(t))=n are less than one. Using the tail probability for the supremum of the stan-
dard Brownian bridge on [0, 1], we have

P sup
t∈[0,∞)

∣∣∣∣B
br,n
G(t)

∣∣∣∣ >
""
n

√
ε

3p

( )
≤ 2 exp

2nε2

9p2

( )
: (125)

Using the tail probability for the supremum of the Brownian motion on [0, 1], we have

P sup
t∈[0,∞)

∣∣B̂G(t)
∣∣ >

""
n

√
ε

3
""""""""""
p(1− p)

√
( )

≤ 4
∫ ∞

""
n

√
ε=3

"""""""
p(1−p)

√
e−s2=2""""
2π

√ , (126)

and

P sup
t∈[0,∞)

∣∣BMn(Dn(t))=n
∣∣ >

""
n

√
µ

σ

ε

2

( )
≤ 4

∫ ∞

""
n

√
εµ=2σ

e−s2=2""""
2π

√ : (127)

Using (125), (126), and (127) in (124), we have that there exist constants k1 and k2 such that

P sup
t∈[0,∞)

∣∣∣∣
Ỹn(t)""

n
√ − Ẽn(t)

∣∣∣∣ > ε

( )
≤ k1exp(−k2nε2):
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From the converse of Lemma 7, there exist constants k̂1 and k̂2, such that

P sup
t∈[0,∞)

∣∣∣∣ infs≤t
Ỹn(s)""

n
√ − inf

s≤t
Ẽn(s)

∣∣∣∣ > ε

( )
≤ k̂1exp(−k̂2nε2): (128)

Now, using (123) and (128), we have

P sup
t∈[0,∞)

∣∣∣∣
cn
n
Dn(t)
µ

− cnt
nµ

+ inf
s≤t

Ẽn(s)
( ) ∣∣∣∣ > Ĉ3

logn
n

+ 2ε
( )

≤ P sup
t∈[0,∞)

∣∣∣∣
cn
n
Dn(t)
µ

− cn
n

t
µ
+ 1""

n
√ inf

s≤t
Ỹn(s)

( ) ∣∣∣∣ > Ĉ3
logn
n

+ ε

( )

+ P sup
t∈[0,∞)

∣∣∣∣
1""
n

√ inf
s≤t

Ỹn(s) − inf
s≤t

Ẽn(s)
∣∣∣∣ > ε

( )
≤ K̂3e−λ̂3nε + k̂1exp(−k̂2nε2): (129)

Because |x!1− y!1| ≤ |x− y| we have from (129) constants k̂3, k̂4, and k̂5 such that

P sup
t∈[0,∞)

∣∣∣∣
cn
n
Dn(t)
µ

( )
!1− cnt

nµ
+ inf

s≤t
Ẽn(s)

( )
!1

∣∣∣∣ > Ĉ3
logn
n

+ ε

( )
≤ k̂3e−k̂4nε

2 ! k̂5nε: (130)

From Proposition 2, we have constants k̂6 and k̂7 such that

P sup
t∈[0,∞)

∣∣∣∣
Mn(Dn(t))

n
− cn

n
Dn(t)
µ

( )
!1

∣∣∣∣ >
2
n
+ ε | Sn

cn
≤ Ln

( )
≤ k̂6e−k̂7nε

2
: (131)

Combining (130) and (131), we have constants k̃0, k̃1, k̃2, and k̃3 such that

P sup
t∈[0,∞)

∣∣∣∣
Mn(Dn(t))

n
− cnt

nµ
+ inf

s≤t
Ẽn(s)

( )
!1

∣∣∣∣ > k̃0
logn
n

+ ε

∣∣∣∣
Sn
cn

≤ Ln

( )
≤ k̂1e−k̂2nε

2 ! k̂3nε:

Now, from Proposition 3, we obtain constants Ĉ4, K̂4, and λ̂4 such that

P sup
t∈[0,∞)

∣∣∣∣BMn (Dn(t))
n

−B(cntnµ+infs≤t Ẽn(s))

∣∣∣∣ > Ĉ4

""""""""""""""""
log(cnLnnµ " n)

√

n1=4
+ x

∣∣∣∣
Sn
cn

≤ Ln





 ≤ K̂4e−λ̂4x2

""
n

√
: (132)

Let Ŷn be given by
Ŷn(t) " Ĥn(t)−

cnt""
n

√
µ

( )
+ σ

µ
B(cntnµ+infs≤t Ẽn(s)):

We now obtain from (121) and (132) existence of constants Ĉ5, K̂5, and λ̂5 such that

P sup
t∈[0,∞)

|Ỹn(t)− Ŷn(t)| > Ĉ5

""""""""""""""""
log(cnLnnµ " n)

√

n1=4
+ x

∣∣∣∣
Sn
cn

< Ln





 ≤ K̂5e−λ̂5x2

""
n

√
:

Hence, from (122), we have constants Ĉ6, K̂6, and λ̂6 such that

P sup
t∈[0,∞)

|Yn(t)− Ŷn(t)| > Ĉ6

""""""""""""""""
log(cnLnnµ " n)

√

n1=4
+ x

∣∣∣∣
Sn
cn

≤ Ln





 ≤ K̂6e−λ̂6

""
n

√
x!x2 :

Recalling (118), we now obtain that there exist constants Ĉ7, K̂7, and λ̂7 such that

P sup
t∈[0,∞)

∣∣∣∣
Qn(t)""

n
√ −φ(Ŷn)(t)

∣∣∣∣ > Ĉ7

""""""""""""""""
log(cnLnnµ " n)

√

n1=4
+ x

∣∣∣∣
Sn
cn

< Ln





 ≤ K̂7e−λ̂7

""
n

√
x!x2 :

Observe that for any two sets A and B, we have that P(A) ≤ P(A|B) +P(Bc). Thus, using Lemma 10, we have

P sup
t∈[0,∞)

∣∣∣∣
Qn(t)""

n
√ −φ(Ŷn)(t)

∣∣∣∣ > Ĉ7

""""""""""""""""
log(cnLnnµ " n)

√

n1=4
+ x





 ≤ K̂7e−λ̂7

""
n

√
x!x2 + e−(δcnLn−nη):

Finally choosing Ln " n yields the desired result. w
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8. Commentary and Conclusions
From a philosophy of science perspective, one can consider the bulk of the nonstationary queueing model litera-
ture as phenomenological (Frigg and Hartmann [12]) in nature, that is, accurately reflecting empirical evidence but
not necessarily first principles. For instance, as noted in Remark 5 (see Whitt [39] as well), a widely used nonsta-
tionary traffic model uses a composition construction, where a cumulative intensity function that captures the
time-varying effects is posited. However, these models are not necessarily a first principles explanation of how
customers choose to arrive at a service system. This distinction between phenomenological and mechanistic
modeling is not crucial from a performance analysis/prediction perspective, but it can be important from a
system design or optimization and control perspective. For instance, in Armony et al. [2], Green and Savin [16],
Hassin and Mendel [18], and Kim et al. [25], the problem of designing an optimal appointment schedule to a sin-
gle server queueing system is studied. In this instance, the standard composition nonstationary traffic models
(Whitt [39]) are not appropriate. In Armony et al. [2], in particular, the authors use a transitory model and use its
corresponding diffusion limit to solve for an asymptotically optimal schedule. Models of rational arrival behav-
ior have also received significant interest in the literature (Glazer and Hassin [13], Hassin [17], Honnappa and
Jain [20], Jain et al. [24]). However, standard traffic models are, in general, awkward to use for computing Nash
equilibrium strategies, which are more naturally modeled through a finite pool model as done in Honnappa and
Jain [20] and Jain et al. [24]. The RS(G,p)=G=1 model provides a mechanistic, flexible description of queueing be-
havior and can be used in a broad range of optimization/control and game theoretic models.

The RS(G,p)=G=1 model generalizes the ∆(i)=G=1 model that has been studied in the literature. However, com-
puting performance metrics for the discrete event RS(G,p)=G=1 queueing model is quite difficult, because of the
complicated time dependencies in the model. The strong embeddings (and FSATs) proved in this paper provide
error bounds from tractable diffusion approximations. Furthermore, these results can be specialized to yield pri-
or diffusion limits obtained via weak convergence in Honnappa et al. [21, 22] and Bet et al. [3]. We anticipate that
our FSAT results will be immensely useful for optimization and control problems involving queueing systems.

There are several avenues for further exploration. First, our most general conditions on the traffic model in
Assumption 2 allows the arrival epoch distribution to depend on the population size, allowing for the possibility
that an increase in the population will change customer behavior because there is an increase in demand for serv-
ices. We currently assume that the dropout probability is stationary. A more general model would allow for
time-dependent/nonstationary dropout probabilities. It seems possible to extend the current FSETs and FSATs
to this setting. More complicated is establishing analogous results for a multiserver queue. In Honnappa et al.
[22], diffusion limits were established for a fixed multiserver queue in the large population asymptotic limit, rely-
ing on the fact that in the large sample limit, the regulator process is identical to the single server case. In our cur-
rent paper, however, the FSETs (which are for finite n) are much harder to prove, because we can no longer use
the asymptotic simplification. This issue is compounded when the servers are not identical, and we will investi-
gate these results in future papers. A further avenue for investigation is how to prove FSETs in a scaling regime
that is analogous to the many-server heavy-traffic (MSHT) scaling. In this case, we anticipate that the diffusion
approximation should be some type of a nonstationary Halfin-Whitt diffusion process, but we have not been
able to prove the FSET, and it appears we might require some new mathematical innovations to achieve this
result.
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