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Abstract

Sequences of projection images collected during in-situ tomography experiments can capture the formation of
patterns in crystallization and yield their three-dimensional growth morphologies. These image streams generate
enormous and high dimensional datasets that span the full extent of a phase transition. Detecting from the continuous
image stream the characteristic times and temperatures at which the phase transition initiates is a challenge because
the phase change is often swift and subtle. Here we show a flexible unsupervised binary classification algorithm
to identify a change point during data intensive experiments. The algorithm makes a prediction based on statistical
metrics and has a quantifiable error bound. Applied to two in-sifu X-ray tomography experimental datasets collected
at a synchrotron light source, the developed method can detect the moment at which the solid phase emerges from the
parent liquid phase upon crystallization and without performing computationally expensive volume reconstructions.
Our approach is verified using a simulated X-ray phantom and its performance evaluated with respect to solidification
parameters. The method presented here can be broadly applied to other big data problems where time series can be

classified without the need for additional training data.
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1 Introduction

All technological materials start their lifetimes in the liquid phase. The liquid to solid phase transformation during
the cooling of liquid metallic alloys begins at temperatures slightly below the melting (or liquidus) temperature of the
alloy. For discontinuous transformations, the initiating process is nucleation, which is associated with metastability,
i.e., the existence of an energy barrier and the occurrence of a rare but large energy fluctuation [1]]. The magnitude of
this barrier depends on the alloy composition and solid-liquid interface free energy [2, 3]]. Though we have achieved
substantial understanding of the ensuing crystal growth process, the initial solid evolution has been difficult to quantify
experimentally as nucleation unfolds too rapidly to discern at small spatial scales.

Recent advancements in X-ray microscopy to non-destructively probe the internal microstructure of materials
in three-dimensions down to micrometers and even nanometers in length-scale (see Ref. [4] |5| 6] and references
therein), coupled with high brightness X-ray radiation at third generation synchrotron light sources and fast detector
acquisition, have opened the doors to in-situ X-ray tomography (XRT). During these experiments, large amounts of
4D (3D space plus time resolved) imaging data record the transformation of materials under external stimuli such as
heat, mechanical loading, efc. [7} 6, 8]]. For example, the crystallization behavior of alloys can be studied at varying
time points, providing detailed snapshots of the growth process as it transpires [9}|10].

In attenuation-contrast tomography, the sample is imaged in transmission, see Figure [S(a). Typically, in situ
crystallization experiments are done by cooling (or heating) the sample in a furnace while X-ray projections are
recorded in parallel. Slow and controlled cooling to a temperature below the liquidus provides a thermodynamic
driving force (undercooling) that is necessary to overcome the aforementioned nucleation barrier. The resultant data
size is primarily dependent on the experiment time as well as the detector fidelity, frame rate, and size. For reference, a
single tomographic scan (where the sample rotates from 0O to 180°) consisting of 2000 projections from a 5 megapixel
detector is over 3 GB in size. Therefore, collecting an image stream while continuously rotating the sample for 10
full rotations would yield 60 GB and 100 full rotations would yield over half a TB of data, begetting the term “Big
Data” [11]. As a result, there is a rising need for machine learning tools to explore and extract relevant information
from these large digital datasets. Manual processing is impractical, as far as nucleation is concerned: Searching for
nucleation events within a vast 4D domain is equivalent to finding the proverbial “needle in a haystack.”

Currently, knowledge of phase equilibria provides some rough guidance on when nucleation will occur and
thus when to begin recording the data. Yet this approach fails when the materials system is not well character-
ized and its phase equilibria not defined (e.g., some quasicrystal-forming alloys [12]); when crystallization proceeds
far-from-equilibrium, which is often the norm and not the exception [13[]; or when there exist several competing
allotropes [14]. Therefore, considerable data processing after the experiment is needed to reconstruct the data and

identify (often by visual inspection) the sequence of projection images corresponding to the phase transition of inter-
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est. Reconstruction, however, is computationally intensive and time-consuming, as a number of parameters require
sample-specific tuning [|15, [16]]. Recently, a machine learning approach has been presented by Liotti et al. to identify
crystal nucleation events in X-ray image sequences; they were able to train a computer vision algorithm to evaluate
the Big Data and thus quantify the nucleation undercooling and nucleation rate [[17]. Similar to their approach, our
method can resolve individual nucleation events, thus offering a higher granularity of analysis compared to other meth-
ods involving thermocouples, which instead measure average properties of an ensemble of nuclei. Nevertheless, our
approach diverges from that of Liotti et al. in that we do not use deep neural networks which require training images
to identify crystal nuclei in the image.

This general problem of crystal detection resides in the field of time series classification algorithms, a sub-field
of machine learning [18| [I9]. Here we showcase an algorithm that directly analyzes changes in an image stream
acquired during in-situ XRT of alloys during crystallization and classifies the time series as either a liquid state or
liquid + solid state. Changes in these experiments can be the phase composition, crystal size, or other measurable
quantities. This binary classification algorithm is designed to be unsupervised (i.e., not requiring training data) and is
aimed to be a rapid method to pinpoint the onset of phase transition temporally. Our algorithm is inspired by recent
work in the computational chemistry community to classify self assembly pathways; as in Ref. [20]], we utilize simple
statistical measures to describe the pixel data in each projection image. We demonstrate that this information is more
than sufficient to predict the nucleation temperature, with an accuracy of £2 °C from all datasets considered.

Armed with our algorithm, a researcher can conduct multiple experiments at various heating/cooling rates and use
the results to generate transformation diagrams. Additionally, the remarkable ability of the algorithm to detect subtle

changes provides a simple solution to broad challenges in the interpretation of image stream data.

2 Methods

2.1 Experimental

All XRT studies were done at sector 2-BM at the Advanced Photon Source (APS) at Argonne National Laboratory in
Lemont, Illinois, United States. Using a furnace with X-ray transparent windows, the sample was first held above the
liquidus temperature for approximately five minutes, to ensure melting and homogenization. The molten alloy sample
was protected by a thin oxide skin naturally grown by thermal oxidation. Once fully melted, the sample was then
cooled continuously for one hour at a rate of 1 K/min. At the same time, X-ray projections were recorded at a rate of
50 Hz using a polychromatic “pink” beam centered at 27 keV, and a PCO Edge 5.5 CMOS camera that was optically
coupled to a 20 um LuAg:Ce scintillator. Tomographic data was processed within TomoPy [15], a Python based open

source function package. The Gridrec algorithm [21]], a direct Fourier-based method, was used to reconstruct the data
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and in turn, validate the performance of our computational protocol.

2.2 Algorithm

The classification algorithm was implemented in Python [22] using open-source libraries scikit-learn [23]], numpy
[24]], and others. The three-dimensional array of the projected data was stored and managed in a HDF [25[] container
that was processed by the algorithm. The projection data referenced here in this paper are freely available [[26} 27].
The three-step procedure is outlined and explained in the context of the first experimental dataset, see Sec. [3.2] Codes
to reproduce the results are open source and also are available online [28]] on github.

The procedure to create the simulated phantoms is detailed in Sec. [3.4] We considered the isothermal, diffusion-
limited growth of a solid sphere in a binary alloy. The supersaturation changes with time until it is finally zero and
growth is finished. Under these conditions, the solid growth rate can be found analytically [29]]. We used MATLAB
[30] to construct the phantoms and calculate the forward projections of the solidification process, which were then
fed into our three-step procedure. More details can be found in Supplemental Information [6.5| Codes related to the

algorithm are available upon request, including those to generate X-ray phantoms of the solidification process.


https://github.com/shahaniRG/sinogram_changepoint_detection
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3 Results

3.1 Algorithm description

Our approach can be broken down into 3 general parts: Firstly, the image stream is pre-processed to normalize and
remove any speckle noise. Secondly, various statistical metrics are calculated for each independent time step. The
following examples will demonstrate how deviations in statistical metrics serve as basic signatures of the phase tran-
sition. Thirdly, fuzzy clustering is performed on the resulting data compressed into two principal components and a
time axis. Our algorithm does not require a priori knowledge or user input; that said, it can be refined through the
degree of data pre-processing, selection of metrics, and also parameterization of fuzzy clustering. Each of these steps

will be expanded upon in the context of the experimental dataset presented below.

3.2 Case study #1: Formation of quasicrystals

The formation of quasicrystals has been a longstanding puzzle in condensed matter physics [|31]]. To this end, XRT is
a novel tool that can provide fresh insight into the solidification behavior. The first step in our data-driven discovery
is to identify the critical point at which quasicrystals nucleate from a liquid, which is important for understanding
the influence of icosahedral short range order on the relative undercooling [32} |33]]. Ref. [12] was among the first
to capture in 3D the growth of a thermodynamically-stable Al-9.55at%Ni-9.55at%Co quasicrystal from a liquid melt.
Their data (1.4 TB in volume) serves as a first proof-of-concept for our algorithm. Determination of the nucleation time
and temperature was verified in a ‘brute force’ way by reconstructing successive tomographic volumes, as mentioned
above. Below, we present step-by-step our change point detection algorithm in the context of this dataset.

The Big Data in the form of a three-dimensional array (180,001x800x2,560 pixels in size) with each value stored in
an HDF container as a 16-bit unsigned integer. The first and largest dimension is the number of projections, which can
be correlated to a specific sample rotation angle and time during the experiment. For each 180° rotation of the sample,
1,000 projections were taken with an exposure time of 14 ms for a total of 90 full sample rotations. Simultaneously, the
sample was cooled from 1293 K at a rate of 1 K/min. 3D reconstructions provided some guidance that quasicrystals
nucleate from the liquid phase at temperatures around 1260 K. Each projection consisted of 2560x800 pixels in the row
and column of the digital detector, respectively. From the projection data we constructed a sinogram, which includes a
single row of pixels from every projection; there are thus a total of 800 sinograms that are each 180,001x2,560 pixels
in size. The sinogram represents the data collected for a single ‘slice’ of the sample across all view angles. It is used
by our algorithm to identify the change point at a given cross-section of our sample. The data collection and data
morphology are illustrated in Figure|5{a).

The dominant contrast mechanism in our experiments is photoabsorption, wherein the pixel values on the detec-
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tor indicate the attenuation of X-radiation due to the X-ray-sample interaction [34]. Generally, the intensity of the
transmitted beam depends on a number of factors, including material composition, density, and thickness [34, 35].
According to the Beer-Lambert law, I(x,y)/Io(x,y) = Exp(— J; u(x,y,z) dz), the ratio of transmitted (/) to incident
(Ip) beam intensity for each x and y coordinate of the detector plane scales exponentially with the linear attenuation
coefficient of the material (1) and the material thickness (/) along the beam path (z); for a constant thickness, the
integrated attenuation coefficient can be extracted by taking the negative logarithm of the recorded intensity [4]. This
procedure is done when constructing the sinogram. As a result, the pixel intensity in the sinogram is indicative of its
phase (i.e., liquid, solid, etc.) for a diffusive (or non-congruent) transformation. For instance, in this particular alloy,
the solid quasicrystal is richer in the heavy elements Ni and Co compared to the solute-depleted liquid.

Prior to quantifying statistical trends in the sinogram, we must first remove extraneous noise (e.g., high energy
photons, dead detector pixels, efc.) by performing normalization and low pass filtering. The former involves subtract-
ing the ‘initial condition’ — in our case, the liquid portion of the sinogram (i.e., the projections from the first 360°
sample rotation during which the entire sample is still in liquid state or untransformed) — from the remaining projec-
tions. The result of this procedure is presented in Figure [5(b). The second step is to downsample the sinogram by
summing pixels in a nxn square neighborhood. This procedure not only eliminates noise but also reduces the data
size and increases analysis speed; a factor of 10x downsampling maintains the best speed gain without distorting the
data, see Supplementary Figure[6.1 In that figure, we show the detected nucleation point with respect to the percent
of downsampling. It is worth noting that the degree of downsampling (ranging from 10x to 100x) does not change
appreciably the detected change point. For example, by downsampling by a factor of 100x and more, the estimated
change point is within a +5 °C temperature range. The downsampled result is further discretized to 256 levels within
the maximum and minimum pixel intensity.

At this point, it is visually apparent in the pre-processed sinogram in Figure|5{b) when the solid phase has nucle-
ated. This data will be our input for the algorithm. For each column (time-step or projection-number) of the sinogram
(totalling 180,001 time-steps or projections) we calculate a number of statistical metrics as illustrated in Figure |5}
these are the number of maximum values, number of minimum values, mean values, standard deviation, number of
unique pixel values, and other measures of central tendency. The metrics we chose are not representative of the ex-
haustive possibilities. Rather, they are simple to implement and are the minimum necessary to detect change points
(as will be demonstrated below).

These metrics are then standardized by centering and scaling to unit variance to prevent misinterpretation after
principal component analysis [23]]. Linear principal component analysis (PCA) on the statistical metrics captures and
projects the largest variances in each metric onto the orthogonal principal component axis [36]. We then cluster the
data projected into the two component PCA with a third dimension indicates time (or equivalently projection number),

see Figure [S[(a). We separate the data into two clusters: before and after quasicrystal formation. Figure [5[b) shows a
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projection of the clustered data into the two component PCA space. We include in this figure the biplot showing the
direction and magnitude each metric imposes on the two-component PCA plot. The Scree plot demonstrates that two
components capture 87.96% of the variance, see Supplemental Information|6.2|

Of the many cluster separation algorithms in unsupervised machine learning, the vast majority separate the data
discretely into one cluster or another 23|37, [38]]. However, nucleation is a stochastic phenomenon (i.e., dependent on
random fluctuations) and so even in two identical systems, it will occur at slightly different times. Therefore, we seek
an alternative method to partition our data in light of this uncertainty. To this end, we utilize fuzzy c-means clustering
[23] |39] to distinguish between liguid and liquid + solid regimes in the sinogram. Uncertainty of the separation
interface is determined by the fuzzy partition coefficient (1.8), which is generally recommended to lie in the interval of
[1.5,2.5] [40]. The coefficient controls the amount of membership overlap between clusters; larger values correspond
to greater overlap between the clusters and a higher degree of imprecision whereas smaller values will result in distinct
clusters with less overlap between clusters. Figure [S(c) illustrates the results from fuzzy clustering. The intersection
of the two membership probabilities, i.e., the maximum of the product of the two membership probabilities, is the
estimated critical point of nucleation. Additionally, we can use the probability assigned by the fuzzy clustering to
estimate the time bounds around the critical event.

For the time interval determined by a probability greater than 60% belonging to each cluster, the critical point
was calculated to be between 804 seconds and 902 seconds into the data acquisition, corresponding to a temperature
window of 1259.8 K to 1258.2 K, respectively, during continuous cooling. This estimate agrees with our visual obser-
vation of the sinogram as well as the ground-truth reconstructions (Supplemental Information [6.3), which indicate
that quasicrystal growth commences after 800 seconds elapsed, corresponding to a temperature of 1260 K [12]]. Com-
pared to the phase diagram of the Al-Ni-Co system [41]], this temperature corresponds to a nucleation undercooling of

17.5 K (referenced against the equilibrium liquidus temperature).

3.3 Case study #2: Formation of primary silicon in a chemically-modified alloy

The nucleation and growth pathway of faceted silicon particles from the melt can be influenced by the addition of trace
impurity elements such as strontium. Here, too, we investigate the solidification behavior via 4D XRT, focusing on an
Al-Tat%Cu-35at%Si-0.03at%Sr alloy [42]. Below the Si liquidus, the system should exist in the form of a nearly-pure
solid Si phase plus a Cu- and Sr-enriched liquid phase. Our goal is to identify the critical point at which the solid
Si nucleates from the liquid, and this dataset presents a second validation of the algorithm’s performance with more
subtle contrasting agents as well as slower growth rates. The reduced growth rate in comparison to the quasicrystal
can be attributed to thermodynamic and kinetic reasons: thermodynamically, the liquidus curve in the phase diagram

is steeper, therefore for a unit temperature decrease, the solid phase’s volume fraction increase is minimal [41} |43].
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From a kinetic standpoint, the Si is highly faceted [42]] unlike the atomically rough quasicrystals [33]]. Thus there is a
kinetic limitation for the incorporation of atoms/clusters to the flat interfaces.

The experimental data are in the form of a 3D array of size (120,001x800x2,560 pixels) with each pixel stored as
a 32-bit unsigned integer (totaling 457 GB). Similar to the above case, the first dimension represents the number of
projections collected during 40 full stage rotations of the sample. That is, we acquired 1,500 projections for each 180°
rotation. We used an exposure of 14 ms and each full rotation took 42 seconds. We began the data acquisition as we
lowered the furnace temperature from 1207 K to 1167 K at a rate of 1 K/min.

Benchmark reconstructions showing the growth of solid Si from the liquid melt are provided in the Supplemen-
tary Information [6.4| In this instance, there are two Si crystals that nucleate heterogeneously from the oxide film
containing the sample and grow at a rate of 0.03 um/s. This dataset is obtained in a similar fashion to the first with the
exception that the absorption contrast between the two phases comes from the minor Cu species in the melt; we note
the concentration of Sr in the alloy is too minor to contribute to X-ray attenuation; and Al and Si have nearly equal
attenuation coefficients [44]]. Additionally, there is increased noise in the dataset that we attribute to beam motion
from small vibrations to the X-ray optics [45]. Despite these challenges, our algorithm can still identify the onset of
Si crystallization, see the results of PCA analysis and clustering in Figure 3]

Assuming a probability greater than 60% belonging to each cluster (similar to case #1 above), the critical point was
calculated to be between 1278 seconds and 1446 seconds into the acquisition, corresponding to a temperature window
of 1185.7 K to 1182.9 K, respectively. This estimate agrees with the ground-truth reconstructions (Supplemental In-
formation|6.4), which indicate that the Si growth commences after 1350 seconds has elapsed, corresponding to a tem-
perature of 1185 K [42]]. Compared to the liquidus temperature from calculated phase diagrams from the Thermo-Calc

database TTALG [46]], this temperature corresponds to a nucleation undercooling of 22.5 K.

3.4 Validation on synthetic phantoms

To better understand the sensitivity and performance of our computational protocol, we simulated the solidification
process, specifying the exact moment of crystallization and comparing to predictions from the algorithm. This allows
us to systematically test the influence of solidification parameters on the performance of the algorithm and explain
possible discrepancies between results on future experimental datasets. We simulate a 400 pixel diameter circular
liquid area wherein the solid will nucleate and grow. In order to mimic the experimental data as closely as possible,
we account for the time-varying supersaturation in a binary alloy which decays to zero at long times, following Ref.
[29]]. The full analytical solution of the diffusion equation is included in the Supplemental Information|6.5|

The input parameters for our simulation include the binary alloy composition, equilibrium partition coefficient,

characteristic diffusion time, elemental attenuation coefficients, and data collection speed. Beginning with a homoge-
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neous binary liquid alloy of predetermined composition, the nucleation event is ‘seeded’ by changing pixel values in
a small, circular region within the liquid to the solid composition as described by the equilibrium partition coefficient.
The nucleated solid then grows according the the user-scaled, analytically derived growth rate, see Supplemental
Information |6.5| The liquid composition is then updated to maintain mass balance. At each time-step, the for-
ward projection is calculated from a rotated phantom. In doing so, we invoke the Beer-Lambert law, generalized
for a two-component system. The attenuation coefficients of the two components in this simulation are an order of
magnitude different, although in principle any combination of attenuation coefficients would be acceptable since we
normalize and re-scale pixel intensities in the sinogram (step #1 of our algorithm). The user-defined data collection
speed dictates the number of evenly spaced projections recorded during a full revolution. For each simulation, we
scaled the growth rate and subsequently passed each simulated result through our three-step algorithm to identify the
point at which the solid phase nucleates from the liquid. This allows us to describe the algorithm’s time sensitivity and
gauge the fuzzy clustering boundaries.

Broadly, we find that the algorithm more accurately pinpoints the moment the phase transformation initialized for
faster solidification rates, see Figure|[5(b). Using the same 60% cluster probability threshold, the simulation with solid
growth 10x faster had a range of 23 time units with the estimated nucleation point 17 time units behind the actual
point. For the same threshold, the slower simulation had a wider range of 46 time units with the calculated nucleation
time delayed by 42 time units. The algorithm thus captures rapid dynamics more accurately with a smaller uncertainty

window for the nucleation event.

10
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4 Discussion

This work introduces an unsupervised binary classification algorithm applied to identification of critical events in
continuous image streams, such as those produced from high-throughput characterization techniques like ‘fast’ X-ray
tomography. We validate this algorithm with two experimental datasets and use simulations to explore the effect of
solidification growth rate on the algorithm performance. The first experimental dataset shows a quasicrystal grow-
ing rapidly from the melt (owing to its atomically rough interfaces) [33]]; moreover, it exhibits excellent absorption
contrast between the liquid and solid phases. In contrast, the second dataset shows silicon particles that grow very
slowly from the liquid under the same cooling rate (attributed, in part, to kinetic limitations of atom incorporation
at the atomically flat {111} planes) [47]]. Additionally, the latter dataset shows a comparatively weaker contrast be-
tween the two phases. In both cases, the method accurately estimates the time of nucleation within estimated time
bounds. We can translate these results to nucleation undercoolings, as described in Sec. [3.2]-[3.3] We find a larger
nucleation undercooling required for Si with respect to the quasicrystal, which most likely stems from the difference
in the solid-liquid interfacial energies, approx. 0.1 J/m? and 0.01 J/m? (orders-of-magnitude), respectively, holding all
else constant (including shape factors for heterogeneous nucleation). Interfacial energy is, in turn, influenced by the
structural similarity between solid and liquid phases. In general, metallic liquids have an icosahedral short-range-order
[33] which is why quasicrystals have a vanishingly small solid-liquid interfacial energy, and nucleate readily from the
liquid phase.

Nevertheless, the accuracy of our approach is partially dependent on the growth rate of the nucleating phase and
amount of data spanning the phase transformation. For instance, the quasicrystal grew to a maximal size (1067 um
in length in the analyzed cross-section) within 20 full tomographic rotations (25 min) whereas the Si crystal kept
growing steadily to a maximal size of 211 pum in length in the analyzed cross-section until the end of data acquisition
(20 min). In light of these two different average growth rates (0.2 um/s for the former vs. 0.03 um/s for the latter), and
comparing the identified critical points for each experimental dataset, the algorithm more accurately predicts the onset
of crystallization for the quasicrystal. Naturally, this is due to a sudden and distinct contrast change in the projection
images, pre- and post-nucleation, which arises from the solute rejection in a noncongruent or diffusive transformation.
That is, our algorithm is sensitive not to the critical nucleus itself but rather to its local environment (the liquid phase).
Ultimately, we capture not the “needle from the haystack” (see Introduction) but instead the hay displaced by the
needle. The change point is more accurately estimated when sufficient data from both the pre- and post- nucleation
regimes are supplied for the fuzzy clustering algorithm. This is the trade-off between complexity (of the sheer amount
of data so analyzed) and accuracy (of resolving the critical point), not uncommon to many learning problems. We note
also that the above experimental results are consistent with our simulations. Evaluating the algorithm for conditions

where all other variables are held constant, slower growth rate by a factor of 10 resulted in a delay of the detected

11
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critical point by a factor of 2 and the window approximating the nucleation event is a factor of 2 larger for the slow
growth simulation, both of which are to be expected. These trends suggest that the algorithm is especially amenable for
phase transformations that proceed far-from-equilibrium, under high driving forces (and correspondingly high growth
rates). Other simulation parameters such as the ratio of solid to liquid attenuation coefficients indeed changes the
contrast in the sinogram but did not influence the algorithm’s ability to estimate the change point. This is because
the first step of the algorithm included a normalization procedure that equalizes the imposed contrast differences, as
mentioned previously.

Looking ahead, the natural extension of our work is to implement our computational protocol during an in-situ
experiment. The challenges of integrating it into the existing data collection schema for real time diagnosis will
be addressed in a future study. Nonetheless, we can firstly use the algorithm to quickly screen for change points
and nucleation characteristics, comparing different samples, as we did here. Secondly, we can use the output of the
algorithm to down-select a time-interval suitable for reconstruction, instead of reconstructing all of the projection data
in a continuous image stream. This approach offers considerable time-savings since one would not need to search
through a vast reconstruction space for critical events. A third point (beyond making systematic comparisons and
the scope of this paper) is that we can create time-temperature-transformation (TTT) diagrams to identify under what
conditions nucleation is favored. We can use different cooling rates to sample a range of solidification conditions,
collect the XRT data to capture the crystal growth in-situ, and then plot the change points from the cooling rate
experiments in temperature-time space. The result should form a characteristic ‘C-shaped’ curve elucidating the phase
transformation [/1, 48]. Accurate diagrams can then inform processing conditions to achieve desired microstructures
and properties.

Because this unsupervised binary classification algorithm does not require training data, it has potential for broad
applications to other diffusive phase transformations including precipitation, spinodal decomposition, and coalescence.
Knowledge of the underlying contrast mechanism and the rate of phase transformation will be paramount when testing
the accuracy and stability of the detected critical point over multiple experimental datasets. Beyond in-situ X-ray
studies of phase transformation, the authors hope the work can influence other fields that collect extended series of
images over time (i.e., medical or satellite imaging). Related to this point is the expansion of pixel-wide statistical

measures that will allow for even greater flexibility when applied to various other scientific domains.
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5 Conclusion

We introduce a three-step algorithm that is capable of identifying the critical event (such as nucleation) within a con-

tinuous image stream without requiring any training data. It does so by evaluating simple statistical metrics describing

each frame in the dataset. The frame-wide data is subsequently reduced by principal component analysis and fuzzy

clustered into pre- and post-nucleation regimes. The flexible unsupervised binary classification algorithm presented

here has been tested on two juxtaposing experimental X-ray tomography datasets that record phase transformations

in real-time: the rapid growth of a quasicrystal and the slow growth of a Si crytal from a melt. We verified the time

sensitivity with respect to different solid growth rates via simulated phantoms and discovered that faster growth rates

enable a more accurate detection of the nucleation time. We believe that this algorithm can be an additional tool for

researchers to quickly screen image streams for critical events, from materials formation to materials failure.
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Figure Captions

Fig. 1 (a) Illustration of the experimental set-up for in sirzu X-ray tomography. Forward transmitted partially coherent
X-rays pass through a rotating sample and are collected on a two dimensional detector (where coordinates r; and
1y define the detector plane). These projections are collected continuously over a range of rotation angles 6 for the
duration of the experiment. (b) Processed, downsampled (by a factor of 10), and normalized sinogram for case study
#1. The apparent contrast change is the result of quasicrystal formation. 200 timesteps is equivalent to a 360° sample
rotation and a time period of 80 seconds

Fig. 2 Trends in maximum value, mean value, median value, standard deviation and other measures of central tendency
over the experimental duration. The abscissa indicates the computed result for each projection (or column vector in
Fig. B[b)); note again that 200 projections correspond to a 360° rotation of the sample and a time period of 80 seconds.
The ordinate reflects data discretized to 256 levels

Fig. 3 Results on data reduction and clustering for case study #1. (a) Principal component analysis (PCA), where each
point represents a given projection (column vector in Fig. [5[b)), colored by time. The clustered orthographic projection
is colored such that red indicates those projections that fall in the pre-nucleation regime and blue the converse. (b) The
colored, clustered orthographic projection is shown with arrows drawn from the coordinate origin showing the degree
to which each metric (in Fig. [5) contributes to the PCA result. Each arrow in the biplot is labeled and its magnitude
and direction indicate the variance captured in the first and second principal component. (c) Likelihood of cluster
membership determined by fuzzy clustering. The result is smoothed with a median filter (the window size equal to a
period in the sinogram) and superimposed. The intersection of the cluster memberships is the estimated change point
Fig. 4 Results on data reduction and clustering for case study #2. (A) Processed sinogram downsampled by a factor of
10 such that every 300 time units is equal to a 360° sample rotation and a time period of 42 s. Thin dark lines which are
visible just after 5,000 time units correspond to the nucleation and growth of the Si crystals. (B) 3D scatter plot of the
two primary principal components and time with the clustered result colored in the orthographic projection. Clusters
are less distinct compared to Fig. [5] but the nucleation time is still adequately estimated by the (C) fuzzy clustering
algorithm, by comparing to the sinogram shown in (a)

Fig. 5 Comparison of simulated phantoms under (a) slow and (b) fast growth rates. The green arrow in the simulated
sinogram (top) indicates the imposed nucleation event and that in the fuzzy probability plot (bottom) indicates the
estimated critical point. The same measures of central tendency listed in Fig. 2 were used to quantify changes

between the columns of the sinograms
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6 Supplemental information

6.1 Downsampling factor
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6.3 Case study # 1: 3D reconstructions

Volume reconstructions of the quasicrystal (in red) upon solidification from a liquid. Shown are the 40-45™ recon-
structed volumes in a dynamic X-ray tomography experiment, corresponding to 800 seconds (1259.8 K) to 1000
seconds (1256.5 K). Each reconstruction covers a time-interval of 40 seconds (0.67 K) . The quasicrystal grows

quickly from one side of the sample to the other by the 41" reconstructed volume. The sample diameter is 1 mm.
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6.4 Case study # 2: 3D reconstructions

500 um

Volume reconstructions of the Si crystal (red) upon solidification from a liquid [42]. The entirety of the sample within
the tomographic field-of-view (grey) is included to show scale and perspective for the two crystals. Depicted are the
renderings of the 45", 501, 55™ and 60™ volumes in a dynamic X-ray tomography experiment. The Si emerges in the

45™ reconstruction corresponding to 22.5 min (1185 K). The 60 reconstruction corresponds to 35.5 min (1172 K).

#45 #50 #55 #60

e 500 um

6.5 Details of simulation procedure

This simulation was constructed in MATLAB R2019a [30]] by specifying a two dimensional array with values in the
range of [0, 1] indicating the fractional composition of an element in a binary alloy. We constructed a 500x500 unit
array containing a 400 unit diameter circle representing the sample. We nucleated a solid phase to model the evolution
of the system from a liquid state to a liquid + solid state. The simulation allows the user to define the phantom

attributes and most importantly choose the nucleation time-step, as will be described below.
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There are two sets of parameters the user may control. The first is related to the alloy system and growth kinetics of
the solid phase: the initial composition of the liquid (i.e., the alloy composition), the equilibrium partition coefficient,
maximum solid size and characteristic diffusion time (which scales inversely with the liquid diffusivity and the initial
supersaturation in the liquid) [29]. The second set of parameters is related to the phantom projection: the elemental
attenuation coefficient and data acquisition rate (i.e., revolution rate or the angle increment per time-step).

The simulation takes these parameters to define the initial state of the phantom. At each time-step, the simulated
phantom is rotated in-plane (e.g., for 5°/time-step, the phantom is rotated by a cumulative angle of 50°at the 10™
time-step). The forward projection is calculated from the rotated phantom by taking the line integral along the path
of the beam [49]. Denote the pixel-wide fractions of elements A and B as f4 and fp, respectively, and the spatial

coordinates of the rotated phantom as x and y. Then, the projected intensity in the y direction can be found as

y y
1(x) = l,exp (“A ZfA(XJ)IJBZfB(X,l')> ey
i=1 i=1

where U4 and up are the attenuation coefficients of elements A and B, respectively, and Iy is the intensity of the incident
beam. Note f4 + fz = 1 for the binary alloy so considered. Any positive integer for Iy will suffice as the sinogram is
later normalized. The column vector I(x) represents a one dimensional projection of a two dimensional domain. The
projections collected at different view angles are combined to yield the sinogram, as described in the main text.
When the simulation progresses to the chosen nucleation time-step, a solid phase is ‘seeded’ at an arbitrary location
in the sample. The composition of the solid phase is determined by the equilibrium partition coefficient and the liquid
composition. The radius of the growing circular solid phase is defined by eqn. [2] assuming that the supersaturation
is not constant but instead decays in time as the solid grows [29]]: this analytical solution best represents our solidifi-
cation experiments [12} |50 which reveal that growth slows down upon prolonged annealing as the supersaturation is

gradually relieved.

lln <W) L (arctan(zfﬂ) +arctan(1)> L 2)
6 \(1+7) /) V3 V3 V3] 1

Note that the solid radius 7 is normalized against its maximum size, the time ¢ is zero when the solid nucleates, and
the characteristic diffusion time 7 determines the rate at which the solid grows [29]. Here we treat ¢ as the simulation
time-step and we then solve for 7 to update the simulation accordingly. The characteristic diffusion time 7 is the last
remaining physical parameter that is input in our simulation. Following the nucleation and growth of the solid, the
liquid composition is updated accordingly to reflect a conservation of mass. This is done by distributing the remaining
amount of solute not in the solid to the liquid phase (i.e. solute rejection). Ultimately, the unscaled solid radius
is a function of the simulation time-step and the user-defined maximum radius size (100 units is chosen as default,

resulting in a 60% solid area when growth is complete). With these parameters, the solid phase does not touch the
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boundaries of the simulation domain.
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