4604

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 66, NO. 10, OCTOBER 2021

/G

o \EEE

= CSS

Asynchronous Optimization Over Graphs: Linear
Convergence Under Error Bound Conditions

Loris Cannelli

Abstraci—We consider convex and nonconvex con-
strained optimization with a partially separable objective
function: Agents minimize the sum of local objective func-
tions, each of which is known only by the associated agent
and depends on the variables of that agent and those of
a few others. This partitioned setting arises in several ap-
plications of practical interest. We propose what is, to the
best of our knowledge, the first distributed, asynchronous
algorithm with rate guarantees for this class of problems.
When the objective function is nonconvex, the algorithm
provably converges to a stationary solution at a sublinear
rate whereas linear rate is achieved under the renowned
Luo-Tseng error bound condition (which is less stringent
than strong convexity). Numerical results on matrix com-
pletion and LASSO problems show the effectiveness of our
method.

Index Terms—Asynchronous algorithms, error bounds,
linear rate, multiagent systems, nonconvex optimization.

[. INTRODUCTION

E STUDY distributed, nonsmooth, nonconvex opti-
mization with a partially separable sum-cost function.
Specifically, consider a set of NV agents, each of them control-
ling/updating a subset of the n variables x € R™. Partitioning
x=(x7,...,x5)7, x; € R™ is the block of variables owned

by agent i € N2 {1,..., N}, with 3, n; =n. All agents
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cooperatively aim at solving the following problem:
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where N; denotes a small subset of A/ including the index 7
and xy;, £ [x;];en; denotes the column vector containing the
blocks of x indexed by N;; X; C R™ is a closed convex set;
fi is a smooth (nonconvex) function that depends only on x,;
and g; is a convex (nonsmooth) function, instrumental to encode
structural constraints on the solution, such as sparsity. Both f;
and g; are assumed to be known only by agent 4.

The above formulation is motivated by a variety of appli-
cations of practical interest. For instance, loss functions arising
from many machine learning problems have the “sparse” pattern
of V'in (P): n and IV are both very large but each f; depends only
on a small number of components of x, i.e., each subvector x,
contains just a few components of x. The same partitioned struc-
ture in (P) is suitable also to model networked systems wherein
agents are connected through a physical communication network
and can communicate only with their immediate neighbors. In
this setting, often N/; represents the set of neighbors of agent 4
(including agent : itself). Examples of such applications include
resource allocation problems and network utility maximization
[1], state estimation in power networks [2], cooperative local-
ization in wireless networks [3], and map building in robotic
networks. Some concrete instances of Problem (P) are discussed
in Section II.

A. Major Contributions

We focus on the design of distributed, asynchronous algo-
rithms for (P), in the following sense: i) Agents can update
their block variables at any time, without any coordination;
and ii) when updating their own variables, agents can use a
delayed out-of-sync information from the others. No constraint
isimposed on the delay profiles: Delays can be arbitrary, possibly
time-varying (but bounded). This model captures several forms
of asynchrony: Some agents execute more iterations than others;
some agents communicate more frequently than others; and
inter-agent communications can be unreliable and/or subject to
unpredictable, unknown, time-varying delays.

While several forms of asynchrony have been studied in the
literature—see Section I-B for an overview of most relevant
results—we are not aware of any distributed scheme that is
compliant to the asynchronous model (i)—(ii) and tailored to the
partitioned (nonconvex) distributed formulation (P). This article
fills this gap and proposes a general distributed, asynchronous
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algorithmic framework for convex and nonconvex instances of
(P). The algorithm builds on Successive Convex Approximation
(SCA) techniques: Agents solve asynchronously [in the sense (i)
and (ii) above] strongly convex approximations of the original
problem (P) by using (possibly) outdated information on the
variables and the gradients of the other agents. No specific
activation mechanism for the agents’ updates, coordination,
or communication protocol is assumed, but only some mild
conditions ensuring that information used in the updates does
not become infinitely old. For nonconvex instances of V, we
prove that 1) every limit point of the sequence generated by
the proposed asynchronous algorithm is a stationary solution
of (P); and 2) a suitable measure of stationarity vanishes at a
sublinear rate. When V' further satisfies the Luo-Tseng error
bound condition [4], [5], both the sequence and the objective
value converge at an R-linear rate (when V' is nonconvex, con-
vergence is to stationary solutions). This error bound condition
is weaker than strong convexity and it is satisfied by a variety
of problems of interest, such as LASSO, Group LASSO, and
Logistic Regression, just to name a few (cf. Section III-A). While
linear convergence under error bounds has been proved for many
centralized algorithms [4], [6]-[9], we are not aware of any
such a result in the distributed setting; current works require
strong convexity to establish linear rate of synchronous and
asynchronous distributed algorithms (see, e.g., [10]-[12] and
references therein). As a byproduct, our results provide also a
positive answer to the open question whether linear convergence
could be proved for distributed asynchronous algorithms solving
highly dimensional empirical risk minimization problems, such
as LASSO and Logistic Regression, a fact that was empirically
observed but, to our knowledge, never proved.

B. Related Works

Since the seminal work [13], asynchronous parallelism has
been applied to several centralized solution methods, including
(randomized) block-coordinate descent schemes [6], [13]-[17],
and stochastic gradient algorithms [18], [19]. However, those
methods are not applicable to Problem (P) , since they would
require each agent to know the entire objective function V.

Distributed schemes exploring (some form of) asynchrony
have been studied in [20]-[39]; next, we group them based upon
the asynchrony features (i) and (ii).

1) Random Activation and No Delays [20]-[27], [40]: While
substantially different in the form of the updates performed by
the agents, these schemes are all asynchronous in the sense of
feature (i) only. Agents (or edge-connected agents) are randomly
activated, but when performing their computations/updates, they
must use the current information from their neighbors. This
means that no form of delay is allowed. Furthermore, between
two activations, agents must be in idle mode (i.e., able to contin-
uously receive information). Some form of coordination is thus
needed to enforce the above conditions. All the schemes in this
group but [26] can deal with convex objectives only; and none
of the above works provide a convergence rate or complexity
analysis.

2) Synchronous Activation and Delays [28]-[33]: These
schemes consider synchronous activation/updates of the agents,
which can tolerate fixed computation delays (e.g., outdated gra-
dient information) [28], [29] or fixed [30], [33] or time-varying
[31], [32] communication delays. However delays cannot be
arbitrary, but must be such that no loss can ever occur in
the network: Every agent’s message must reach its intended

destination within a finite time interval. Finally, all these al-
gorithms are applicable only to convex problems.

3) Random/Cyclic Activations and Some Form of Delay [34]—
[39], [41]-[44]: These schemes allow for random [34]-[37],
[41] or deterministic uncoordinated [38], [39], [42]-[45] acti-
vation of the (edge-based) agents, together with the presence of
some form of delay in the updates/computations. Specifically,
[34], [35], [38] can handle link failures—the information sent
by an agent to its neighbors either gets lost or received with
no delay—but cannot deal with other forms of delay (e.g.,
communication delays). In [36], [37], [41] a probabilistic model
is assumed whereby agents are randomly activated and update
their local variables using possibly delayed information. The
model requires that the random variables modeling the activation
of the agents are i.i.d and independent of the delay vector used
by the agent to perform its update. While this assumption makes
the convergence analysis possible, in reality there is a strong
dependence of the delays on the activation index, as also noted by
the same authors [36], [37] (see [15] for a detailed discussion on
this issue and some counter examples). Closer to our setting are
the asynchronous methods in [10], [36], [39], [42]-[45]. These
models, however, assume that each function f; depends on the
entire vector X. As a consequence, a consensus mechanism on all
the optimization variables is employed among the agents at each
iteration. Because of that, a direct application of these consensus-
based algorithms to the partitioned formulation (P) would lead
to very inefficient schemes calling for unnecessary computation
and communication overheads. Furthermore, the Alternating
Direction Method of Multipliers (ADMM)-like schemes [39],
[41]-[45] can be implemented only on very specific network
architectures, such as star networks or hierarchical topologies
with multiple master and worker nodes. Finally, notice that, with
the exception of [10], [35], [39], [41]-[45] (resp. [38]), all these
schemes are applicable to convex problems (resp. undirected
graphs) only, with [34] further assuming that all the functions
fi have the same minimizer.

The rest of the article is organized as follows: Section II
discusses some motivating applications. The proposed algorithm
is introduced and analyzed in Section III. Finally, numerical
results are presented in Section I'V.

Il. MOTIVATING EXAMPLES

We discuss next two instances of Problem (P), which will be
also used in our numerical experiments to test our algorithms
(cf. Section IV). The first case study is the matrix completion
problem—an example of large-scale nonconvex empirical risk
minimization. We show how to exploit the sparsity pattern in
the data to rewrite the problem in the form (P), so that efficient
asynchronous algorithms leveraging multicore architectures can
be developed. The second example deals with learning problems
from networked data sets; in this setting data are distributed
across multiple nodes, whose communication network is mod-
eled as a (directed) graph.

Example #1 —Matrix Completion: The matrix completion
problem consists of estimating a low-rank matrix Z € RM*V
fromasubsetQ C {1,..., M} x {1,..., N} ofits entries. Pos-
tulating the low-rank factorization Z = X7Y, with X € R™*M
and 'Y € R™*¥ the optimization problem reads [46]:

. al T 2 A 2§ 2
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where || - || is the Frobenius norm; (-)o is the projection say i, updates its own block x; from x¥ to x¥**. Hence,

operator, defined as [(X)a]( ;) = X, ). if (4,7) € Q; and
[(X)a](i,j) = 0 otherwise; and A, £ > 0 are regularization pa-
rameters. In many applications, the amount of data is so large that
storage and processing from a single agent (e.g., core, machine)
is not efficient or even feasible. The proposed approach is then
to leverage multicore machines by first casting (1) in the form
(P), and then employing the parallel asynchronous framework
developed in this article.

Consider a distributed environment composed of /N agents,
and assume that the known entries z,,,,, (m,n) € €, are parti-
tioned among the agents. This partition along with the sparsity
pattern of (Z)q, induce naturally the following splitting of the
optimization variables X and Y across the agents. Let x,,, and
v, denote the mth and the nth column of X and Y, respectively;
the agent owning z,,,, will control/update the variables x,,, (or
yn), and it is connected to the agent that optimizes the column
Vn (Orx,,). By doing so, we minimize the overlapping across the
block-variables and, consequently, the communications among
the agents. Problem (1) can be then rewritten in the multiagent
form (P), setting

f’i((Xa Y)N,) = % Z (X% Yn — Z’mn)2 (2)

(m,n)eQ;
and 5
9i ({Xmmex,, {yn}nevi) = Z %513 + Z [ynll3,
meX nEY

3)
where 2; C € contains the indices associated to the components
of (Z)q owned by agent 4, and X; (resp. Y;) is the set of the
column indexes of X (resp. Y) controlled by agent 7.

Example #2 — Empirical Risk Minimization Over Networks:
Consider now a network setting where data are distributed across
N geographically separated nodes. As concrete example, let us
pick the renowned LASSO problem [47]:

JAx b3 +Alxl

min

x=(x¥,...x%)TeR
where A € R™*" b € R™, and A > 0 is a regularization pa-
rameter. Note that (4) easily falls into Problem (P); for each i €
N, itissufficient toset f;(x) = ||A;x + b;||3, with A; € R™*"
andb; € R™, such that A = S | Ajand b = 3"V | b;; and
gi = ||x:|l1- A; and b; represent in fact the data stored at agent
©’s side. Under specific sparsity patterns in the data, the local
matrices A; may be (or constructed to be), such that each local
function f; depends only on some of the block variables x;.
These dependencies will define the sets N; associated to each
agent 7. Note that N; need not coincide with the neighbors of
agent ¢ in the communication network (graph). That is, the graph
modeling the dependence across the block-variables—the one
with node set A and edge set & = {(i, j) : j € N;,for someie
N }—might not coincide with the communication graph. This
can be desirable, e.g., when the communication graph is pop-
ulated by inefficient communication links, which one wants to
avoid using.

[II. DISTRIBUTED ASYNCHRONOUS ALGORITHM

In the proposed asynchronous model, agents update their
block-variables without any coordination. Let k be the iteration
counter: The iteration kK — k + 1 is triggered when one agent,

x* and x¥*+1 only differ in the ith block x;. To perform its
update, agent + minimizes a strongly convex approximation of
> JEN; fj—the part of V' that depends on x;—using possibly
outdated information collected from the other agents j € N;.
L k—db(i,i) . .
To represent this situation, letx; @ Z), j € Ni\{i}, denote the
estimate held by agent i of agent js variable x%, where d¥ (i, )
is a nonnegative (integer) delay (the reason for the double index
(i,4) in dj will become clear shortly). If d¥(i,i) = 0, agent
7 owns the most recent information on the variable of agent 7,

d (ii) .

otherwise X is some delayed version of xf. We define as

d*(i,i) & [dk(i, i)]1en; the delay vector collecting these delays;
for ease of notation d* (i, 7) contains also the value d¥(i,4), set
to zero, as each agent has always access to current values of
its own variables. Using the above notation and recalling that
fi depends on x,,, agent ¢ at iteration k solves the following
strongly convex subproblem:

arg min {fz (Xl, WG z))
X, EX;

+ Z <Vxlfj( k]d (L’J)) X; — X} >+gz(xz)}

JeNi\{i}
&)

ka
ko

k—d*(ij) A [X;c—df(i7,j)]

where we defined Xy, leN;» J € Ni.

The term fz in (5) is a strongly convex surrogate that replaces
the nonconvex function f; known by agent 4; an outdated value

of the variables of the other agents is used, vazdk(i’i), to build
this function. Examples of valid surrogates are discussed in
Section III-A. The second term in (5) approximates » JEN\ {3} fi

by replacing each f; by its first-order approximation at (possibly
outdated) x’ﬁgdk(l’] ) (with Vx, f; denoting the gradient of f;
with respect to the block x;), where d”* (i, j) £ [d{“(i,j)]la\/j,
with dff (i, j) > O representing the delay of the information that
i knows about the gradient V, f;. This source of delay on the
gradients is due to two facts, namely: 1) Agents j € A; \ {4}
may communicate to 7 its gradient Vy, f; occasionally; and 2)
Vx, [ is generally computed at some outdated point, as agent j
itself may not have access of the last information of the variables
of the agents in NV \ {;}.
Once X* has been computed, agent i sets

xf“ =xF 4~ (ﬁf - xf) , 6)

where v € (0; 1] is suitably chosen stepsize (cf. Section III-A).

The proposed distributed asynchronous algorithm, termed
Distributed Asynchronous FLEXible parallel Algorithm
(DAsyFLEXA) is formally described in Algorithm 1. We set
xt =xY, forallt < 0 and i € N, without loss of generality.

We stress that agents need know neither the iteration counter
k nor the vector of delays. No one “picks agent i* and the
delays {d*(i*, j)}jen, ”in (S.1). This is just an a posteriori
view of the algorithm dynamics: All agents asynchronously and
continuously collect information from their neighbors and use
it to update x;; when one agent has completed an update the
iteration index k is increased and i* is defined.
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Algorithm 1: Distributed Asynchronous FLEXible parallel
Algorithm (DAsyFLEXA).

Initialization: k=0; x°c Y2 [[, A;; x'=x", t<0;
7 € (0;1].
while a termination criterion is not met do
(S.1): Pick agent i* and delays {d* (z’k,j)}jENik ;
(S.2): Compute ﬁfk according to (5);
(5.3): Update x% according to (6);
(S.4): Update the global iteration counter k < k + 1;
end while

A. Assumptions

Before studying convergence of Algorithm 1, we state the
main assumptions on Problem (P) and the algorithmic choices.
1) On Problem (P): Below, we will use the following conven-
tions: When a function is said to be differentiable on a certain
domain, it is understood that the function is differentiable on an
open set containing the domain. We say that f; is block-LC!
on a set if it is continuously differentiable on that set and ij fi
are locally Lipschitz. We say V' is coercive on X =[], &, if
im| x| 4oo,xex V(%) = +o0; thisis equivalent to requiring that
all level sets of V' in X" are compact.
Assumption A (On Problem (P)):
(A1) Each set X; C R™ is nonempty, closed, and convex;
(A2) At least one of the following conditions is satisfied
(@)L = {x € X : V(x) < V(x°)}iscompactandall
fi are block-LC! on Xy, = I
JEN

(b) All f; are C'! and their gradients Vi, firj € Ni,
are globally Lipschitz on X),;

(A3) Each g; : &; — R is convex;

(A4) Problem (P) has a solution;

(A5) The communication graph G is connected.

The above assumptions are standard and satisfied by many
practical problems. For instance, A2(a) holds if V' is coercive on
X and all f; are block-LC! on Xy, . Note that Example #2 satis-
fies A2(b); A2(a) is motivated by applications such as Example
#1, which do not satisfy A2(b). A3 is a common assumption in
the literature of parallel and distributed methods for the class
of problems (P); two renowned examples are g;(x;) = ||x;||1
and g;(x;) = ||x;||2. Finally, A4 is satisfied if, for example, V'
is coercive or if X is bounded.

Remark 1: Extensions to the case of directed graphs or the
case where each agent updates multiple block-variables are easy,
but not discussed here for the sake of simplicity.

The aim of Algorithm 1 is to find stationary solutions of (P),
i.e., points x* € X, such that

(VE(x")+ €y —x)+Gly) —G(x*) >0, VyedlX.

Let A* C R™ denote the set of such stationary solutions.

2) On an Error Bound Condition: We prove linear conver-
gence of Algorithm 1 under the Luo-Tseng error bound condi-
tion, which is stated next. Recall the definition: Given o« > 0,

. 1
proxac(a) £ argnin {aGly) + 5l - o3}

yeX 2
Furthermore, given x € R”, let

d(x,X*) £ min ||x — x*||2, Py+(x) = argmin||x — x*||s.
xX*eX* X*EX*

Note that Py« (x) # 0, as X* is closed.
Assumption B (Luo-Tseng error bound):
(B1) For any n > mi)r{l V' (x), there exist €, k > 0, such that:
xXE

Vi(x) <n,
Ix — proxe (VF(x) — x) |2 < } -

d(x, X*) < k||x — proxg (VF(x) — x)||,,
(B2) there exists 6 > 0 such that

X,y € X%,
V(X) £ V(y)} = ”X_ YHQ > 0.

B1 is a local Lipschitzian error bound: The distance of x
from X™* is of the same order of the norm of the residual
x — proxg(VF(x) — x) at x. It is not difficult to check, that
x € X* if and only if x — proxg(VF(x) —x) = 0. Error
bounds of this kind have been extensively studied in the lit-
erature, see [4], [7] and references therein. Examples of prob-
lems satisfying Assumption B include: LASSO, Group LASSO,
Logistic Regression, unconstrained optimization with smooth
nonconvex quadratic objective or F'(Ax), with F’ being strongly
convex and A being arbitrary. B2 states that the level curves of V'
restricted to X'* are “properly separated”. B2 is trivially satisfied,
e.g.,if V is convex, if X is bounded, or if (P) has a finite number
of stationary solutions.

3) On the Subproblems (5): The surrogate functions f; satisfy
the following fairly standard conditions (V f; denotes the partial
gradient of f; w.r.t. the first argument).

Assumption C: Each f; : X; x Xy, — R is chosen, so that

(C1) fi(-;y)is C* and 7-strongly convex on &;, forall y €
Xy

(C2) Vfilyi;yn,) = Vy, filyn,). forall y € X;

(C3) Vfi(y;-) is L;-Lipschitz continuous on Xy, for all
y € Xz ~

A wide array of surrogate functions f; satisfying Assumption
C can be found in [48]; three examples are discussed next.

1) It is always possible to choose f; as the first-order approx-
imation of fi: fi(xi;ya;) = (Va, f(yai) xi — yi) + cllxi —
Yi g where c is a positive constant.

2) If f; is block-wise uniformly convex, instead of lin-
earizing f; one can exploit a second-order approximation and
set fi(xi;yn;) = filyn,) +(Vx, filyn,)s xi —yi) + %(Xi —
Y1) V2, filyn) (i — yi) + ellxi — yil3. for any y € X,
where c is a positive constant.

3) In the same setting as above, one can also better pre-
serve the partial convexity of f; and choose f;(xi;yn,) =

fixi, yna) + cllxi — yil[3, forany y € X.

4) On the Asynchronous/Communication Model:
. . . . k—d* (i,i)
way agent ¢ builds its own estimates X,.

The
and

Vx: [ (xf\/;dk (-3)y § € N;\{i}, depends on the particular asyn-
chronous model and communication protocol under considera-
tion and it is immaterial to the convergence of Algorithm 1. This
is a major departure from previous works, such as [20], [22],
[26], which instead enforce specific asynchrony and communi-
cation protocols. We only require the following mild conditions.
Assumption D (On the asynchronous model).
(D1) Every block variable of x is updated at most every
B > N iterations, i.e., UFT P it = A/, for all k;
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(D2) 3D € [0, B], such that every component of d* (i, j),
i€ N, j € MN,,is not greater than D, for any k > 0.!
Assumption D is satisfied virtually in all practical scenarios.
D1 controls the frequency of the updates and is satisfied, for
example, by any essentially cyclic rules. In practice, it is auto-
matically satisfied, e.g., if each agent wakes up and performs an
update whenever some internal clock ticks, without any central-
ized coordination. D2 imposes a mild condition on the communi-
cation protocol employed by the agents: Information used in the
agents’ updates can not become infinitely old. While this implies
agents communicate sufficiently often, it does not enforce any
specific protocol on the activation/idle time/communication. For
instance, differently from several asynchronous schemes in the
literature [20]-[23], [26], [27], [34], agents need not be always
in “idle mode” to continuously receive messages from their
neighbors. Notice that time varying delays satisfying D2 model
also packet losses.

B. Convergence Analysis

We are now in the position to state the main convergence
results for DAsyFLEXA. For nonconvex instances of (P), an
appropriate measure of optimality is needed to evaluate the
progress of the algorithm toward stationarity. In order to define
such a measure, we first introduce the following quantities: For
any k > 0andi € N,

=~k : r
X; £ arg min {f1 (X11§ X/li/l)
x;EX;

2 (Vs (X’“Nj)axi—x?%gi(xi)}, @

JeNi\{i}

~k . . ~ .
where x; is a “synchronous” instance of xf [cf. (5)] wherein all
d*(i,j) = 0. Convergence to stationarity is monitored by the
following merit function:

My (x") 2 |27 - xF|2, with %2 xi} o ®
1€

Note that My is a valid measure of stationarity, as My is

continuous and My (x*) = 0 if and only if x* € X*.

The following theorem shows that, when agents use a suffi-
ciently small stepsize, the sequence of the iterates produced by
DAsyFLEXA converges to a stationary solution of (P), driving
My (x*) to zero at a sublinear rate. In the theorem we use
two positive constants, L. and C7, whose definition is given
in Appendix A and C3 [cf. (28)], respectively. Suffices to say,
here, that L is essentially a Lipschitz constant for the partial
gradients Vy, f; whose definition varies according to whether
A2(a) or A2(b) holds. In the latter case, L is simply the largest
global Lipschitz constant for all Vy; f;’s. In the former case, the
sequences {x"*} and {X"*}, with X* £ [X¥];c,, are proved to be
bounded [cf. Theorem 2(c)]; L is then the Lipschitz constant of
all Vi, fi’s over the compact set confining these sequences.

Theorem2: Given Problem (P) under Assumption A; let {x*}
be the sequence generated by DAsyFLEXA, under Assumptions

~k |:/;\k

'While (S.2) in Algorithm 1 is defined once d* (i¥, ), j € Njx is given,
here we extend the definition of the delay vectors dk (i,7) toalli, j € N, whose
values are set to the delays of the information known by the associated agent
on the variables and gradients of the others, at the time agent i* performs its
update. This will simplify the notation in some of the technical derivations.

Cand D. Choose 7y € (0, 1], such that v < m, with p £
max;en JN;|. Then, there hold the following:
a) Any limit point of {x*} is a stationary solution of (P).
b) In at most 7% iterations, DAsyFLEXA drives the station-
arity measure My (x*) below ¢, € > 0, where
T, = {Cl <V(x0) — min V(x)) : 1—‘ ,
xeX €
where C; > 0 is a constant defined in the Appendix [cf.
(28)], which depends on p, L;,i € N, L, 7,7, N, B, and
D.
¢) If, in particular A2(a) is satisfied, {x*} is bounded.

Proof: See the Appendix C. |

Theorem 2 provides a unified set of convergence conditions
for several algorithms, asynchronous models, and communi-
cation protocols. Note that when D = 0, the condition on 7,
reduces to the renowned condition used in the synchronous
proximal-gradient algorithm. The term D? in the denominator
of the upper-bound on  should then be seen as the price to pay
for asynchrony: The larger the possible delay D, the smaller ~,
to make the algorithm robust to asynchrony/delays.

Theorem 3 improves on the convergence of DAsyFLEXA,
when V satisfies the error bound condition in Assumption B.
Specifically, convergence of the whole sequence {x*} to a sta-
tionary solution x* is established [in contrast with subsequence
convergence in Theorem 2 (b)], and suitable subsequences that
converge linearly are identified.

Theorem 3: Given Problem (P) under Assumptions A and
B, let {x*} be the sequence generated by DAsyFLEXA, under
Assumptions C and D. Suppose that v/7 > 0 is sufficiently
small. Then, {x'*#*B} and {V (x!**B)}, t € {0,...,B -1},
converge at least R-linearly to some x*€ X* and V* £ V (x*),
respectively, that is

V(Xt+kB) —_V*=0 ()\tJrkB) ,

[xTEE —x*|| =0 (W) .

where A € (0, 1) is a constant defined in the Appendix [cf. (38)],
which depends on p, L;,i € N, L, 7,v, N, B, and D.
Proof: See the Appendix D. ]
In essence, the theorem proves a B-steps linear convergence
rate. To the best of our knowledge, this is the first (linear)
convergence rate result in the literature for an asynchronous
algorithm in the setting considered in this article.

IV. NUMERICAL RESULTS

In this section we report some numerical results on the two
problems described in Section II. All our experiments were
run on the Archimedes] cluster computer at Purdue University,
equipped with two 22-cores Intel E5-2699Av4 processors (44
cores in total) and 512GB of RAM. Code for the LASSO
problem was written in MATLAB R2019a; code for the Matrix
Completion problem was written in C++ using the OpenMPI
library for parallel and asynchronous operations.

A. Distributed LASSO

1) Problem Setting: We simulate the (convex) LASSO prob-
lem stated in (4). The underlying sparse linear model is generated
as follows: b = Ax* + e, where A R15000x30000 = A =y
and e have i.i.d. elements, drawn from a Gaussian N (0, o)
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distribution, with o = 1 for A and x*, and o = 0.1 for the noise
vector e. Entries of A are then normalized by || A||. To impose
sparsity on x* and A, we randomly set to zero 95% of their
components. Finally, in (4), we set A = 1.

2) Network Setting: We consider a fixed, undirected network
composed of 50 agents; x € R3990 jg partitioned in 50 block-
variables x; € R6%0, ;€ {1,... 50}, each of them controlled
by one agent. We define the local functions f; and g; as described
in Section II (cf. Example #2); each A; (resp. b,) is all zeros
but its ith row (resp. component), which coincides with that of
A (resp. b). This induces the following communication pattern
among the agents: Each agent ¢ is connected only to the agents
Js owning the x;s corresponding to the nonzero column-entries
of AZ‘.

Algorithms: We simulated the following algorithms.

* DAsyFLEXA: We used the surrogate functions

= _k—dk (i)
fi (Xiax./\[i )
—d* (i Ti
= (Vo (3, ) 3 =) + Sl = xE B ©)

where 7; > 0 is a tunable parameter, which is updated following
the same heuristic used in [49]. The stepsize 7 is set to 0.9. Note
that, using (9), problem (5) has a closed-form solution via the
renowned soft-thresholding operator.

e PrimalDual asynchronous algorithm [36]: This seems to be
the distributed asynchronous scheme closest to DAsyFLEXA.
Note that there are some important differences between the two
algorithms. First, the PrimalDual algorithm [36] does not exploit
the sparsity pattern of the objective function V'; every agent
instead controls and updates a local copy of the entire vector x,
which requires employing a consensus mechanism to enforce
an agreement on such local copies. This leads to an unnecessary
communication overhead among the agents. Second, no explicit
estimate of the gradients of the other agents is employed; the
lack of this knowledge is overcome by introducing additional
communication variables, which lead to contribute to increase
the communication cost. Third, the PrimalDual algorithm does
not have convergence guarantees in the nonconvex case. In our
simulations we tuned the stepsizes of [36] by hand in order
to obtain the best performances; specifically we set o = 0.9,
and n; = 1.5 for e =1,...,50 (see [36] for details on these
parameters).

* AsyBADMM: This is a block-wise asynchronous ADMM,
introduced in [41] to solve nonconvex and nonsmooth opti-
mization problems. Since AsyBADMM requires the presence
of master and worker nodes in the network, to implement it on
a meshed network, we selected uniformly at random 5 nodes of
the network as servers while the others acting as workers. The
parameters of the algorithm (see [41] for details) are tuned by
hand in order to obtain the best performances; specifically we
sety = 0.06, C = 10%, and p;; = 50, for all (i, j).

All the algorithms are initialized from the same randomly
chosen point, drawn from N (0, 1).

Asynchronous Model: We simulate the following asyn-
chronous model. Each agent is activated periodically, every time
a local clock triggers. The agents’ local clocks have the same
frequency but different phase shift, which are selected uniformly
at random within [5, 50]. Based upon its activation, each agent:
1) performs its update and then broadcasts its gradient vector
Vx, fi together with its own block-variable x; to the agents in

3 r
10 . = DasyFLEXA, 10 delay
"y = DasyFLEXA, max delay = 10
- w1 DasyFLEXA, max delay = 50
1 “ e PrimalDual, 1o
10 N, = \PrimalDual,
= %‘ w1 PrimalDual, max
= S =« AsyBADMM, max delay = 10|
LE 10'1 \\\*;\ === AsyBADMM, max delay = 50
o
>
e i =
=107 ST
Q a5~ .
Qj CG, S,
\~~ NN
B DN S
10°° Syt
~ \\~~\~ \~\
N \\~\\~\ ~
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Fig. 1. LASSO problem: Relative error versus # of iterations.
s DasyFLEXA , 0 delay
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e —
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10 N \“\\
. AN . 4
0 1000 2000 3000 4000
Communication Cost
Fig. 2. LASSO problem: Relative error versus # of message ex-
changes.

N;\{i}; and 2) modifies the phase shift of its local clock by
selecting uniformly at random a new value.

Fig. 1 plots relative error (V(x*) — V*)/V* of the different
methods versus the number of iterations. Fig. 2 shows the same
function versus the number of message exchanges per agent;
each scalar variable sent from an agent to one of its neighbors is
counted as one message exchanged. All the curves are averaged
over ten independent realizations.

DAsyFLEXA outperforms the PrimalDual scheme [36] and
AsyBADMM [41]. Also, as anticipated, PrimalDual requires
much more communications than DAsyFLEXA.

B. Distributed Matrix Completion

In this section we consider the Distributed Matrix Completion
problem (1). We generate a 2200 x 2200 matrix Z with samples
drawn from M (0, 1); and weset A = £ = 1andr = 4. Each core
of our cluster computer represents a different agent; the columns
of X and Y are equally partitioned across the 22 cores, and those
of Y uniformly among the other 11 cores; and all cores access a
shared memory where the data are stored. We sampled uniformly
atrandom 10% of the entries of Z, and distributed these samples
Zmn to the agents owing the corresponding column x,,, of X or
yn of Y, choosing randomly between the two.

We applied the following instance of DASsyFLEXA to (1).
Consider one of the agents that optimizes some columns of X,
say agent 7. Since each f; is biconvex in X and Y, the following
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surrogate function satisfies Assumption C:

Fo (e (YR

1 k—d 2
:5 Z ( Tn;,y J(n>( )Zmn> +

(m,n)eq;

T
52 Z ||Xm,7an||§,

(m,n)e;
(10)

where j(n) is the index j € N; of the agent that controls y,,, and
7; > 01is updated following the same heuristic used in [49] [the
surrogate function for the agents that update columns of Y is the
same as (10), with the obvious change of variables]. Note that
(10) preserves the block-wise convexity present in the original
function f;, which contrasts with the common approach in the
literature based on the linearization of f;. Problem (5) with the
surrogate (10) has a closed-form solution.

We compare our algorithm with the decentralized ADMM
version of ARock, as presented in [37]. Even if this method has
convergence guarantees for convex problems only, its perfor-
mances on this experiment appeared to be good. For ARock we
fixed nk = 0.9, for all k, and v = 10, which are the values that
gave us the best performances in the experiments.

The rest of the setup is the same as that described for the
LASSO problem. Figs. 3 and 4 plot ||X* — x*||,, (a valid
measure of stationarity), with x; defined as in (5), obtained
by DAsyFLEXA and the PrimalDual algorithm [36] versus the
CPU time (measured in seconds) and message exchanges per

agent. On our tests, we observed that all the algorithms con-
verged to the same stationary solution. The results confirm the
behavior observed in the previous section for convex problems:
DAsyFLEXA has better performances than PrimalDual, and the
difference is mostly significant is terms of communication cost.
DAsyFLEXA is also more efficient than ARock, which suffers
from a similar drawback of PrimalDual for what concerns the
number of message exchanges; this is due to the fact that ARock
requires the use of dual variables, which cause a communication
overhead.

APPENDIX

In this Appendix we prove Theorems 2 and 3.

A. Notation

Vectors x’;/ d(@.9) have different length. It is convenient

to replace them with equal-length vectors retaining of course
the same information. This is done introducing the following
(column) vectors x* (i, j) £ (xF (i, 7)), € X, defined as:

)i, 2 x40, (11a)

x; (6, 4) =xt, L¢Nj. (11b)

In other words, the blocks of x*(i, j) indexed by /; coincide

with xk d%(i9) \yhereas the other block- components, irrelevant

tothe proofs are convemently setto thelr most up-to-date values.
We will use the shorthand XA/j (i,5) = [xF (i, 5)]ien; -

Since at each iteration & > 0 only one block of x* is updated,
and because of Assumption D2, it is not difficult to check that
the delayed vector x* (i, j) can be written as

i) =xF 4 Y (K —xh,
leKk (i,5)
where K¥ (i, j) is a subset of {k — D, . — 1} whose ele-
ments depend on which block variables have been updated in
the window [max{0, k¥ — D}, max{0, k — 1}]. Recall that it is
assumed x* = x°, for t < 0.
Finally, notice that the notation X¥ for the best-response map

(5) is a shorthand for the formal expression X;(X*(i)), where

xk(i) & [xﬁgdk(i’j)]je\/ Similarly, §’? (resp. §k) in (7) is a
" (1)) (resp. X(x")), where x* (i) = [x}; ]jen,

£ [x*(i)];en). We also define the following short-

12)

shorthand for X; (x

(resp. x*

hands:
AXF £ (AR, AXPERF —x).

Table I summarizes the main notation used in the article.

On the constant L: The proofs rely on some Lipschitz prop-
erties of Vy, f;’s. To provide a unified proof under either A2(a)
or A2(b), we introduce a constant L > 0 whose value depends
on whether A2(a) or A2(b) hold. Specifically:

1) A2(a) holds: The gradients V, f;’s are not globally Lip-
schitz on the sets X);’s; our approach to study convergence is
to ensure that they are Lipschitz continuous on suitably defined
sets containing the sequences generated by Algorithm 1. We
define these sets as follows. Define first the set Cube £ {w €
X i ||lwlleo < U}, where U is positive constant that ensures
L9 C cube (note that U < +o0 because £ is bounded). Then,

(13)
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TABLE | a) [Optimality] For any i € N and k > 0
TABLE OF NOTATION X .
_ > (T b5 (0,9)), AE)
| Symbol | Definition | JeN.
V(x), cf. (P) F(x) + G(x) N .
N +9i(X) — gi(xf) < —T|AXF[3. (19)
F(x), cf. (P) S fi (xa)
= ' b) [Lipschitz continuity] For any i € A and k,h > 0
G(x), cf. (P) $° gi (%) S )
= %7 =X Ml < —Ix"(2,4) = x"(3,4) |2
x, cf. (P) Optimization variable T
x;, cf. (P) Block-variable of agent 7 L koo . [
Xy . of. (P) Block-variables of agent i’s set of + T Z %", 5) = %" (i, ) 2, (16)
Nao € neighbors: [x;]jen; JjeN\{i}
k—d (4,5) Agent 7’s local copy of agent j’s A )
XN; ’ vector xf\/j , possibly delayed where L, = rfé%{ Ls.
et | Same as 3k T O with the aadition ¢) [Fixed-points] X(x*) = x* if and only if x* is a stationary

of slack elements to fix dimensionality

xF /)Acl(ik(z)), cf. (5) Solution of subproblem (5)

Agent ¢’s local copies of his neighbors

% (4) vectors [x}“\/j] jen;, possibly delayed:
[xk—d’c(i,n}
N JEN;
_k Collection of all the X" ()’s:
X —_ky-
[X (Z)LEN

Solution of subproblem (5) wherein all

=~k j~ _ k-
X [%i(X" (7)), of. (7) the delays are set to 0

ks Same structure of X" (i) wherein all
X" (i)
the delays are set to 0

< Collection of all the X" (7)’s:

[ik (Z)} ieEN

we define a proper widening £° of £°: £L° £ (£° 4+ ¢B) N &,
where B is the unitary ball centered in the origin, and ¢ > 0 is
a finite positive constant defined as

¢ £ max  max 1% (W(i)) — wi()]|2.  (14)
&N (i) 2w, (1)]jen,
w(j)€Cube

Note that £° is compact, because £ is bounded and 1) < 400
[given that Cube is bounded and X(-) is continuous, due to (5),
A2, A3, and C3]. Consider now any vector x € £°. A2(a) and
compactness of £° imply that the gradients Vx, fi’s are globally
Lipschitz over the sets containing the subvectors xy,’s, with L
being the maximum value of the Lipschitz constant of all the
gradients over these sets.

2) A2(b) holds: In this case, L is simply the global Lipschitz
constant Vy, f; over the whole space.

Remark 4: To make sense of the complicated definition of L
under A2(a), we anticipate how this constant will be used. Our
proof leverages the descent lemma to majorize V (x**1). To do
so, each Vi f; needs to be globally Lipschitz on a convex set
containing x* and x**1. This is what the convex set £° is meant
for: x* and x**! belong to £° and thus Vy, f; is L-Lipschitz
continuous. '

B. Preliminaries

We summarize next some properties of the map x¥ in (5).

Proposition 5: Given Problem (P) under Assumption A, let
{x*} be the sequence generated by DAsyFLEXA under As-
sumptions B and C. Suppose also that x* € £° for all k. There
hold:

solution of Problem (P) (recall the definition of X* in
Table I).
d) [Error bound] For any & > 0

ka — proxg (xk - VF(xk)) |2

< (14 L+ NL,)|R(E") — x"|.. (17)
Proof: See the technical report [50]. [ |

C. Proof of Theorem 2

The proof is organized in the following steps.

Step 1-Lyapunov function & its descent: We define an appro-
priate Lyapunov function V and prove that it is monotonically
nonincreasing along the iterations. This also proves Theorem
2(c);

Step 2-Vanishing x-stationarity: Building on the de-
scent properties of the Lyapunov function, we prove
limy 4o [|X(%*) — x*||2 = 0 [Theorem 2(a)];

Step 3—Convergence rate: We prove the sublinear conver-
gence rate of { My (x*)} as stated in Theorem 2(c).

The above steps are proved under Assumptions A, C, and D.

1) Step 1-Lyapunov Function & Its Descent: Introduce
the following Lyapunov-like function:

V(xk .. xPP)
DLp2 k—1
2V + =5 ( (1= (k= 1)+ D) [x"*' = x'[}3),
I=k-D

(18)
where L is defined in Appendix A. Note that
VA V(iyl,...,yP™) = min V(x).

xeX

min
[yiex] 4!

The following lemma establishes the descent properties of 14
and also proves Theorem 2(c).

Lemma 6: Given V defined in (18), the following hold:

a) Forany £ > 0:

V(Xk+1 o ’Xk+17D)

L (2+ D?p? =

LR DY) jahs
(19)

b) If, in particular, A2(a) is satisfied: x* € £°, for all k > 0.

gV(Xk,...,xk_D)—'y<T—'y
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Proof: We prove the two statements by induction. For k£ = 0,

Zfz Xx,) + gio(xjo) + D _ gi(x]

i=1 #4140

@E:ﬁ

(a)

<Zfz XN' +'Y Z

J€N;0

Vi i (38 (1%9)) = T £ (3% ,])) A§0>
Xj0) + Zgz

i#£40

Aﬁi +’Y<ZVXOfJ(XN(
i=1 JjeN;0
+7< Z (vxiofj(x?\/j)

JjeN;0
L

) + g0 (X30) —

+gz XO +Zgz
140

< Xij XN)

IIA§ 013 + gio (

7) ,A§?0>

Vo i (38, (. A3

+Zgz

(15),A2

L ~
e -y (r- ) Iamiig

Ygio (X3

+YLIARS 2 Y 1x° =%, 5)]l
JjeN;o0

(b)
< V(%) -

” 3 X0 -
JEN 0
where (a) follows from the descent lemma and the definition of
L; and in (b) we used Young’s inequality. Note that in (a) we
used the fact that x° and x' belong to £ (cf. Remark 4).
We now bound term I in (20). It is convenient to study the
more general term ||x* — x*(i*, §)||3, j € Njx. There holds:

(2) k-1 2
%" —x"(i*, )5 < (Z ||Xl+1—xl||2>
I=k—D

=k—

v (T = L) | AR |3

@, )l5 (20)

term I

<D Ix"* — x5
k-1

=D< (- (k—1)+D)|x" —x'|3
l=k—D

- > (-k+D)x" -

Xl||§>+ D?||x"+ — %P3,
I=k+1-D

@n

Combining (20) and (21) one can check that state-
ments (a) and (b) of the lemma hold at k=0, that
is, V(x!,...,x%) < V(x° x%), and V(x!) < V(x',...,
xY) < V( ,x%) = V( 0), respectively. Assume now that
the two statements hold at iteration k. It is easy to check that
the analogous of (20) also holds at iteration k + 1 with the
term 37 v, |x¥ — x*(i*, j)||2 in the analogous of term I
at iteration k majorized using (21). Combining (20) at k + 1
with (21) one can check that statement (a) of the lemma holds

0
at k + 1. We also get: V( kL) < P(xhHL L xFTIED) (<)
V(xF,.. ., xFP)<V(x°...,x°% = V(x°), which proves
statement (b) of the lemma at k+ 1. This completes the
proof. |

2) Step 2 - Vanishing x-Stationarity: It follows from A4
and Lemma 6 that, if v < {V(xFP,...,x*)} and

thus {V/(x*

27
L(24p?D?)’
)} converge. Therefore

khm |ARE [|2 = 0. (22)

The next lemma extends the vanishing properties of a single
block AX%, to the entire vector AX".

Lemma 7: Forany : € N,k > 0, and h,t € [k, k + B — 1],
there hold:

k+B-2
(X1 (0) — R (X" @) < Co Y [ARL]E, (23
l=k—D
k+B-1
IAZM|Z < 2(NC2+1) Y AR @4)
l=k—D
with
o, 8 3v3(B+2D — N +1)p (L2, + (p — 1)L?)
2 = 2 .
T
Proof: See Appendix E. ]
Using (24) and (22) yields
lim [|AX*|, = 0. (25)
k—+o00

Furthermore, invoking (22), (23), and (25) together with
[%(xF) = x*l2 < [JARF[|2 + [[%(%*) — X*||2, leads to

: Sk k
Jim R - xF|2 = 0. (26)
which, together with Proposition 5(c), proves Theorem 2(a).

3) Step 3 — Convergence Rate: We use the Lyapunov
function V' to study the vanishing rate of { My (x*)}. Due to

(26) and the definition of My, we know that My, is converg-

ing to 0. Therefore T. is finite. Using My (x*) > e, for all
ke {0,.. — 1}, we have
T.-1 T.-1
Tee < Z My (") <23 (|AR"]3 + |(x") - x"|I3)
k=0 k=0
(16),(24) Te~l BBl
= 20 ( (NC2+1) 37 [lA%h]3
l=k—D
Y p
+Z< o |IxR (i, 6) — %13
i=1
L?p k(i s k2
T Z lx* (i, 5) —x"||3
JEN;\ {4}
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(2) DCy
= 2<2(NC2+1)+3(B+2D—N+1)>
Te—1k+B-1
Y ARL3
k=0 l=k—D
T.—1k+B-1
< 032 Z ( xliD)
k=0 l=k—-D

_v&wa”wgﬂ45>

T.-1
eSS (v (xD, ... x*2D)

k=0

—V(karB,‘..,karBD))

<C3(B+D-1) (V(xo) ~ min V(x)> , (27)
Xe
where in (a) we used (19) and defined C5 as
DC
oot (2(NCs +1) + 5B )
Ty (@r-1L(2+D%?))
Statement (b) of the theorem follows readily by defining

C, 2 C3(B+D—1). (28)

D. Proof of Theorem 3

We study now convergence of Algorithm 1 under the addi-
tional Assumption B.

First of all, note that one can always find 1, ¢, x > 0, such
that B1 holds. In fact, 1) by Lemma 6, there exist some 7
and sufficiently small /7, such that V (x*) < n, for all k > 0;
and 2) since || x* — proxg(VF(x*) — x*)| 2 is asymptotically
vanishing [Proposition 5(d) and (26)], one can always find some
€ > 0, such that ||x* — proxg(VF(x*) —x*)||2 < ¢, for all
k> 0.

The proof proceeds along the following steps. Step 1: We
first show that the liminf of {V'(x*)} is a stationary point V*
[see (33)]. Step 2 shows that {V'(x*)} approaches V* linearly,
up to an error of the order (’)(Efj,f:ﬁ |AZL [|3) [see (37)].
Finally, in Step 3 we show that the term >, ") AL |13 is
overall vanishing at a geometric rate, implying the convergence
of {V(x*)} to V* at a geometric rate.

1) Step 1:Pick any vector x*(x*) € Py-(x¥), where
Py« (x) £ arg ming. c y« ||x — x*||2, x € R™. Note that

d(x", x%) = [|x* (x") —x"||2
B1 L
< K|x" — proxg(VxF(x")—x")|2. (29)
Using (29), (26), and (17), yields
lim ||x*(x*) — x*(x" )| = 0. (30)
k—400

This, together with B2, imply that there exists an index & > 0
and a scalar V'*, such that

V(x*(x") =V,

By the Mean Value Theorem, there exists a vector 5’“ =
BrEx*(x%) + (1 — B7)x¥, for some ¥ € (0,1), such that, for

Yk > k. (31)

any k > k
V- V(xF) = <VXF(£k),X*(xk) - Xk> + G(x*(x"))
— G(x") < (ViF(€") = Vi F (x*(x")), x* (x") = x")
(@ N(p*L?+1), ,
& ML) e ) — 43
(17,29 Nk(p?L? +1)(1+ L+ NLy,) -,
< N+ D (50" — x¥]
(32)
where (a) follows from A2 and |[[&" —x*(x¥)||3 =
8 (k) + (1 — 55)ck — x* () 3 < [J” (o) — 3.
By invoking (32), together with (26), we obtain
liminf V (x*) > V*. (33)

k—4o00

2) Step 2: We next show that V(x*
linear rate.

To this end, consider (20) with 0 and 1 replaced by k£ and
k + 1, respectively; we have the following:

V(") < V(") = (1 = L) | A% )13

pZHx —xF

]ENk

) approaches V* at a

@2 % Vi)

k-1

y*DLp*
— (T = L) || A% |5 + 5 > AR, 3.
l=k—D

(34)

It is easy to see that, for any k > k, (34) implies
V(M) v <vi(xh) - v

k+B-1
vL(2 + BDp?) ~
— (r- T YIS

=k
k-1

Y lagy|s.

l=k—-D

B’yQDL,o (35)

To prove the desired result we will combine next (35) with
the following lemma.
Lemma 8: For any k > 0, there holds

V() —V(xt(x4) < (1-9) (V) = V(x*(x")))
k+B-1

+7(Nox + (B—=N)az) Y [|AR}]3, (36)
l=k—D

where a;; and a are two positive constants defined in Appendix
E [see (60) and (62), respectively]. |
Proof: See Appendix E.
Multiplying the two sides of (35) and (36) by (Nay + (B —
N)as) and 7 — vL(2 + BDp?)/2, respectively, and adding the
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two inequalities together, yields
k-1
VEMP) V<o (V) Vi) +¢ D ARG,
I=k-D
(37

for all k > k, where

0t (1 —=7)(27 —yL(BDN? +2)) + 2Na; + 2(B — N)az
217 — yL(BDNZ +2) +2Nay +2(B — N)as
and
c2 (Noy + (B = N)ag) (27 + yL(BDp*(y = 1) +2))

27 — yL(BDNZ +2) +2Nay +2(B — N)as

3) Step 3: We can now apply Lemma 4.5 in [6] by noticing
that (35), (33), and (37) correspond, respectively, to (4.21),
(4.22), and to the first inequality after (4.23) in [6]. Theorem
3 readily follows, setting
2 217 —yL(BDp? +2)

rE1-
2 2NO[1+2(B*N)O[2

@@ _LBDE 1) Y

E. Miscellanea Results

This section contains the proofs of Lemma 7 and Lemma 8.
Proof of Lemma 7: 1) Assume without loss of generality that
t < h. We have

IR (1)~ R @IE S 252 e (1,1) — x.1)

pL?

5 Y I X"l

JeNiI\{i}

(12,0 <3p (L3 + (2p - 1)L2)> <72(B N1

.
h—1
5 ||Aiéz||%> )

l=h—D

h-1 t—1
> IARL 3 + Dy ( > IARLE +
=t

l=t—D

ii) Define /"% £ argmin |t — h|. We have:

telkik+ B 1]:it=i
|A>?h|2<22(x -= 1+ 0% )

k+B-2
(2<3) QZ (CQ > A

l=k—D

X3 + A% |2>

(39)

Proof of Lemma 8: Define TF +1 as the number of
times agent ¢ performs its update within [k, k + B — 1]; let
1k be the iteration indexes of such updates. By the

Foreeos i,
= B (k) +

mean value theorem, there exists a vector Ek
(1 — p*)x*, for some 3% € (0,1), such that

V(x*P) = V(x*(x*) = (VxF(€"),x
+G() — G (x"))

k+B _ <* (Xk)>

3

= i <<VX1F<5’“>,X?1 - XI(X’“)>

term II

Tf?l lk ﬁ
+ 3 (Tl )
t=1

term III

1k
’ <inF(£k)7X§+B - Xi“Tik > )

term IV

+ G(x*B) — G(x*(x)).

(40)

To prove (36), it is then sufficient show that term II, term
ITT, and term IV in (40) converge at a geometric rate up to
an error of the order O(Zfi,fi_g JAZL ||3). To do this, we first
show that term II, term IIT, and term IV converges
at a geometric rate up to the error terms af) 45 bf,t, 4» and cf, 40
respectively [see (41), (44), and (47)]. Then, we prove that each
of these errors is of the order (’)(Ef;’,i o |AX! [3), as desired
[see (59) and (61)].

Term IT can be upper bounded as

A2 k
< <inF (ﬁli‘o) X x;(xk)>

~ l
+pLHXl?v° —EkH X
2

A2,02,03 o Mo
< sz XXy, (Z,Z)

S Vel (x%(i,j)) P x:<x’<>>

JeEN\{i}

k

+L Y

JEN\i}

(a) k k
. ><sz < g ,xjof(i,z‘))

Y Vxd (xﬁ‘)(i,j)),Ai?’O>+gi (7 (=)

JeNiI\{i}

Alfo 2 k ,\li?o
— gi +afy < gi(x}(x") —gi (%"
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k k
- 1) <Z vxifj (X,l/(/JO(Z7]>) >A§Eilo>
JEN;

Ffsto, oy r o, Moy
+ (=) Vi X5 x57(,9)) =V fi| x5 x4 (4, )
2
1k
AX 0

7

‘ 2”52 < g (2 (x)) —gz( 2o )

R

003 5o o) )
. 2

|

+(
©

lk

AXzO

7

2
L’Y(IQ_ rY) HAQI?,O

i +afy
2 2 '
k k
o) ()
1_ 0

9 (v () < v (xt)) g ()

l?o Alfo k
+(v=1Dgi (%) =79 | X" | + Q; 4,

where the quantities af, in (a), and af 5 in (b) are defined in

(42) and (43) shown at the bottom of this page, respectively;
furthermore in (b) we used the descent lemma, and in (c) we
defined

Ly(L =) || ro
2 aby + 7(2 ) HAX

(41)

k
3o

+(1=9)

1k, ko .. UL
z:(vxbfj(xj\l/:J >_vxifj<x./</:j (7"]))) HAXiL
JEN;

2

)

2

term VIT

Term III canbeupperboundedas:foranyiandt € [1, Ti’“ —
1]

lz 41 I,
<Vx,F(€ ) - X’ >

A2 g I,
Vi, F %l X, —x

A2,02,C3 g b,
< Vi (% X (1)

lk

B2\ ik,
+ D Vxd (xmm)),x,“—xi >
l .
+L Z

JEN\{i}
L;
2
) + b5,
JEN\{i} 2

(a) ~ k k
< (- 1><Vfi <§im;xiy; (i.0)
’\zf lft
b Y Vs (xii) ax >+gi (=)
JEN\{i}
K c2 K K
— i (ﬁ”) +050 < gi (Xi”) - gi <§i”>
l"ict ;o /\llft
JEN;
i ~ e, ik,
+(1— )Hsz( ‘ XN “ (4, )) - V7 (x/”;x&‘(z,z))
(b) l’“ lk
+bzt2 < g | x; —0i | X;
1-7 By (gt
+ 5 (V(x ) V(xv ))
=) | (Vs (K) - vty (x000))
JEN; )

L~y(1 —
20l Gl
9 2

+(1 =) (97: <§lk> ~9i (Xlk>)
() )

k k
e _ o4

i %

+‘x

2

(Z J)

2

i,
ALF
|| AX;

Sl
HAX» +bzt3

7

i,
Uit
AX;

olk k lf’,t+1 lk lft k

”’LHX” -¢ H2 i +y (g (%" ) =9 (X)) +biea (44)
2
20k,
kE A& k l?.l * (< k ~lio lk I‘C
a; o = a; 1+ (|X;"7 — X (x™) Li || X" — XN i,1)|| +L Z (z 7) (42)
2 2 jeN\(@) 2
term V

kE & k r3 Al?.o l?.o lk lfo .. Al?o

aiz = aio+ (1 —=7) Vi [ X% (i,1) Vi (%" x5 (1,17) Ax;" (43)
2 2

term VI
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lk l’?f /\l:’ct
bftzﬁbkn"“ S L || Xy _XN i)l + L Z f _XN (i) (45)
2 2 jeN\() 2
term VIIT
r /Ji‘c.t li'c,t .. s li'c,t li‘,c.t .. ,\lft
bz t,3 = bi,t,Q + (=) ||Vfi | X" » XN, (i,i) | = Vfi X Xy, ) Ax," (46)
2 2
term VI
e PR s koo _ ky K kyx(oky _ oh
where the quantities b7, 5 in (a), and b7, 5 in (b) are defined = [|(1 = 8%)x" + 5"x*(x") = X"||2
in (45) and (46) shown at the top of this page, respectively; i i
furthermore in (b) we used the descent lemma, and in (c) we < JxF - x(x )H? + HX = x|z
defined - ) < o =3 (M| + AR + [x" = xF], @9)
L(1 - B ,\lft
bira = bkt3+2‘ﬁxi’ +(1=7) forall h € [k, k + B — 1]
2 1) Bounding ay ,: There holds
1k
Vs fi | x4 Vi i (a) 3oL R
o ( . ( NJ> o < > ] 2 G < §<2llx’“ =3 (M) + (1 + ) 1A% 3
term VII

Following similar steps, we can bound term IV as (we omit
the details because of the space limit, see [50])

i
<vx1F(£k)a X§+B - Xil,T;C >
1- Y (V (le,T,k> Vv (XliT.’V—‘—l))

<!
1* *
i, Tk _i,Tk k
+ v (gi (Xi ‘ ) — 3G (Xj, ‘ >> + Ci 4> 47)

B

with
I (1 ) 1k . 2
05,4 £ Ci‘i?» . 2 . Aﬁiwi +(1-7)
2
lk lk lf.Tk
Z V. [ XN —Vx, [ XN " (i»j) Ax,
JEN; 9 2
term VII

where cf 5 is defined in (48) shown at the bottom of this page.
We now show that the error terms afA, bf)tA, and cfA, are of
the order O(Zf:,ﬁbl |AX! [|3). To do so, in the following we
properly upper bound each term inside af ,, bf, 4, and ¢} ,.

We begin noticing that, by the definition of £¥, it follows

(®)
+ 2||xlf>0 - xk||§) < 3pL (/{2(1 + L+ NL,)? (| A%"(|3

k+B-2 k+B-1
+Cy > Aiﬁzll%) +(NCa+1)(1+9%) D [ARL]3
l=k—D l=k—D
k+B-2 () k+B—-1
+y(B-N+1) > IIA§§z§> < pLB > [ARL]3,
1=k D I=k—D

(50)

where in (a) we used (49) and the Young’s inequality; (b) follows
from (23), (24), and the fact that, for any £ > 0

2

Bl
< ,%ka — proxg (VXF(Xk)

ka —x*(x

—x") |l

(17)

< k(14 L4 NL,)|RE") — ¥,

< k(14 L+ NLy,) (|IX(x") —xF|2 + |[A%F]2), 5D

and in (c¢) we used (24) and defined

f1 = Co (mz(l +L+NLp)*(2N +1) + N(1+ v2)>

12— €5, K214+ L+ NLp)? +1+9%*(B - N +2).
- . lka . R l]_“Tk l’.“T N l’.ch l’.ch lka
A i,k RN E g B ; B A "
05;3 = pL||Ix"" — €& X; X; +B +1 =) [|Vfi | %, X (4,9) | = Vfi | x; X (4,1) Ax;
2 9 2 2
C?.l term VI
l?,T,k k+B ,\lf,Tk l?,Tk 2 z T’“ lfT"‘ ..
+x, " —x; Li|[Xy " =%y (4,9)|| +L Z — Xy (,7) (48)
2 2 JeEN;\{i} 2
term IX
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2) Bounding b, | and cf ,: for t € [1,TF — 1]

(@) pL x
bher = 5 (3l — x*(x) I3 + (3 + 42 A% 3

() L ~
+3\|xl?‘_ k||) P <6/{ (1+L+NLm)2<||Ax’“||§

k+B-2 k+B-1

+Cy Y A%H%) +2ANCy +1)B+9%) Y AR5
I=k—D I=k—D
k+B-2 © k+B-1

+32(B-N+1) Y |A§lz||2> < pLBy Y ||ARL 3,
I=k—D I=k—D

(52)

where in (a) we used (49) and the Young’s inequality; (b) follows
from (23), (24), (51); and in (c) we used (24) and defined

Ba 2 Cy (3&2(1 + L+ NL,)*2N + 1)+ N(3+ 72)>

2
+652(1+ L+ NL,)2+3+ %(33 ~ 3N +5).

Following the same steps as in (52), it is not difficult to prove

k+B-1
iy <pLBy Y [IARL]3. (53)
I=k—D
3) Bounding term V : There holds
(a) k|2
term v < 2|xF — x*(x})[2 + 292 || A%}
2
-1
1k ~
+ (L7 + L%(p - 1)) (AXl“O|§ +Dy ) AR ||§>>
I=1k D
) ktB-1
< Ba Y AR, (54)
I=k—D

where in (a) we used (12) and the Young’s inequality; and in (b)
we used (23), (24), (51), and defined

Bs 220, (252(1 + L+ NL,)*(2N +1)

+ N (L2, + L*(p— 1)) ) +26%(1+ L+ NL,,)?

+ (L2, + L*(p—1)) (1 + Dv?) + 27>,

4) Bounding term VI :Fort € [0,TF],
@ o oy k, 24 L st
term VI < (L*+ L7)|x"t(i,4) — x”\ 5 AX;
2
(12) 2 Slng
< (L2 + I2) 2HA§% +2Dy* Y |Ag
° h=1%,~D
1 ,\l,’ft 2 (b) k+B-1 N
+2HA><Z~ S > AR 3, (55)
I=k—D

where in (a) we used A2, B2, B3, and the Young’s inequality;
and in (b) we used (24) and defined

By £2(L* + L2) (2NCo + Dy* + 1) + =

5) Bounding term VII :Fort e [0,TF],
(a) 1 2 N 2
term VII< - pLQZ szt th(z j)H —|—HAX£M
2 2
JEN;
(12) 1 e 2
, ~ ik
<yl X iamiig e ast
1=k ,—D 2
27272.2 k+B-2
PPL2D%y? 11 _
< li;D 1A% 3, (56)

where in (a) we used A2 and the Young’s inequality.
6) Bounding term VIITI and term IX :Fort € [1,Ti’C —
1]

(a) 2
term VIII < A2 AX e (L2 + L3(p—1)) (HAﬁlﬁt
2 2
IF,-1 )  k+B-1
i Y umna)) 5 S ARz o7
I=1%,~D I=k—D

where in (a) we used (12) and the Young’s inequality; and in (b)
we used (24), and defined

Bs & (L2, + L*(p — 1)) (2NCy + Dy* +2) +
As done in (57), it is easy to prove that

k+B-1

term IX < G5 Z ||A§ilH§
I=k-D

(58)

Using the above results, we can bound a¥ ,, b, ,, and ¥ ,.
According to definition of a¥ ;, we have

(50),(55)—(54)  FEB1

af, <o Y [ARLE, (59)
I=k—D
where
Ly(p?’LD?*y +1) +1
T ((1—7) (33 + all 27 ) ) + pLB1 + 54)-
(60)
For bi—“’m and C?A’ we have: t € [1,TF — 1],
(52)— (56) (57),(58)  ktB-1
biiaiCia < ar Y [IARL 3, (61)
I=k-D
where
Ly(p?LD?*y+1)+1
ay £ ((1 =) <ﬁ3+ ulla 27 ) >+pL,82+ﬁ5>.
(62)

Combining (40), (41), (44), (47), (59), and (61) yields:
Ve () < T (V) - V()

Vv Xk—i—B _
") 5
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Tk-1

. i, _dk, 1k,
gi | %) =g | X))+ (v —D)gi [ x;"
t=1

+7

L
S (&) () )+ v
k+B—-1
-~ A3 1 —ny
+ (B = N)as) Z A%, |3 < — (V(x*) 0]
I=k—D
al B 1F 2]
RECSTIES oI O PA CEe B e
=1
3]
TF-1 ik, ik, 1%,
+y Y (gi (Xi ) — i <X1>) + (v —1)gi (Xl ) "
t=1
1k l:CTk l:ch
— 9 (ﬁ;"’) +A—yg(x, " | +v9 %0 5]
k+B-1 6]
+(Nay + (B=N)az)) > A%, 3 o
l=k—D
11— Y i, Tk [8]
=T ) - v ) 43 (0 (x
i=1
, 9]
TF 1 . "
o ; <gi (Xi >gi <Xi )) [10]
I¥o <o
+(y=1Dgi (%) =79 (%" ) + (Nay [
k+B-1 .
A3 [12]
+(B-Naz) Y Az |3 < — (V(x¥)
l=k—D [13]
k N k .
kJrB - K3 i'*l ) Ai‘Ti -1
e ))+; <(1 o g [14]
S : 5 [15]
L
B ) 26
t=1
[16]
o o
+(v=Dgi | %" ) —vgi | %5
k+B—1 [17]
+ (Nai + (B — N)as) Z 1A% 3
l=k—D [18]
l—y k k+B al lf,Tikfl
- T (V(x") - V(x ))‘FZ 9i | X; [19]
=1
[20]

Tik72 lk lk
E () ()
t=1
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+

+

ik 1k
(v —1)gi (X{’O) —Y9i (X{”)
k+B-1 1_ ~y
(Nai + (B = N)as) Z AR, |3 < — (V)
l=k—D
k+B-1

—V(MP)) 4+ (Nay + (B~ N)az) > AR,

l=k—-D
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