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Wirelessly Powered Cell-Free 1oT: Analysis
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Abstract—In this article, we propose a wirelessly powered
Internet-of-Things (IoT) system based on the cell-free massive
MIMO technology. In such a system, during the downlink phase,
the sensors harvest radio-frequency (RF) energy emitted by the
distributed access points (APs). During the uplink phase, sensors
transmit data to the APs using the harvested energy. Collocated
massive MIMO and small-cell IoT can be treated as special cases
of cell-free IoT. We derive the tight closed-form lower bound on
the amount of harvested energy, and the closed-form expression
of SINR as the metrics of power transfer and data transmission,
respectively. To improve energy efficiency, we jointly optimize
the uplink and downlink power control coefficients to minimize
the total transmit energy consumption while meeting the tar-
get SINRs. Extended simulation results show that cell-free IoT
outperforms collocated massive MIMO and small-cell IoT in
terms of both downlink and uplink 95% likely performances.
Moreover, significant gains can be achieved by the proposed joint
power control in terms of both per user throughput and energy
consumption.

Index Terms—Cell-free massive MIMO, Internet of Things
(IoT), power control, wireless power transfer (WPT).

I. INTRODUCTION

HE Internet of Things (IoT) is envisioned as a promising
T technology which enables massively connected intelligent
devices to share information and to coordinate decisions [1],
[2]. The concept of IoT has brought revolutionary applica-
tions in a wild range of domains, including transportation,
smart healthcare, environmental monitoring, smart home, and
so on. However, the short battery life of the devices causes a
bottleneck hampering the proliferation of IoT [3].

Wireless power transfer (WPT) has recently gained signif-
icant attention since it allows to prolong the lifetime of IoT
and it is more controllable and reliable compared with ambient
sources, such as solar, wind, etc. [4], [5]. In wirelessly powered
communication networks (WPCNs), the terminals first harvest
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radio-frequency (RF) energy from the WPT beacons and then
transmit information in the following time slots [6], [7]. This
approach can be extended to IoT networks with a large num-
ber of low-power sensors. To maximize the system throughput,
Chu et al. [3] jointly optimized the energy beamforming vec-
tor and time allocation duration for a wirelessly powered IoT
network.

The main challenge of WPT is the low efficiency due to
radio scattering and path loss [8], [9]. As effective countermea-
sures, MIMO, and especially massive MIMO techniques, have
been adopted in WPCNs [10], so that the sensors can harvest
more energy since the RF energy becomes more concentrated.
For massive MIMO-based WPCN, Wu et al. [11] investi-
gated the asymptotically optimal downlink power allocation
strategy to maximize the uplink sum rate. The massive MIMO-
powered two-way and multiway relay networks were investi-
gated in [12] and [13], respectively. However, the performance
of cell-boundary terminals is still poor due to the heavy path
loss. The distributed antenna system (DAS) is adopted to
reduce the path loss and improve the WPT efficiency. For the
distributed WPT system, Lee and Zhang [14] studied the effec-
tive channel training method for optimal energy beamforming
with and without coordination. Kim and Yoon [15] proposed
a joint time allocation and energy beamforming approach to
maximize the energy efficiency of WPCN with distributed
antennas. To maximize the average worst case SINR under
energy harvesting constraints, Zhu et al. [16] jointly optimized
the beamforming vectors and the power splitting factors for a
multiuser DAS.

Recently, cell-free massive MIMO wireless systems
attracted intensive research interests. In cell-free massive
MIMO, a large number of access points (APs) are dis-
tributed over a large area. These APs collaboratively serve
a large number of terminals using the same time—frequency
resource [17], [18]. In contrast to collocated (cellular) massive
MIMO, cell-free massive MIMO is a user-centric architec-
ture [19], since each terminal is served by the adjacent
distributed APs. Compared with collocated massive MIMO,
cell-free massive MIMO typically yields a high degree of
macro-diversity and low path loss, since the service antennas
are close to the sensors. Ngo et al. [20] derived the closed-
form expressions of spectral efficiency and energy efficiency
for the downlink cell-free massive MIMO system. To improve
the spectral efficiency or energy efficiency, the precoding and
power control are investigated in [18] and [21]. In a word,
the cell-free massive MIMO can reap all benefits from DAS
and massive MIMO. Recently, first results on cell-free IoT
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(IoT based on cell-free massive MIMO) have been obtained
in [22].

Motivation and Contribution: It is intuitively clear that in
cell-free IoT systems, the sensors can harvest more energy
during the downlink power transfer phase and reduce the
power consumption during the uplink data transmission phase.
Motivated by such double-fold benefits, we consider a cell-free
massive MIMO based IoT, in which some active sensors trans-
mit signals to APs using the harvested energy during the down-
link WPT. Our proposed framework can be widely applied in
wireless sensor networks with energy-limited devices, such as
the IoT networks for monitoring the environment pollution,
the health conditions of patients, and so on.

Our contributions in this article are twofold.

1) We propose the framework of wireless-powered IoT
based on cell-free massive MIMO. Collocated massive
MIMO and small-cell IoT can be treated as special
cases of cell-free IoT. We derive the tight closed-form
lower bound on the amount of harvested energy, and the
closed-form expression of SINR for three systems (cell-
free 10T, collocated massive MIMO, and small-cell IoT),
respectively. Numerical comparisons show that the cell-
free IoT system has the best uplink and downlink 95%
likely performances.

2) The uplink and downlink power control coefficients are
jointly optimized to minimize the total energy con-
sumption while meeting the predefined target SINR.
The problem is equivalently decomposed into a linear
optimization problem for uplink data transmission, and
a quadratic optimization problem for downlink power
transfer. Closed-form solutions to both problems are
provided.

Different from the previous works on WPCNs, we pro-
pose the wirelessly powered cell-free IoT with the user-centric
architecture and nonorthogonal random pilots. Due to the
nonorthogonal pilots, the estimates of channel vectors between
different sensors and the same AP are dependent, which leads
to challenges for deriving the closed-form expressions of the
amount of harvested energy for WPT and SINR for data
transmission.

The remainder of this article is organized as follows. In
Section II, we describe the system model and outline our
results. In Section III, we derive expressions for uplink and
downlink performances. In Section IV, we formulate and
solve the joint power control problem. The simulation results
are given in Section V. Finally, Section VI concludes this
article.

Notation: Throughout this article, scalars and vectors are
denoted by lowercase letters and boldface lowercase letters,
respectively. Diag(a) denotes a diagonal matrix with diagonal
entries are equal to the components of a. |-| and ||| repre-
sent the absolute value and the £, norm, respectively. (-)¥
and (-)~! denote the conjugate transpose and the inverse oper-
ation, respectively. [Aly, returns the mth diagonal element
of A. CN'(m, R) denotes the circularly symmetric complex
Gaussian (CSCG) distribution with mean m and covariance
matrix R. E[-] and var{-} stand for the expectation and variance
operations, respectively.
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II. SYSTEM MODEL AND OUTLINE OF RESULTS

As shown in Fig. 1, L distributed APs and a large number of
sensors are randomly located in an area. Among them, there
are K active sensors indexed as 1, ..., K in a given period. We
consider a wirelessly powered IoT based on cell-free massive
MIMO which can be deemed as a sufficient large network
wrapped around by this area. All APs connect to a central
processing unit (CPU) via a perfect backhaul network, which
implies that there is no handover when a user moves. Different
from DAS, the cell-free 10T is user centric, that is, each sensor
is served by the closest L APs. Each AP is equipped with
N antennas and each user has a single antenna. The channel
coefficient between the kth sensor and the nth antenna of the
Ith AP is denoted as

8.n).k = v BLkha.n .k

where f ) represents the large-scale fading and is assumed
known, and A x ~ CN(0,1) is the small-scale fading.
Denote g(; ) as the channel vector between the nth antenna of
the Ith AP and active sensors, and g as the channel vector
between the /th AP and the jth sensor, i.e.,

c CKXI

T
8un = [g(l,n),l, ce ag(l,n),K]

and

T
&= [gao - gam,] €CV

As shown in Fig. 2, we partition communication into peri-
ods, and each period includes (A + 1)Q consecutive coherence
time blocks. In each period, the K active users first harvest
RF energy emitted by APs over AQ time blocks, and next
transmit data to APs in the remaining time blocks using the
harvested energy. Each coherence time 7. block contains T
OFDM symbols, in which 7 symbols are used for channel
estimation, while the remaining symbols are used for WPT or
data transmission.
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A. System Model

1) Downlink WPT: During the 7 symbols in each time
slot, all K active sensors simultaneously transmit their pilot
sequences to all APs for channel estimation. Let ¢, € C*
with | ¥ I? = 1 be the pilot sequence of the kth sensor. Denote

W =[y,..., gl € C™K the received pilots y,, € C* at
the nth antenna of the /th AP are given by
K
Yn) = VTPp Z 8n),kPk T W(in)
k=1
=« TIOP\IIg(l,n) +Wn (1)

where wi,) ~ CN(0,I) is the additive noise, and p, is
the normalized pilot transmit power. Given y ), the chan-
nel estimate g, is obtained by using the linear minimum
mean-square-error (LMMSE) method.

During the remaining symbols in each time slot, the APs
use the estimated channels to conduct conjugate beamforming
and simultaneously transmit signals to all sensors. Denote by
11 the power control coefficients of the /th AP for the jth
sensor, and by g; ~ CN(0, 1) the symbol intended for this
sensor. The received signal at the kth sensor is

L
Z% = Zg}:kxl + vk 2)
I=1

where v ~ CN(0, 1) is the additive noise at the kth sensor,

and x; = /pg Z]'(z 1 /71787 ;4j is the transmitted signal from
the /th AP with

21 = E[ IxiI?] = Npa 3)

where Np, is the maximum transmit power of each AP. Thus,
the total energy consumption during the AQ downlink WPT
time blocks is

g =(1- %)in cf (4)

1

Il

while the harvested energy of the kth sensor during the AQ
WPT time blocks can be expressed as

&=(1- %)AQ;E[W] 5)

where ¢ € [0, 1] is the energy conversion efficiency.

2) Uplink Data Transmission: During the T symbols in
each time slot, channel estimation is performed in the same
way as the downlink WPT case. During the remaining symbols
in each time slot, K users simultaneously transmit their data to
all APs. Let p, be the maximum normalized transmit power of
each sensor. Let & € [0, 1] be the power control coefficient,
and s; be the data symbol of the jth user with E[|s;|?] = 1.
Then, the received signal r; € CV at the Ith AP is

K
r = «/EZ\/gjgz,jsj +n (6)

j=1

where n; ~ CN (0, Iy) is the additive noise. To detect symbol
Sk, the /th AP computes gfkr, and sends it to the CPU. The
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CPU employs the equal gain combining (EGC) to detect si as
follows:

L
~ ~H
Sk = Zgz,k"l
=1

L
= Vouk Y E[gfkgl,k] Sk
=1

Ay
L
~H ~H
+ v Pubk Z(gl,kgl,k - E[gz,kgz,k]) Sk
=1
A
K L L
~H ~H
+ Z V Pubj Zgz,kgz,j sj+ Zgz,knl (7
J#k I=1 I=1
——
.A3 A4

where A; is the desired signal, and A, A3, and A4 are
the beamforming uncertainty, interuser interference due to the
nonorthogonality of the pilots, and noise, respectively. It is not
difficult to show that A, A,, Asz, and A4 are uncorrelated.
Hence, according to [23], the worst case is the AWGN chan-
nel with the effective noise A, + A3z + A4. Thus, similar as
in [17], the capacity of the kth sensor is lower bounded by

Ci = logy(1+T) bis/Hz )
with the effective SINR
_ |42
E[14212] + E[431?] + E[|A41?]

where the expectation is with respect to the small-scale fading.
In addition, the energy consumption of the kth sensor during
successive Q time blocks for data transmission is

B0 = (1 - 2) 0pubic

|y

€))

(10)

B. Outline of Results

To evaluate the performance of the cell-free IoT, a col-
located massive MIMO system and a small-cell system are
also considered as benchmarks for comparison. The collocated
massive MIMO can be treated as a special case of cell-free IoT,
where all L APs are collocated, which implies B;x = Br VI.
For the small-cell system, we assume that user k is served by
only one AP that has the largest B, ; coefficient. We define the
following binary association coefficient:

5 — 1, jth sensor is associated with the /th AP
L= 00, otherwise.

Then, the received signal at the kth sensor during the downlink
WPT phase [corresponding to (2) of cell-free [oT] is

L

sc T .sc

g = Z‘Sl,kgl,kxl + Vi
=1

where xj = /pa ZKII ,/sl,jn,,jg;quj is the transmitted sig-
nal at the /th AP. Similar as cell-free IoT, during uplink data
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transmission, the estimate of s; is

L
sc ~H
NS Zalqul,krl'
=1

Hence, the small-cell system can also be treated as a special
case of cell-free IoT with g, ; = 8,8 -

In Section III, we derive the tight closed-form lower bound
of & in (5) and the closed-form expression of 'y in (9) as
the metrics of WPT and data transmission, respectively, for
the three systems. The numerical results reveal that cell-free
massive MIMO achieves higher & and I'y given the same
power control coefficients. This is because, compared with
collocated massive MIMO, the cell-free massive MIMO can
achieve more macrodiversity since the sensors are closer to
APs; and compared with small cells, the cooperation between
different APs leads to higher array gain.

Then, in Section IV, we jointly optimize the downlink and
uplink power control coefficients n and &, and the WPT dura-
tion A to further improve the efficiency of the cell-free IoT.
We aim to minimize the energy consumption of APs E in (4)
while meeting a given target SINR during data transmission
supported by the harvested energy.

III. PERFORMANCE ANALYSIS

In this section, we derive tight closed-form lower bounds
on & in (5), and the closed-form expressions of I'y in (9)
for cell-free massive MIMO, collocated massive MIMO, and
small-cell systems.

A. LMMSE Channel Estimation
According to (1), we have
E[yu,n)yff,n)] - E[(«/Tpp‘l’g(l,n) +W(i.n)
H gH H
X (\/ tp!’g(l,n)‘l’ + w(l,n))]
=10, ¥DW + 1
and
H H gH H
E[g(l,n)y(l,n)] = E[g(l,n) (\/ Top8 ¥ + W(z,n))]
H gH H
= E[«/ T8 (1.8 (1) ¥ +g(1,n)w(l,n)]
= JTo,D¥"
where D; = E[g(l’n)ggyn)] = diag(B1,--., Brk). Thus, the
LMMSE channel estimate of g ) is
-1
g([,n) = El:g(l,n)yg,n)](]Eliy(l,n)yg,n):l) y(l,n)

-1
= oD ¥ (tp, WD + 1)y

= AFJ’(z,n) (11)
where
Ar = 70y (to,¥D " + 1) WDy,
Thus, we have
E[@0nélln | = vTDY" AL (12)
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The estimated channel g; ,,y includes K Gaussian distributed
variables with

N 2 ~ ~H
Yik = IE3[|/5'(l,n),k| ] = [E<g(l,n)g(l,n)>]kk

= VOB ak = TPV EZ Wy (13)
where
Z) = tp, D + 1 (14)
and
aix = o BLIZ] Wy (15)

is the kth column of A;. It is also useful to write explicitly
that

K
8Umyk = afk (WZg(z,n),i¢i + W(z,n))- (16)
i=1
From (16), the channel estimate g¢ )i depends on all the
channel coefficients {g »),;,i =1, ..., K} which is due to the
nonorthogonal random pilots. Hence, the estimates of chan-
nel vectors between different sensors and the same AP are

dependent, i.e.,

cov[g . 8] #0, ki=1,... K.

The dependence between g;; and g;; leads to chal-
lenges for deriving the closed-form expressions of &
in (5) and I’y in (9). To derive the closed-form expres-
sions of & and Ty, we first introduce the following
lemma.

Lemma 1: The estimates of channel vectors between differ-
ent APs and the same sensor are uncorrelated, i.e.,

COV[gl,k’gm,k] = 0, m,le {1, ...,L}, m #l
k=1,...,K.

Moreover, the corresponding norms are also uncorrelated, i.e.,

COV[||§1,/< §m,k”2] =0.
Proof: See Appendix A. |

%]

B. Results for Cell-Free IoT

1) Downlink Power Transfer: Let g, = g, — & be the
channel estimation error. The received signal at the kth user
in (2) can be rewritten as

where
L
Si1l = /Pa Z N
=1
L
Si2 = /Pd Y /TIKBL&] x4k
=1
and

L K
Stz =/Pa Yy, Y igL& 4+ Vi

I=1 j#k
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The amount of energy harvested by the kth user during 1Q
successive time blocks can be expressed as

E = (1 - %)AQ{EDSH + Sk + Sk3|2]
_ (1 _ %)AQ;E[ISM %+ 1Sk + Sl
+ 2R{Sk1(Sk2 + SkS)}]~

Note that Si;, Si2, and Si3 are uncorrelated since we assume
that downlink symbols for different users are uncorrelated.
Thus, we have E[20{Sk (Si2 + Sk3)}] = 0, and this allows us
to get the following lower bound for & as shown in (18), at
the bottom of the page, where step (@) is obtained according
to Lemma 1 and 7, x = n;xy1.x should satisfy:

K

Zﬁl,k <1, forany API=1,...,L

k=1
according to (3) and (13), where the constant y;x is given
in (13), which essentially is the estimate of ;.

2) Uplink Data Transmission: Using the method in [22], we
get the following closed-form expression of the SINR given
in (9), which is a function of the large-scale fading coefficients
and the pilot sequences.

Theorem 1: The effective SINR of the kth sensor in cell-
free massive MIMO with the LMMSE channel estimation and
the EGC receiver is

I, = Dy&y (19)
Uik + 2521 Tuij + Ni
where
L 2 L
Dy = /OuN<Z Vl,k) U= puviiBii
=1 =1
L
Ni=Y v
=1
and

L L 2
Tij = pu Z lsl,jHal,k”z + T/MP;W(Z ﬁl,ﬂﬁjHaz,k>
=1

=1

L K
+ TPupPp Z Z ﬂl’jﬂlvi(wlﬁalﬁk)z'

=1 i=1
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Proof: See Appendix B. |
Note that I'x in (19) depends on not only the uplink power
control coefficients {£;} but also the random pilots {;}. So,
the channel estimation plays a more important role than the
cases with orthogonal pilots.

C. Results for Collocated Massive MIMO and Small-Cell IoT
The collocated massive MIMO 1is a special case with
Bk = Bk, Vi.k = Yk, and 11 = Ng. So, we have the following
corollary.
Corollary 1: For collocated massive MIMO, the amount of
energy harvested by the kth user in AQ successive time blocks
is lower bounded as

gom > gom _ (1 - %)/\QgdeN(LN+ Diikvi.

The effective SINR of the kth sensor during the data transmis-
sion phase is given by
FCm — ,Dlimék
T UMER+ Y T+ N

where D™ = p LN, U™ = puviBe. NF™ =
Vi and I = puBillacl® + toupp Yo, BiBi(Wan)? +
t0uppLN (B[ a)*.

Moreover, the small-cell IoT is also a special case with
&1k = 81481 % and vk = 8, xyik. Substituting them into (18)
and (19), we have the following corollary.

Corollary 2: For small-cell IoT, the amount of energy har-
vested by the kth user in AQ successive time blocks is lower
bounded as

L
. Sec T ~
& = & = (1 - 2)HQepNN +1) Y iy (20)
=1

The effective SINR of the kth sensor during the data transmis-
sion phase is given by

D) &k

Ilijéj] + N, ]f ¢

sc

"= —
U+ Y,

& = &= (1 - 2)hE[ISal?] = (1 - 7)20¢pu )H3 E| a1 i i |

=1 m=1
L L

= (1- ;)xgzpdgm[m,u@z,kll“] + (1= 2)20¢00 Y Y| iama @il &ml ]

I=1 m#l

D (1= 2)2QeN WV + Dy i(nz,kyfk) +(1- 7 )V i i(x/m”l»k’”’"’k)

=1

I=1 m#l

L 2 L
= (1= 7)reeNq (Z mn,k) + (1= 2)20eNpa Y- (i)’

=1

2L
T = ~
= (1 - ?))\QCNPd N(E \/Ul,le,k) + E N1.kYLk
=1

=1

=1

(18)
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where

L L
D = puN Z Sk UE = Z Pub1LkV1kBLK
=1 =1

L
NE= "8

=1

and

L K L
HEFARTSIDD 81,kﬁl,jﬁ1,i(¢?a1,k)2 +y° SuxBujlak|’
=1

=1 i=1

2
L
+ 0pN (Z 31,1{/31,1'10;]01,1{)

=1

IV. JOINT DOWNLINK-UPLINK POWER CONTROL

To improve the energy efficiency of cell-free IoT, we aim
to minimize the total energy consumption of APs E in (4)
while meeting a given target SINR by jointly optimizing the
uplink power control coefficients & and the downlink energy
allocation p = Ap with u;x = Afrk. Then, we determine
the normalized downlink power control coefficients 7 through
minimizing the WPT duration A. Specifically, the amount
of harvested energy in each period of each sensor should
satisfy

& > Ex(&) +Eo  Vk 1)

where E(&x) is the energy consumption for data transmission,
and Ey is the energy consumption for the pilot transmission
and circuit operation. B
Substituting p;r = Ak into (18), & can be further
simplified into
. L 2L
Er(p) = (1 - ?)Qprd N(; «//ll,k)/l,k) +; HLKYLE |-
(22)

According to (3) and (4) and the definition of x;, the total
energy consumption of APs can be rewritten as

L K
T
Eu = 01— = )N Y. D k- 23)
I=1 k=1
The joint optimization problem is then
PO : min E
&.n
s.t. Ex(p) = Ex(&) + Eo Yk
T'e(§) = Ak Vk (24
0<é& =<1 Vk (25)
n=0 (26)

where Ay is a given target SINR value during the data
transmission. Next, we show that PO can be equivalently

8389
decomposed into the following two problems:
K
P1 : min Er (&)
! k; €k
D&k
s.t. Tw(§) = > Ay Vk
: Ui + 3 T + Ni
0<& =<1 Vk
and
P2 : min By
n
s.t. E(pw) > Ex(&k) + Eo VK
n=0. 27

P1 is minimization of the total energy consumption
Z,’;l Ei (&) subject to the target SINR constraint Ay for
the uplink data transmission, and P2 is minimization of the
total energy consumption given the target harvested energy
constraints for the downlink WPT.

Theorem 2: Solving PO is equivalent to solving P1 and P2
in sequence.

Proof: From Theorem 3, the optimal solution &* to P1

is the point that can simultaneously minimize Ej(§x) for all k
under the constraints of (24) and (25). That is, for any point
& € P with P being the feasibility region defined by (24)
and (25), we have

Ex(&) > E(§f), k=1,....K.

Denote the optimal solution to PO as (’g'#, M,#). It is noted that
Eq and é’k(u) are monotonically increasing functions with
respect to urr VI, k. Thus, for £ £ £* we can further
reduce p;x VI when Ek(‘;‘,f) > Ek(Slf), and get a new solu-
tion (§*, u*) with u* < u* which can further minimize the
objective function E. Hence, the optimal solution to PO can
be achieved only when § = &*, which implies that solving PO
is equivalent to solving P1 and P2 in sequence. |

In what follows, we discuss methods for solving P1 and P2,
respectively.

(28)

A. Closed-Form Optimal Solution to P1
Define the following K x K matrix:

Dy — Ay EASVAYD) EASUAT'S
SAYY DS Dy — Molh A D)
W= . . .
—AgZg1 —AxTIk> Dk — AxlUk

We have the following result.

Theorem 3: If P1 is feasible with P £ &, and W is inver-
tiable, then the optimal solution §* = (&f,...,&¢) of P1 is
given by

E=wW'b (29)
where b = [AN], AoNa, ..., AxkNk]T. In addition, &*

simultaneously minimizes the energy consumption for each
sensor subject to the target SINR constraints, i.e.,

Ex(&7) < Ex(51) Yk, with & = (§1,..., &) € P. (30)
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Proof: We partition the feasible region P into

Pl ={&: T1(§) > Ay and T(§) > A;,j # 1}

and
Pip={§: T1(§) = A and [§) = A, j # 1},

For any & € IPy,, there exists a sufficiently small positive value
vand & = (& —v, &, ..., Ek) € Py, such that Y &, Ex(&) <
ZszlEk(ék). Hence, the optimal solution &* € Py,. Using
similar arguments, we can show that §* € P, for any k,
where

Py = {& : Tw(§) = Ay and T(§) > A;, j # k}.
Thus, £§* € P, N --- NPk, i€,

T(6%)=Ar, k=1,....K. 31
Equation (31) can be rewritten as
WE* = b.
Next, we prove (30) which is equivalent to
& <& Vk, withéeP (32)

since Ey(&;) is a monotonically increasing function of &,
where PP is the feasibility region defined by (24) and (25).
Next, we prove (32) by contradiction. Assume there exists

£ =(&,....60) = (c1&], ..., k&) € P

with some elements &, = ¢& < &, which is equivalent to
the existence of some ¢; < 1. Since (29) and § € IP, we have
(") = Ag and Ty (§') > Ag for k=1, ..., K. Without loss
of generality, we assume ¢; < 1 and ¢x > 0, k # 1. Using
(&%) = Ay and T'1(§") > Ay, we have

. Di§f
F = =
1(8 ) Uléfk-i-zj#lzljéj*-i-/\/l

Aj (33)

and
Dici&f
M) =7+ TV
lcl";:] +Zj7&]Ilj";:j + N1

Comparing (33) and (34), we obtain

D TE <o)y T

Jj#1 J#1
which implies at least one ¢x < c1,k = 2,..., K. Without
loss of generality, we assume ¢; < c1. Using ['2(§%) = A, and
I'»(&") > A», one can show that at least one ¢; < ¢ < c1, k =
3, ..., K. Continuing in this way to satisfy [x(§*) = Ay and
v () > Ay withk=1,...,K— 1, we conclude that

Aq. (34)

c1>cy>,...,>cg > 0. 35
Using 'k (§*) = Ak and (35), we have
Dickéx
FK(E/) = * £ *
< Tk(E") = Ax (36)
and & ¢ P, which contradicts with our assumption. Then, we
conclude the proof. |
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& 4

Fig. 3. Feasible region of P1 (shadow area).
To understand Theorem 3, consider the case K = 2. Then,
the feasible region PP is
IANWAD A

> N
§12 Dy — A1U1$2+ Dy — Al :

and
ArIHy A
+ N
&1 A 2

Thus, P is the shaded area as shown in Fig. 3. It is straight-
forward to see that " is the optimal solution which can
simultaneously minimize the energy consumption of both
sensors, since the feasible region is a cone.

B. Closed-Form Asymptotically Optimal Solution to P2
According to (21)—(23), P2 can be rewritten as

L K
. T
min Q(1 = Z)paN Y 3" i (37)
=1 k=1
L 2L
s.t. N(Z «//M,le,k) + Y vk | =G Yk
=1 =1
mik =0 Vi k (33)
where
c Ex(§) + Eo
k —

(1—F)QtpaN’

Then, P2 is nonconvex due to the nonlinear constraints
in (38). Since Y1, vk < Ok, JILEViK)?, we drop the
term Zf:l Wikyik in (38), to obtain a relaxed problem P2’
Note that for massive MIMO, i.e., when N is large, P2" well
approximates P2. It is not difficult to prove that the optimal
solution to P2’ is obtained only when
2

L
N(Z «/Hl,k)/l,k) =Cr Vk.
=1

Let & = /Itix> then P2’ becomes

L K
i 01 = 7)oV 23 v

=1 k=1

L
st YVt = C/N Yk

=1
ﬁl,k >0 VIk.

(39)

(40)
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Algorithm 1 Joint Control
Algorithm
1: Input: The large-scale fading coefficients {f;}, the pilot
sequence W,and the target SINRs {A}.
2: Step 1: Calculate the optimal uplink power control
coefficients £* according to (29).
3: Step 2: Calculate the optimal downlink power control
coefficients p* according to (42), (43), and (44).
4: Output: £* and p*.

Downlink—Uplink Power

It is easily seen that P2’ can be decomposed into the following
K independent minimization problems for k =1, ..., K:

L
T
min Q(l--) NS 92
3 T o ; Lk

L
s.t. Z«/V!,kﬂl,k = JCW
=1

Uik >0, I=1,...,L (41)
Using the method of the Lagrange multipliers, the closed-form

optimal solution to (41) is
(42)

It is noted that the optimal solution to (40) is a feasible solu-
tion to (37), and approaching the optimal solution to (37)
as N grows large. After finding #*, we get Ky = (ﬁfk)z.
Furthermore, we use p* = Aj to find A and 7. To guarantee
the power constraints

we have

K
A= e
Jmax D Hiy (43)
k=1
Next, we find
* ~ %
- N1k
0, = and nf, = ——. (44)
Lk e L,k ik
The overall algorithm for solving PO is summarized

in Algorithm 1. In addition, it is easy to extend our
proposed algorithm into the nonlinear energy harvesting
model [24], [25], since the amount of harvested energy of the
kth sensor can be simplified as a monotonically increasing
function of & /¢ [26].
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V. NUMERICAL RESULTS

In this section, simulation results are provided to corrobo-
rate our theoretical analysis and to illustrate the gain due to
our proposed system optimization. We consider a large square
hall of 50 x 50 m? with wrapped around to avoid boundary
effects. L = 144 APs are placed on the ceiling to form a
square array with 12 APs in each column and row. K = 20
active sensors are randomly distributed in this area. The pilot
sequences ¥, k = 1,...,K, are randomly generated and
fixed for all simulations. The channel fading coefficients for
all scenarios are modeled similar as in [22]. The large-scale
fading coefficient f; is modeled as

Ishilk
Bixk= L1070

where L;;(dB) is the path loss and 10Hoz)/101 g the
shadow fading with standard deviation oy, = 8 dB and
2k ~ CN(0,1). Similar to [17], we use the three-slope
path-loss model

—Loy — 351og;(di), ifdy > dj

—Lo — 151log;o(d1) — 201log;o(di), ifdo < d < di
—Lo—15 logo(d1) — 20logo(do), ifdy < dp

Lix =

(45)
with dp = 10 m, d; = 50 m, and

Lo £ 46.3 +33.910g,o(f) — 13.8210g,((hap)
— (L.1logy(f) — 0.7)hs + (1.561logo(f) — 0.8) (46)

where f = 1900 MHz is the carrier frequency, and siap = 7 m
and hs = 1.65 m denote the antenna height of APs and sensors,
respectively. The transmit power is normalized by the noise
power, which is given by

62=BXkBXTQXK

where kg = 1.381 x 10723 J/K is the Boltzmann constant and
B is the bandwidth. Ty = 290 K and « = 9 dB denote the
noise temperature and the noise figure, respectively.

To evaluate the spectrum efficiency, we use the per user
throughput defined as

_1=T
T+

To account for the energy consumption due to pilots and
circuits, Ep in (21) is set as

Ry Blog,(14+T) bis. “@n

Eo=(1+ m)%Qpp + (14 20)000 (48)

where pgp = 0.1 mW is the circuit power consumption of each
sensor, and Ao = 50 is the maximum WPT duration allowed to
guarantee the spectrum efficiency. In all examples, we choose
the system parameters listed in Table L.

In addition, we fixed the time of data transmission in each
period is 1 s, which implies that Q = 1/T. = 5.

We first verify the accuracy of the closed-form expressions
E’k in (18) and 'y in (19) for cell-free IoT systems for one
realization of large-scale fading {8, x}. In Fig. 4, the lower
bounds g’k, k=1,...,K in (18), are compared with the sim-
ulation results obtained by (5) using 500 small-scale fading
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TABLE I
SIMULATION PARAMETERS
parameter Meaning Value
L Number of APs 144
N Number of antennas of each AP 10
K Number of active sensors 20
B Bandwidth 20 MHz
Te Coherence time 0.2s
Number of symbols in each T¢ 200
T Length of pilot 60
Py Pilot transmit power 0.2mW
3 p
Pp Normalized P, pPp =%
P, Maximum uplink transmit power 20 mW
Pu Normalized P, Pu = %
¢ Energy conversion efficiency 0.3 [27]
Py Maximum downlink transmit power 50 W
Pd Normalized Py pPd = %
133 Uplink power control coefficients Optimized
i,k Downlink power control coefficients | Optimized
A WPT time duration Optimized
0.7 ‘
I Simulation Results
Il Lower Bound
0.6 1
051 4
é 0.4 J
S
<
Z03F i
oS
0.2 J
0.1 1
0
0 5 10 15 20

Fig. 4. Tightness of the lower bound 5’k in (18).

channel realizations, under the uniform power control, i.e.,
mx = 1/K Vil k. It is seen that the gap between the lower
bound gk and the simulation result is less than 10%. This is
because E[|Sk1 2] > E[|Sk2 + Si3l?] in (17) as N is large. In
Fig. 5, the closed-form I'y in (19) is compared with the sim-
ulation results obtained by (9) using 500 small-scale fading
channel realizations with full transmit power, i.e., & =1 Vk.
It is seen that the closed-form expressions match well with the
simulation results.

Next, we compare the uplink and downlink performances
of three systems which are cell-free 10T, collocated massive
MIMO, and small-cell IoT for 200 realizations of large-scale
fading {B,«}. Fig. 6 shows the cumulative distribution func-
tion (CDF) of the amount of energy harvested per second, i.e.,
5~k/ (1LQ), for three systems. For cell-free IoT and collocated
massive MIMO systems, the uniform power control scheme is
adopted. For small-cell IoT, the kth sensor is powered by its
associated AP, i.e., i x = 1 if §;x = 1. It can be seen that
the harvested energy of small-cell IoT is smaller than that of
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Fig. 5. Accuratcy of the SINR expression in (19).
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Fig. 6. Downlink performance comparison in terms of gk /(AQ) (mW).

the other two systems due to the lower array gain. For col-
located massive MIMO, the amount of harvested energy of
the cell-boundary sensors is typically small, while that of the
sensors adjacent to the AP is very high. Compared with the
collocated massive MIMO, the distribution of the harvested
energy in cell-free IoT is more concentrated, which results in
the substantial improvement of the 95% likely performance.
From Fig. 6, it can be seen that the 95% likely performance
of cell-free IoT is about five times higher than the collocated
massive MIMO. Fig. 7 plots the CDF of the effective SINR
for three scenarios with full transmit power, i.e., & = 1 Vk.
Similar as the amount of energy harvested, the distribution
of effective SINR is more concentrated, and the 95% likely
performance is significantly higher than that of the collocated
massive MIMO and small-cell IoT. 95% likely performance
means the worst performance among 95% of the best sensors
which has been widely used in related networks [17], [22].
According to the 95% likely performance, we claim the cell-
free network outperforms the collocated massive MIMO and
the small-cell IoT, since it can support more networks with
higher requirements. It can be seen that about 20% of sen-
sors close to the collocated base station perform better than
the cell-free networks. That is, the collocated massive MIMO
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Fig. 8. Performance gain due to joint power control in terms of total energy
consumption E¢ to support data transmission with given target SINR A, =
30,k=1 K, in each period.

.....

outperforms the cell-free network according to the 20% likely
performance. However, it is impractical to only support 20%
sensors of the whole network.

Finally, the performance of our joint downlink and uplink
power control method is investigated. For comparison, we take
the no power control scheme with & =1 Vk and 5, = 1/K
as the benchmark. The result is taken over 200 realizations of
large-scale fading {B;«}. Fig. 8 shows the total energy con-
sumption Eq given in (23) to support data transmission with
given target SINR Ay = 30 Vk. It can be seen that the total
energy consumption Ey can be reduced by about 30% using
the joint downlink and uplink power control. On the one hand,
the energy consumption of each sensor can be reduced greatly
to support the given target SINR using the uplink power con-
trol. On the other hand, the total energy consumption can be
further reduced through the downlink power control. The CDF
of the per user throughput is plotted in Fig. 9. It can be seen
that the per user throughput can be improved by 100%, com-
pared with the benchmark. In a word, the energy efficiency can
be greatly improved through our joint power control method,

in terms of both per user throughput and energy consumption.
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Fig. 9. Performance gain due to joint power control in terms of per user

throughput with A; = 30 Vk.

VI. CONCLUSION

In this article, we have proposed a wirelessly powered cell-
free IoT system and obtained the closed-form expressions of
the downlink and uplink performance metrics, i.e., the amount
of harvested energy for downlink, and the SINR for uplink.
To minimize the total transmit power consumption under the
given SINR constraints, we proposed the joint downlink and
uplink power control and provided closed-form solutions. The
numerical results indicate that the proposed cell-free massive
IoT system significantly outperforms its collocated massive
MIMO and small-cell counterparts in terms of both downlink
and uplink 95% likely performances. The proposed joint power
control further boosts the system performance.

APPENDIX A
PROOF OF LEMMA 1

Proof: Using (16), the element of the correlation matrix
cov[g; k. &mn ] in the nth row and the ith column is

cov[&am ks &om.iny k]
~ ~H ~ ~H
= E[g(l,n),kg(m,ﬁ),k] - E[g(l,n),k]E[g(m,r‘z),k]

K K

H H H
=E| 10 Z Z 8(,n),i&(m,7) jALkPiP Amk + A
i=1 j=1

K
X w(l,n)wgn’ﬁ)am,k + v TPp Z g(l,n),iafk(piwgn,ﬁ)am,k

i=1

K
H H
+ /Top Z 8(m.i) j A, kPjW (1,n) ALk
=1
(@)

H H
E[“z,kw(l,n)w(m,ﬁ)am,k]
= tr[E(w(l’n)wgn’ﬁ)am’kafk)]

@

where step (a) is obtained according to the independence of
ga,n),i and g(n,7),j» while step (b) is obtained according to the
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. . . N N
independence of w(; ;) and w(,, 7). Since each element is zero, _E Z 2 E Z 2
the correlation matrix is zero matrix, i.e., - lg(l,n),k y 1g(m,n),k
n= n=
cov|g; ., 8 =0. 49 A2 N 2
(815 &m k] (49) = ]E[||gl,k|| ]E[”gmk“ ]

Using (16), we can obtain

where step (a) is obtained by (51). Thus, we have
E|8% 0 1 820
I:g(l,n),k’ g(m,n),k]

A 12 A 2
. ) cov[ &l [&mel*] =0. (52)
=E (afk |:\/ Top Z &(.n).i®; + W(l,n)])
i=1 APPENDIX B
5 PROOF OF THEOREM 1
K N
H Proof: First, we compute the power of A;. Since g; ; and
X |a T 7).i9: + Wn.in - R ’
mk| v/ TPp j;g (m.n).j P (m.11) &) are independent, we have
K L 2
2 AH (A ~
2| (o0 3 o oo+ imstions ) A = &uo S E[alh s+ 2]
i=1 =1
K L 2
2
X | Thp Z 8%m,h),jaﬁ,k‘/’jaz,k‘/’j + aZ,kwm,mafl,kwm,m = &kpulN Z Vik (53)
j=1 =1

= ]E[@%l,n)’k]E[(@%mﬁ),k]. (50) Next, we compute the power of A;. Since g, and g, are

ind dent, and
Thus, we have Independent, an

. R . N L4 ~ 127? .2
COVI:g%l,n),k’ g%m,fz),k] = ]El:g%l,n),kg(zm,ﬁ),k] E[“gl,k” ] = E[“gz,kH ] +D[“gl,k|| ] =N+ 1)7/1%k

- E[g%l,n), k]E[g%m’ ), k] = 0. (51) the power of A can be expressed as (54), shown at the bottom
of the page, where step (a) is obtained by using Lemma 1.

By the definition of the £> norm, we have Then, the power of .43 can be expressed as

N N
~ 20 A 2 ) ) 2
E[HglkH |8 ] = E{(Zg(z " k> (Z 8m,n) k)j| L
= = E[14sP] = Y ngE| | éfhe, (55)
N J#k I=1
- S S effinin]
l; ’_gl (G} = () where E[| Zlel gfkg,,ﬂz] can be calculated as (56), shown at
N N the top of the next page, with step (a) being obtained by (57),
@ 52 52 h he top of th t Substituting (56) into (55
W E[gl k]E[g ‘k] shown at the top of the next page. Substituting (56) into (55),
r; ; “m. . we obtain (58), shown at the top of the next page.
L L .
E[|A2|2] = P&y Y. E{ (glf,lkgl,k - E[gfkgl,k]) (glrz,kgm,k - E[@Z,kgm,k]) ]
I=1 m=1
L L L L
= pék Z Z E[ﬁ’fk(ﬁ’z,k + &80 L (& +§:1,k)] — p&N? Z Z YLk Ymk
I=1 m=1 I=1 m=1
- 4 2 2 2
N AH ~ A N AH =~ ~H =
= pubk ) E[ng,kll ] + E[‘gl,kgl,k‘ ] + ZE[ng,kH 18k ] + ZE[gl,kgl,kgm,kgm,k]
=1 m#l m#l
L ) ) L L
T Z {E[Hg'm” gﬁ,kgm,k] + E[”!;’m,k” gfkgl,k] }} — P&N? Z Z YikYm.k
m=1 =1 m=1
@ L L L
a
= pék Z NN + Dy + Nvix(Bux — vix) + N Z VikYmk | — p&N? Z Z YikYm,k
=1 m#l I=1 m=1
L
= &N Y VikBik (54)

=1
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L 2 L N 2
E Zgl,kgl,j =E Zzg(l,n),jgfz,n),k
=1 | I=1 n=1
- .
=E Zzgu n),j alk «/Tpng(l n),i®; + Wi n)
I=1 n=1
i 2
=Bl V7o Z Zg(l n).j Zg(l n), zalk(oz + Zzg(l n)]al kw(l n)
I=1 n=1 =1 n=1
[ L.~ 2 L K 2
=E Z Zg(l,n)»j“kaikl,n) + 7oK Z ng’igl’jazkwf
| =1 n=1 I=1 i=1
L 5 L K L K
=Y BiN|als + o E| D D> Zgﬁgl’jgl g, 4]0} 1k¢
=1 =1 i=1 ]=] =1
2
@ Z,Bl/NHalkHZ + 10, | N ZIBI/]/I aiy| + ZZNﬂldﬁltW alk| (56)
=1 =1 i=1
Efley[*] =NV + DB T=1 T=i=)
2 - -
’gﬁ-gz,i‘ } = NB1jPris I=1, i=i#j
leleelien| = 2 P (57)
WAL B el e || = Wy, T ==
0, otherwise
E[|A3|2] ZPMNSJ Zﬂz,,\ “lkH +Top Zﬂl,ﬂ/fj aig| + ZZﬂz,]ﬂz,h/fl azk\ (58)

J#k

=1 i=1

Finally, we compute the power of A4. Due to the indepen-  [6]

dence of g;; and g;, we have

L L
B[l =E| (Y gfhm| | =NY nx.
=1 =1

Plugging (53), (54), (58), and (59) into (9), we obtain (19).

71
(59)

[8]

[9]
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