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ABSTRACT

Nolan and Temple Lang’s Computing in the Statistics Curricula (2010) advocated for a shift in statistical
education to broadly include computing. In the time since, individuals with training in both computing
and statistics have become increasingly employable in the burgeoning data science field. In response,
universities have developed new courses and programs to meet the growing demand for data science
education. To address this demand, we created Data Science in Practice, a large-enrollment undergraduate
course. Here, we present our goals for teaching this course, including: (1) conceptualizing data science
as creative problem solving, with a focus on project-based learning, (2) prioritizing practical application,
teaching and using standardized tools and best practices, and (3) scaling education through coursework
that enables hands-on and classroom learning in a large-enrollment course. Throughout this course we also
emphasize social context and data ethics to best prepare students for the interdisciplinary and impactful
nature of their work. We highlight creative problem solving and strategies for teaching automation-resilient
skills, while providing students the opportunity to create a unique data science project that demonstrates
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their technical and creative capacities.

1. Introduction

In Computing in the Statistics Curricula, Nolan and Temple Lang
made a call for a radical revamping of statistics toward accept-
ing, adopting, and embracing computation (Nolan and Temple
Lang 2010). This included treating statistics as flexible problem
solving and considering the role of the statistician to include not
just statistical analysis, but to more broadly include tasks such
as accessing databases, designing investigations, and creating
visualizations. They also issued a warning: that if statistics did
not move toward incorporating these suggestions, other fields
would step in and fill the void in computational science and data
analysis. Their fears have at least partly come true, as their stated
vision for the future seems less descriptive of a modern statistics
department and perhaps closer to the emerging (though over-
lapping) field of data science.

We now look back on Nolan and Temple Lang’s paper as
predictive of many of the changes that have occurred, though
often under the label of data science rather than statistics. These
changes include a move toward, and proliferation of, computa-
tional work, wherein statistical analyses rely heavily on the use of
programming languages and computational tools. Additionally,
practitioners of data science are expected to be involved in the
whole process, from formulating questions to procuring data,
running analyses, and creating visualizations. This shift has led
to a rapid rise of data science courses, both in universities and
online. These new courses aim to implement hands-on practical
training that, in many ways, mimics the vision that Nolan and
Temple Lang imagined should happen within statistics.

We are instructors involved in designing and teaching new,
large courses on data science that aim to teach hands-on data
analysis through computational work. Building on the lessons
learned from having run these courses for several thousand
undergraduate students and on the work of other data sci-
ence educators (Baumer 2015; Carver et al. 2016; Hicks and
Irizarry 2018; National Academies of Sciences, Engineering and
Medicine 2018; Wood et al. 2018; Loy, Kuiper, and Chihara 2019;
Yan and Davis 2019; Cetinkaya-Rundel and Ellison 2020), in
this article we discuss our approach to, and goals for, teaching
data science. In these goals we find much alignment with the
vision of Nolan and Temple Lang, including their positioning
of statistics (or data analysis more broadly) as flexible prob-
lem solving, and in their call for pedagogy of data analytical
skills to be grounded in practical work with real datasets, to
which we also add a goal of scaling data education to meet
demand.

1.1. The Growth of Data Science

Very much in line with what Nolan and Temple Lang envi-
sioned, there is incredible demand from students interested in
obtaining an education that will enable them to succeed in tech-
nical, data-related applications (Salian 2017; Tate 2017; Russell
2018; Doucette 2019). Modern work across science, technology,
engineering, and math (STEM) fields, the social sciences, and
throughout industry is becoming increasingly data- and com-
putationally intense. Within industry, the demand for creative,
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technically skilled data scientists in the United States is growing
at such a rapid pace that there is serious concern that current
educational approaches cannot adapt quickly enough to fill this
demand for technical data science jobs (Markow et al. 2017). As
educators, it is our responsibility to provide students with a qual-
ity education that enables them to be successful in their chosen
field, while also providing them the tools (both technological
and intellectual) to critically engage with the real-world impact
that large-scale data analyses can have. This requires providing
data science education at a scale that could likely not have been
appreciated a decade ago.

Data science is a fast-paced field and change is inevitable.
Teaching students that data scientists are expected to be flex-
ible and learn new skills is essential. Learning new tools and
skills is, in part, a process of learning the vocabulary and
knowledge needed to productively navigate available resources,
search for required information, and discern a given resource’s
quality. Part of the instructor’s role is to guide and demon-
strate this behavior, helping students to navigate what is already
available and learn general strategies they can employ toward
learning the next tool. This includes using common tools,
rather than outdated, proprietary, or niche technologies that
are a disservice to students. For these reasons, we strongly
encourage all new course designers to think seriously about
tooling.

There is also a growing concern that technical skill alone
is insufficient for long-term data science career success. This
is partially due to the fact that many data science tasks are
being automated (Schlegel et al. 2016; Berthold 2019). For
example, it has been argued that to stay employed, data sci-
entists should focus on developing skills that are harder to
automate, like business understanding, explanation, and story-
telling (Piatetsky and Gandhi 2018). Thus, while it is critical to
train students in analytical skills and domain expertise, we pro-
pose also prioritizing creative, automation-resilient data science
skills.

The demand for skilled data scientists is met by large num-
bers of students who are interested in learning and practicing
data science. This recent growth in demand for data science edu-
cation has come from a broader population than has been histor-
ically served by computationally-intensive fields. This interest
provides data science educators with the opportunity to embrace
and effectively educate individuals from groups that have histor-
ically been underrepresented in technical fields, such as com-
puter science (Bours 2018) or engineering (Rivers 2017). The
onus is on data science to ensure that it adopts equitable teaching
practices and encourages a culture that welcomes and supports
diverse student populations. By embracing data science edu-
cation and planning courses that are inclusive and accessible
(Lue 2019), we have the opportunity to serve large swaths of the
population while addressing diversity issues that have plagued
other fields that failed to adequately address inequities when
planning their path forward (Mangalindan 2014; Wilson et al.
2014). Given the incredible demand from students and industry,
we must provide this education effectively to interested student
populations. As well as dedicated work to promote and foster
inclusive and welcoming environments, the field requires a scal-
ability that can accommodate large student populations, to offer
data science education to all who want it.

1.2. Societal Impact

The rapid growth of data science and its applications also
emphasizes its impacts. While Nolan and Temple Lang accu-
rately predicted the need for those who analyze data to be
statistically sound, computationally competent, and data liter-
ate, we propose that data science education must go further to
directly address the many ways in which data and its analysis
have completely reshaped society and our daily lives. There has
been a massive shift in the impact that students with solid sta-
tistical and computational training will have on the world. The
resulting profound and long-lasting effects data scientists will
have on society necessitates that data science education incor-
porate impactful, real-world data into all data science courses
(Neumann, Hood, and Neumann 2013; Donoho 2017), high-
light and teach the importance of context surrounding the data
used in analysis (Carver et al. 2016; National Academies of
Sciences, Engineering and Medicine 2018; Wood et al. 2018),
and focus on the impacts and ethical implications of working
with data in today’s data-centric landscape, explicitly discussing
and teaching ethical practice and frameworks throughout (Saltz,
Dewar, and Heckman 2018; Baumer et al. 2020). These top-
ics can be introduced to students through specific examples
throughout the course as well as by sharing relevant and acces-
sible literature (Angwin et al. 2016; O’Neil 2016; Hicks 2017;
Eubanks 2018; Noble 2018).

1.3. Educational Goals

Beyond focusing on flexible problem solving and practical
applications, as argued in Computing in the Statistics Curric-
ula (Nolan and Temple Lang 2010), the integration of societal
impacts and data ethics emphasizes that modern data science
reflects a novel area of practice and inquiry. Data science is a field
that relies on statistics, machine learning and programming as
tools, but which is also a distinct, emerging field in its own right,
whose essence is multidisciplinary, and whose pedagogy must
encompass the breadth of topics, concerns, and practicalities of
working with data.

It is also our goal to be able to offer data science instruction
to everyone. In a data driven world, developing data literacy and
awareness of data practices is a generally useful skill. Learning
about and engaging with data should not be limited to those
who already have or want extensive experience with math and
computation. For those who have interest and require those
skills, there are dedicated courses for learning important and
useful skills of applied math, machine learning, and statistics. A
student’s first course in data science, we argue, should motivate
how and why data practice is an important topic and focus on
the context, impacts, and practicalities of data practice. This
also has the potential to motivate students who were not already
inclined to go on to pursue more technical classes and applica-
tions.

We note that moving these ideas from laudatory goals to
pedagogical reality is now also a question of scale, requiring us
to scale course designs to match demand and ensure that all
interested students are able to gain a beneficial education in data
science. Overall, we propose that data science courses should:
(1) conceptualize data science as creative problem solving, (2)



prioritize practical application and hands-on training, and (3)
scale educational practices to meet the demand. In the following
sections, we first lay out our design for our data science course,
as an example, and then step through each of these goals.

2. Data Science in Practice

Data Science in Practice is a large, project-based, undergradu-
ate course that has been offered at UC San Diego since 2017.
Course materials are managed and available through GitHub
(https://github.com/COGS108) and are also publicly available
(https://datascienceinpractice.github.io/). Specifics of the mate-
rials are further described in the publicly facing repository
(https://github.com/DataSciencelnPractice/Site). In this section,
we briefly introduce the student population, course design, and
course content, which we present as an example for the peda-
gogical goals discussed throughout the article.

2.1. Student Population

This course has high student demand, being offered nearly every
term, with at least 400 students in every iteration and more than
3300 students having completed the course in its first 3 years. As
an upper-division course, students in Data Science in Practice
tend to have third (~36%) or fourth (~58%) year standing
(of a four-year degree) upon enrollment. Students come from
a wide variety of majors and educational backgrounds, with
the only prerequisite being at least one class of programming
experience. In a typical offering, there are students from approx-
imately 15 different majors; however, the three most common
majors of students in this course are Cognitive Science (~30%),
Computer Science & Engineering (~29%), and Data Science
(~21%). Typically, ~40% of students are female. The course
is run by a relatively small teaching staff of approximately 110
students per teaching staff member (the professor and teaching
assistants).

2.2. Course Design

The core goal of the course is to provide students with hands-
on training in working with data. The structure of the course is
designed to introduce students to the skills and practicalities of
doing modern data science and to provide students with oppor-
tunities to learn how to develop questions and then answer
them with data. The organization of the course includes four
structural elements: lectures, lab sections, assignments, and a
group project. Topics and skills are introduced through lectures
and tutorials, implemented and practiced through individual
coursework, and then brought together in the project. Collec-
tively this design aims to ensure that students who complete
this course will be able to: (1) work with data to creatively
solve problems, (2) carry out this work using tools and proce-
dures common to data science practitioners, and (3) obtain this
knowledge regardless of class size.

2.2.1. Lectures
Lectures are used as the initial point of contact with the course
material. Lectures are designed to introduce core data science
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concepts and examples, and to provide students with the fun-
damental background knowledge and context required of data
scientists. To improve accessibility, lectures are recorded and
made available to students online.

2.2.2. Lab Sections

Weekly lab sections build upon lecture material by providing
students with the opportunity to work through technical mate-
rial. Teaching assistants lead guided tutorials through hands-
on materials relating to the topics covered in lecture that week.
Lab is used to build upon concepts introduced in lecture, to
solidify understanding, and to explore and apply the skills and
concepts discussed in class using minimal datasets and simple
case studies. Questions and examples often closely mimic those
to come in assignments, such that students have simplified
examples of how a particular analysis is applied.

2.2.3. Assignments

Individual assignments are completed using programmatically-
graded computational notebooks, in which students use code to
answer prompts that guide them to gather, analyze, and interpret
data. Assignments typically use multiple, large, and often messy
datasets. These assignments are designed as formative assess-
ments, in which the guided prompts seek to teach the students
how to apply the concepts of the course in real code with real
data, building on topics introduced in lecture and lab section,
and pushing them to generalize new skills to new, larger, and
more complex datasets. These assignments are used to increase
students’ technical fluency and to deepen their understanding
of important concepts in data science within the context of
addressing the practicalities and complexities of real datasets
across multiple topics.

2.2.4. Group Projects

The course culminates with a final project, completed through-
out the term in small groups of 4-6 individuals. Students must
craft a well-defined research question and then identify and ana-
lyze real datasets to answer that question. Through the projects,
there is an emphasis on crafting good research questions, find-
ing, incorporating, and using large heterogeneous, but most
importantly, appropriate datasets, and employing appropriate
and interpretable analyses, rather than on technical complexity.
The final product of each project is a detailed report, organized
as a computational notebook, and in the style of a standard sci-
entific report, as detailed in Table 1. Students are provided with
detailed instructions and a checklist to help guide them through
project completion (https://github.com/COGS108/Projects). The
project submission includes all the code used for all components
of the project, as well as written text and data visualizations.
Students also submit a survey with feedback about the project
and each individual’s contributions.

We also employ strategies for promoting organization, time-
management, and implementation of the project consistently
throughout the term. We discuss the project regularly, demon-
strate example projects, and discuss question formation, dataset
selection, and available resources. Project proposals are submit-
ted early in the term (usually around week 3), and must establish
a timeline and expectations for the project, which serve to aid in
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Table 1. Required sections for submitted project reports.

Project report

1) Research question: What is the primary analysis question?

2) Hypothesis: What is the prediction?

3) Dataset(s): What data is being used to answer the question(s)? Describe the
dataset(s).

4) Background: Why is this question of interest, what background information
led to the hypothesis, and why is this important?

5) Methods: What methods have been used to analyze the data?

6) Ethics and privacy: Acknowledge and address any potential ethics and
privacy issues related to the project.

7) Discussion: Discuss the potential civic and social impact of the project.
Discuss any problems that were encountered, and enumerate the
limitations of your project.

accountability, organization, and successful project completion.
Each group receives detailed feedback on their proposed project,
and we prioritize staff time for feedback and consistent support
for project work.

2.3. Course Content

A full listing of topics and schedules for the course are on the
course syllabus, available in the course repository on GitHub
(https://github.com/COGS108/Overview). Overall, Data Science
in Practice focuses on the practicalities of doing an end-to-
end data science project, including: formulating questions of
interest into data questions, considering the social and eth-
ical implications of investigations and deciding what should
be pursued, finding and accessing publicly available datasets
(including using application programming interfaces (APIs)
and interacting with SQL databases), data wrangling (including
understanding and loading various file types, such as JSON,
CSV, and XML, etc.), data preprocessing and cleaning, analyzing
data to answer the questions at hand, and finally interpreting,
contextualizing, and communicating the results. How these top-
ics are covered in assignments is described in Table 2.

The hands-on component of Data Science in Practice
uses the Python programming language and its data science
tools, including pandas (McKinney 2010), numpy (Harris
etal. 2020), matplotlib (Hunter 2007), seaborn (Michael
Waskom et al. 2020), requests (Chandra and Varanasi
2015), BeautifulSoup (Richardson 2007), statsmodels
(Seabold and Perktold 2010), scipy (Virtanen et al. 2020),
scikit-learn (Pedregosa et al. 2011), and nltk (Loper
and Bird 2002), managed with the Anaconda distribution (Ana-
conda 2016). Throughout the course, we use computational
notebooks, specifically Jupyter notebooks (Kluyver et al. 2016).

Students are also taught about version control and are required
to use and become familiar with git and GitHub.

To provide an example of how course content is taught in this
class, we'll use the example of data wrangling. After introduc-
ing data wrangling and related tooling in lecture, lab sections
use guided examples and provide practice with working with
and combining heterogeneous datasets. Students are then given
an assignment with four heterogeneous, simulated datasets in
two different file formats (JSON, CSV): (1) user data from a
dating website, (2) employee information, (3) company user
data, and (4) population data. The assignment asks students to
wrangle these datasets by loading, integrating, and analyzing
them together. We also integrate discussion of data context
and ethics by discussing and guiding them through analyses
in which students work through how to identify users of the
dating site from the information in the other datasets (note
that these data are all simulated). After identifying personal
information, students are asked to anonymize the information
in their dataset according to the Safe Harbor Method (Office for
Civil Rights 2012). Throughout this assignment, students work
with data wrangling, heterogeneous datasets, data visualization
and interpretation, and data privacy, all while working through
anarrative and the implications of having access to people’s data,
and what kind of safeguards need to be employed (Sweeney
2015; Zang et al. 2015).

Coursework is designed to help students develop skills for
successful completion of group projects. For their final projects,
students are encouraged to explore topics and issues that are
of particular importance or interest to their group or their
community. In terms of content, this leads to a large variation
of topics and approaches across the course (see the example
project in Figure 1). The project continues an emphasis on
social context and data ethics (Table 3) and pushes students to
work collaboratively. A concrete outcome of the projects is that
students finish the course with a deliverable—a digital record of
their work that demonstrates their accomplishments and skills
in pursuing novel questions using practical and standard data
science tools and approaches.

3. Data Science as Creative Problem Solving

We organize our teaching around the primary goal of educating
students in data science as conceptualized as creative problem
solving. Trainees will be entering a field that is both dynamic and
impactful. In addition to the statistical, technical, and scientific
skills critical for success in data science, students should be
trained to be resilient to the increasing automation of aspects

Table 2. Assignments in Data Science in Practice, and the main concepts, skills, and tools they cover.

Concept(s) Skills Tools
Al Version Control & Python version control, python standard library Jupyter Notebooks, git/GitHub
A2 Data Wrangling data wrangling, tabular data pandas, numpy
A3 Data Exploration data wrangling, EDA, dataviz pandas, matplotlib
A4 Data Privacy heterogeneous data, web scraping, pandas, requests,

integrating datasets, reidentification BeautifulSoup

A5 Data Analysis data cleaning, data wrangling, EDA, regression pandas, statsmodels, scipy, matplotlib
A6 Natural Language Processing text data, data wrangling, TF-IDF, NLP pandas, nltk, scikit-learn

NOTE: The main concepts, skills, and tools covered across the assignments for a single iteration of Data Science in Practice. EDA, Exploratory Data Analysis; TF-IDF, Term
Frequency-Inverse Document Frequency; NLP, Natural Language Processing; nltk, Natural Language Toolkit.
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Figure 1. Screenshots from an example Jupyter notebook from a mentored group data science project from the Data Science in Practice class (Chu et al. 2019). This group
analyzed publicly available crime data from the City of Los Angeles. Data were analyzed at the zip code level to examine how population, median home price, and streetlight

prevalence related to crime and arrest rates.

Table 3. Ethics and privacy considerations in data science projects.

Ethics and privacy

- Do you have permission to use this data/use it for this purpose?

— Are there privacy concerns regarding your datasets that you need to deal
with, and/or terms of use that you need to comply with?

- Are there potential biases in your dataset(s), in terms of who it composes,
how it was collected, and when it was collected that may be problematic in
terms of it allowing for equitable analysis? (For example, does your data
exclude particular populations, or is it likely to reflect particular human
biases in a way that could be a problem?)

— Are there any other issues related to your topic area, data, and/or analyses
that are potentially problematic in terms of data privacy and equitable
impact?

- How did you handle issues you identified?

of data analysis and to be aware of and responsive to the societal
impacts of data-driven work.

3.1. Fostering Data Literacy

Effective data science courses must aim to educate students to
answer the question “How can we use data to solve a given
problem?” Being able to productively treat data as a primary
candidate for answering a question or solving a problem requires

data literacy, by which we mean a learned ability of being able
to think with and about data. This data literacy develops as data
practitioners spend time engaged with real-world datasets and
their typical properties and limitations. This familiarity then
allows for data practitioners to develop a catalogue of strategies
and informed decision processes, or sometimes “best guesses,’
for how to navigate through the otherwise intractably large
space of choosing which data to use and which analyses apply.
Developing data literacy helps students learn intuition for
thinking about data properties, such as being able to anticipate
likely sources of noise and missing data, predicting likely distri-
butional properties of data, and given these properties, navigat-
ing which tools and analyses are likely to be most appropriate.
Data literacy, we believe, arises not only from technical skills and
knowledge, but is driven by actual experience with the mechan-
ics of working with real-world data. That belief motivates why
we prioritize teaching students the joys and frustrations of
the practice of data science. In this course, we emphasize and
develop data literacy through examples, tutorials, and assign-
ments, in which we ask students to consider, explore, check, and
visualize each dataset they work with. For example, for every
plot generated during an assignment, students have to explain
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their interpretation of that plot or answer a multiple choice ques-
tion to demonstrate understanding of the visualization and how
it relates to the dataset and question at hand. With consistent
practice and experience with a myriad of different visualizations
and types of data, students are then well-positioned to generate
and interpret plots on their own in their final projects.

3.2. Considering the Context of Data

A key component of data literacy is thinking critically about
data (Shields 2005; Carver et al. 2016; Wood et al. 2018), includ-
ing what technical and societal processes generate those data.
We must engage with our students and train them to think
about data—and data-driven approaches—from multiple per-
spectives, including discussing both intended and unintended
consequences of data-centric projects. This means, for example,
considering the people and processes involved in data genera-
tion and the scientific, social, and/or business implications of
using these data, and being aware of how to productively use
data to meet the goals of a research group or organization, while
acknowledging the stakeholders and affected parties from pur-
suing a data-driven project. That is, we consider it a necessary
and important aspect of data literacy to be aware of and to
consider not just the literal aspects of dealing with data, but to
be able to consider data in context—including where the data
comes from, what it means, and who it affects.

With these goals in mind, we explicitly and consistently dis-
cuss data science ethics (Mason and Patil 2015; Saltz, Dewar, and
Heckman 2018; Baumer et al. 2020), data privacy and anonymity
(Kramer, Guillory, and Hancock 2014; Bird et al. 2019; Raji
et al. 2020), and algorithmic fairness and bias (Buolamwini
2018; Buolamwini and Gebru 2018; Keyes, Hutson, and Durbin
2019). During the first week of class students are introduced
to multiple examples of ways in which data science can cause
harm and they are provided examples of each, including, but not
limited to, asking a poorly-posed question (Wu and Zhang 2017)
and failing to obtain informed consent (Kramer, Guillory, and
Hancock 2014). Ethics is revisited in lectures and assignments
throughout the course, and example datasets are chosen both to
demonstrate inclusive and diverse datasets and/or to explicitly
discuss limitations of the data and considerations, such as who
might be missing. Ultimately, by the time we teach machine
learning (toward the end of the term), students are able to
think deeply and critically about the possible concerns that
come along with data being used in machine learning and the
consequences of these analyses when discussing how predictive
algorithms affect our lives (Angwin et al. 2016; Keyes, Hutson,
and Durbin 2019).

After consistent discussion throughout lecture and assign-
ments, student understanding of the context of data is embodied
in students’ final projects. Project proposals and final reports
require a section on the ethical implications of their projects
(Table 3). For each dataset used, students must consider how
the data were obtained, from whom they were obtained, when
they were collected, how they should be analyzed, and what the
implications of the analyses are. Students’ initial proposals often
focus more specifically on topics of privacy, such as personally-
identifiable information or informed consent. Though impor-

tant, this is an incomplete consideration of the context of the
data they’re using, the possible consequences of their work, and
potential unintended consequences of their project. Students are
provided feedback to guide their thinking and edit their project
reports. Through this feedback, class discussions, and course
materials, students develop the ability to discuss the context
of data and the ethical implications of their work much more
deeply upon submission of their final report.

3.3. Integration of Heterogeneous Datasets

A necessary aspect of modern data science is learning how
to combine multiple, heterogeneous datasets (Wu et al. 2014;
Voytek 2016). Solving real problems with data means leveraging
data recorded across modalities that may consist, for example,
of free-form text, categorical data, continuous variables, and
temporal and/or spatial data. To be useful for a given project, all
data need to be integrated. Determining which data one needs
and how to effectively combine it is itself a creative process.
For example, a data scientist might be tasked with combining
(1) self-reported demographics and (2) social networking data
with (3) geolocated (4) freeform text generated at different (5)
timepoints. These five types of data are very different: categorical,
weighted graphs, geospatial, natural language, and temporal,
respectively. What is the appropriate way to aggregate and
synthesize these data? What are the benefits and caveats for,
say, aggregating geospatially versus temporally? Being able to
conceptualize how to carry out this integration is necessary
before any technical skills will be useful. Thus, students must
be taught first principles for integrating heterogeneous data
(Wickham 2014) and be given the opportunity to practice it,
which we embody in our course by demonstrating multiple data
modalities and tasking students with exploring how to combine
them (see Section 2.3).

3.4. Data Communication, Visualization, and Storytelling

Turning data into action requires effective communication
of the outcomes of complex, data-driven projects. Often the
process and results must be communicated to nontechnical
decision-makers. Students must therefore learn to present their
results effectively to both technical and nontechnical audiences.
When communicating results to any audience, data scientists
should leverage training from both graphic design principles
and storytelling elements. A data science course must teach
students not only the core principles for effective informa-
tion visualization (Tufte 1986; Wilkinson 1999; Cairo 2012;
Yau 2013; Knaflic 2015; Nolan and Perrett 2016) but also the
three critical storytelling principles: show, explain, and narrate
(Krzywinski and Cairo 2013). Creativity in presentation and
effective attention to design details further demonstrate the
creative underpinnings of the field of data science. This thinking
is also covered in explicit data communication lectures and
manifested in the final report, wherein students must consider
not only the analysis they’ve done and its implications but also
the effectiveness of their written communication, the clarity in
their story, and the careful design of their visualizations (see
Sections 2.2 and 2.3).



3.5. Data Science as Problem Solving

Collectively, we conceptualize data science as an endeavor of
creative problem solving. While data literacy includes a core
set of technical competencies, this is a bedrock from which
practitioners must be creative in deciding which questions to
pursue, and how. Data scientists must learn to think about
their data and its relation to the greater data ecosystem, and
evaluate not simply how to solve problems with data, but also
to evaluate the impacts of doing so. As data scientists craft
questions of interest, they learn to ask questions such as, “What
other publicly available datasets can I leverage to address my
questions of interest?” and learn how to seek out and incorporate
those datasets. Such datasets need to be integrated and be appro-
priately analyzed, interpreted, visualized, and communicated to
relevant parties. Altogether, these are necessary components for
creating practical, productive and context-aware data science
projects.

This kind of problem solving—of choosing questions,
designing strategies to answer them, contextualizing the results,
and using visualization and narrative to come to data driven
conclusions—also uses a skill set that is automation-resilient.
While the specific tasks, implementations, tools, and analyses
students develop through the coursework are liable to change
or become increasingly automated, creative problem solving is
a more resilient skill. While technical and analytical skills are
of course important and form a key part of the course content,
ultimately these skills must be in service to the overall ultimate
goals of data science—of answering questions and solving prob-
lems with data, and all that this entails. In our coursework, group
projects embody the problem solving aspect of data science,
requiring creativity and tenacity to go from an open-ended
project description to designing and then answering a data-
driven question (see Sections 2.2 and 2.3).

4. Prioritizing Practical Application

We take the position that teaching data science courses requires
instruction that not only embraces data science as a creative
process but also exposes students to the day-to-day tooling
and skills a working data scientist needs. Nolan and Temple
Lang summarized this point in their statement that “a lack of
computational reasoning skills makes it difficult for statisticians
to work in a team where others are computationally capable”
(Nolan and Temple Lang 2010). Taking this one step further,
in today’s world, computational skills are all but required for
success in data-centric and technical fields. Accordingly, courses
must use standard tools and demonstrate best practices in the
field. Students who take a practical data science course should
leave the course with (1) skills in a tool that is used by practi-
tioners, (2) the ability to learn a new tool, and (3) demonstrable
relevant work, such as a project, that showcases their capabilities
to potential employers.

4.1. Focusing on Data

Data science courses should be designed around the focal topic
of data, and not be replacements for statistics or programming
courses. In statistics courses, time constraints often limit the
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number of messy datasets students get to work with, and often
a course uses only idealized datasets. Similarly, in introduc-
tory programming courses, learning syntax and programming
principles fills the curriculum, limiting the ability to focus on
working with data. Before enrollment in Data Science in Prac-
tice, students have taken an introductory-level programming
class (usually Python), and the vast majority have taken at least
one introductory statistics course, making them well-positioned
to excel in a data science course where examples and analyses
leverage messy, real-world data. Pedagogical focus can then
be on understanding both the limitations and opportunities of
data-driven work and on technical expertise that is specific to
working with real data.

In our course, data practice is embodied in consistent use
of multiple, heterogeneous datasets. By having a solid compu-
tational and statistical framework, students have sufficient time
to both consider and discuss the context behind the data and
to wrangle the data from the raw format in which the data are
provided into the format needed for analysis—requirements of
every data scientist.

4.2. Prioritizing Relevant Tooling

Data scientists complete their work using a host of important
tools. We encourage careful consideration around the tooling
chosen for a given course prior to its first offering. The vast
majority of data science job postings require experience in
Python, R, SQL, or some combination thereof (Ruiz Junco
2017). In a similar vein, data scientists frequently carry out
and communicate computations in computational notebook
settings, such as Jupyter Notebooks (Kluyver et al. 2016) or R
Markdown documents from within RStudio (Xie, Allaire, and
Grolemund 2018; Allaire et al. 2019). This is also true within
academia, as research moves toward general, open-source tools
(Voytek 2017; Wilson et al. 2017; Wessel, Gorgolewski, and
Bellec 2019). We encourage that course design should prioritize
the use of these tools as students with experience in common
languages and tools are immediately more employable and more
competent at a variety of technical tasks.

We emphasize to students that they are not only learning
current tools, but also learning strategies to navigate resources
and future tools. We emphasize that learning this kind of nav-
igation is a common experience for experts as well—that part
of expertise is not necessarily just knowing the answer, but
rather, knowing how to find it. Data Science in Practice is
focused on data-centric programming—programming in which
the primary function is the management and manipulation of
data—using the Python programming language and ecosystem.
Course materials and projects are also managed on GitHub,
requiring students to gain fluency in version control. Students
also finish the course with their project as an example of their
work that demonstrates their knowledge of relevant tools.

4.3. Implementing Best Practices

To carry out the breadth of a data science project efficiently and
effectively, data scientists need to employ best practices. Best
practices for data science include project management, version
control, reproducibility, and data-centric programming, all of
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which should be required in data science courses. Following best
practices requires data scientists’ work to be reproducible, which
demands that given the data and code, a different analyst would
be able to arrive at the exact same conclusions as the original
analyst (Patil, Peng, and Leek 2016). This requires that data sci-
entists move beyond simply sharing their code to ensuring the
code is well-organized, documented, and tested (Taschuk and
Wilson 2017; Wilson et al. 2014, 2017). To facilitate this, data
scientists must demonstrate their ability to manage, organize,
and carry out a project. This includes, but is not limited to:
organizing the project’s file structure, storing the raw data in a
consistent manner, writing code that is well-documented and
understandable by other analysts, and testing and reviewing the
code and its outputs.

Project management in data science differs from how a com-
puter scientist manages a software development project, just
as code written to analyze a dataset differs from code writ-
ten during software development. Given these differences and
nuances specific to data science, explicit instruction in these
topics is essential. Students should be provided examples of data
science projects and given opportunities to practice managing
projects. Within projects, students must have opportunities to
write good and well-documented code that accomplishes their
analysis goals (Wilson et al. 2014, 2017). Throughout this entire
process, version control should be used to facilitate collabora-
tion with other students, code sharing, and portfolio generation
(Blischak, Davenport, and Wilson 2016; Cetinkaya-Rundel and
Ellison 2020).

In our course, best practices are demonstrated through-
out, exposing students to well-commented and clean code that
demonstrates best practices in data analysis. Students are given
the opportunity to write good code and carry out meaningful
analyses throughout their assignments and projects. The final
project encourages students to demonstrate project manage-
ment skills, using version control and collaborating with their
group mates, resulting in well-written and reproducible code to
answer their question of interest.

4.4. Debugging (or “Teaching How to Get Unstuck”)

Navigating real datasets, with a large set of possible tools and
analysis directions, is a massive space to explore. Data science
courses must teach students that a key to being a productive
programmer and data analyst is having strategies for debugging
issues when they arise. Key skills for the budding data scientist
include how to explore and debug both code and data issues,
and how to decide on a path forward when what to do next
is unclear. In terms of data analysis specifically, this requires
a set of problem solving skills to investigate data, algorithms,
and method assumptions to productively explore possibilities if
and when things are not working as expected. These skills—of
debugging and data problem solving—are core skills for the data
scientist, though they are not always explicitly taught as such.
We seek to explicitly instruct students on the data-centric
debugging strategies employed when analyzing data by running
sessions on debugging and how to proceed if one’s code is not
working. In these sessions, we emphasize strategies for data
exploration that can be used to audit data properties and explore

problems. Importantly, these should be emphasized as strategies
that should be employed whether or not there is an explicit
error present. This helps to promote robust data analysis that
is sensitive not only to egregious and obvious errors, but that
maximizes the chance of discovering silent but impactful errors.
This idea can also be embodied by showing students how to
answer a question, rather than simply offering an answer. For
example, when students ask how to accomplish a particular task,
we will often talk through our thought process while demon-
strating our search procedure for finding appropriate tools or
documentation, and recommend they take a similar approach.

4.5. Developing Collaborative Practices

Teaching practical tools and best practices for data science is
designed to give each student fluency with the concepts and
skills they will need for the future. However, it’s also important
to note that the practice of data science is rarely, if ever, an
individual endeavor. Whether in academia or industry, data-
driven projects typically require coordinated work across mul-
tiple individuals within technical teams, as well as interaction
and collaboration with interested parties and stakeholders. This
requires collaboration across teams in which people come from
different backgrounds and have varying skill sets and specialties.
Interdisciplinary teams are effective (Mangalindan 2014; Nelson
2014), but productively working within them is also a skill that
can and should be taught and practiced in data science courses.

Collaborative practice can be modeled with team-oriented
project work (see Sections 2.2 and 2.3), which has numerous,
well-documented pedagogical benefits (Williams, Beard, and
Rymer 1991). In contrast to assignments (which are necessarily
guided), mentored group work provides students flexibility in
thinking, requires creativity, and allows for self-directed work.
Projects allow students to work on a topic that they are par-
ticularly passionate about and to engage in problem solving
activities more similarly to how they may do so on the job
(Williams, Beard, and Rymer 1991). To promote interdisci-
plinary interaction, students can be encouraged to form groups
with classmates from varied backgrounds, and even to organize
group work according to individual specialties. In our courses,
students come from a variety of majors, which helps to promote
interdisciplinary work. For example, in a recent iteration with
self-selecting groups, 55% of groups had students from at least
three different majors, and only 8% consisted of students from
a single major. These team-oriented projects provide students
with the opportunity to share and develop their expertise with
each other and practice collaborative work.

5. Teaching Data Science at Scale

Scientific research is becoming increasingly dependent on
increasingly complex computations applied to increasingly
larger datasets (Lohr 2012; Peters 2012), while at the same time,
the growth of data-driven analytics in industry is also creating a
high demand for trained candidates (Markow et al. 2017). The
generality and broad interest in data science topics is creating
high demand, which, in turn, necessitates designing and teach-
ing large data science courses. These large enrollments make it



difficult to teach courses focused on creative problem solving
within the context of practical and applied problems. Course
designs that accomplish what we have described thus far would
most typically be small, project-based courses. When faced
with increasing enrollment, most common strategies for scaling
classes often veer toward rote learning and abstract, decon-
textualized practice. However, we consider such an approach
antithetical to effectively teaching data science.

The difficulty is how to scale the types of learning and
experience that we wish to offer, in the context of necessarily
large classes and limited resources for instructors and teaching
assistants, as is typical at public institutions such as our own.
Luckily, the same proliferation of computation and tools that
has prompted the rapid rise of data science has also enabled
advances in education technology and open-source resources
that offer possible solutions to this scaling problem. In this
section we will discuss tools and strategies we have employed
to offer productive and efficient hands-on instruction to large
classes with minimal teaching staff.

5.1. Computing Environments

Using cloud environments for students’ computation can assist
with scaling computation-based courses (Cetinkaya-Rundel
and Ellison 2020). Compared to other options, this solves or
avoids problems of getting software set up on individual or uni-
versity computers, such as: ensuring the same software environ-
ment across all users, releasing and collecting course materials
and assignments, and ensuring that all students have access to
equivalent computational resources. Recent iterations of our
course have used a JupyterHub instance (JupyterHub 2017)
administered and managed by the university IT department.
Institution-level resources, when available, likely offer the most
scalable option for courses at the level of hundreds of students,
though individual JupyterHub instances or similar can be set up
for smaller classes.

We do note that having students install and run software
locally is possible. In earlier iterations of the course, students
each installed software environments and did work on their
own computers. This is manageable if students have computers
available and clear instructions are provided. In our case, we
required the use of the Anaconda distribution of Python, with
no extra dependencies, and provided detailed instructions for
and help with installation. Using local installs has the added
benefit that it ensures students can run software on their own
system, not being limited to external systems, such that they may
be more able to continue independent work after access to the
cloud resource is lost.

5.2. Course Organization

There are several general practices in higher education that
assist in scaling courses. In lectures, we employ existing tools
and strategies, such as using clickers to poll students with check-
in and peer-instruction questions (Porter et al. 2016). Lectures
often feature live demos (Rubin 2013) and tools such as Google
Forms can be used to collect responses, such that students can
experience and explore issues related to data collection (i.e.,
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free-form text entry vs. multiple choice selection). To further
foster active learning, polls, demonstrations, discussions, and
other strategies that increase interaction can help to increase
engagement in course material, even with large class sizes (Free-
man et al. 2014; Prince 2004).

With limited time available from instructors, optimizing this
time to prioritize productive interactions with students is key.
With ample materials, recorded lectures, easy access to infor-
mation, and numerous examples and links to external resources
all clearly organized and available through the materials hosted
on the GitHub organization, the goal is that the most common
questions and use cases can be answered through interactions
with the course materials. Lab sections, as well as office hours,
which are run as open-work time in computer labs, offer time
for more detailed questions and direct feedback from the course
staff. Messaging boards can be used to minimize E-mail load and
allow students to see and answer each other’s questions. We also
make sure to promote data science as a collaborative endeavor
and encourage students to assist each other with learning con-
cepts, working on code implementations, and with project work.

A benefit of teaching data science as it emerges as a massively
popular topic is that many other educators, institutions, and
organizations are currently involved in creating and promoting
materials, many of which are freely available. This provides
many available resources for instructors to draw from, and to
direct students toward, which can often offload the creation of
new materials from course staff. Throughout the course, we aim
to direct students on how to become proficient navigators of the
data science environment. This strategy helps to teach students
the “map” of what is available and helps to empower them to
be more self-sufficient learners. For example, packages such as
pandas (McKinney 2010) have entire ecosystems of materials,
much beyond what we can cover in a small number of lectures,
and so we consistently remind students to search for additional
materials and descriptions of additional functionality that may
be useful as they encounter new questions and problems, for
example in their projects. This promotes better strategies for
dealing with problems, reducing the need for instructor inter-
vention, and developing strategies so students can continue to
learn after finishing the course.

5.3. Scaling Course-Work

In courses with hundreds of students, having multiple indi-
vidual assignments quickly generates thousands of completed
assignments per term, at an intractable scale for manual grad-
ing. There are existing tools that serve as automated grading
systems, for example the nbgrader tool for Jupyter note-
books (Project Jupyter et al. 2019). This system allows instruc-
tors to write computation-based, data-centric, guided assign-
ments, with accompanying prewritten test code that checks each
student’s answers against specified criteria and awards points
accordingly.

Designing and building stable and productive assignments is
a challenging and time-consuming task, with some limitations.
Each question has to be preformulated in a way that specific
test cases can be written out ahead of time. This format does
not lend itself to asking students to design and implement their
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own analyses, but is instead focused on prompting students to
use and work through standard approaches and provide practice
with necessary skills. Care does need to be taken to fully describe
questions, and code tests, as autograded questions are only as
good as the prewritten test code that grades them. The benefit,
once an investment has been made to develop well-formed
assignments, is that they can scale to develop procedural skills
and offer practice for large numbers of students, and automated
feedback can be used to address common misinterpretations.

5.4. Scaling Project Work

Perhaps the most challenging aspect of scaling course designs to
teach practical, hands-on data science lies in the implementa-
tion of group projects. In our courses, there is no single element
that makes this work, but we have found that many coordinated
strategies throughout the course can make this possible. In
part, this stems from organization throughout the course to
use demonstrations, examples, and hands-on practice so that
students become more independent and develop strategies for
navigating problems as they arise. Using computational tools
and automation assists in the practical aspects of managing large
numbers of projects. After receiving their proposals, automated
scripts are used to generate project repositories for each group
on GitHub, with students subsequently being required to coor-
dinate their project using git. As well as serving as practice for
group work using a version control system, this approach means
that course staff have access to their materials, making it easier
for students to ask questions and get feedback remotely.

By making all assignments autograded, we can heavily prior-
itize dedicated instructor time to project work. Because of the
personalized nature of the projects, they are the only manually-
graded aspect of the course. Course staff allocate significant time
to project-related feedback and grading, with a priority given to
providing explicit feedback on project proposals. Organization
and best practices for pedagogy also assist with scaling courses
efficiently and equitably. Grading rubrics are used to assist in
ensuring consistency across staff members. Projects are explic-
itly collaborative, and we work throughout the term to foster a
collaborative environment by establishing ground rules for an
inclusive classroom. We encourage students to help each other
with project work, run open group office hours, and frequently
dedicate lecture time to meaningful interaction between the
instructors and students, rather than constant lecture. Though
still challenging, by setting priorities and allocating time accord-
ingly, project work can be scaled to large courses.

6. Discussion and Conclusion

Nolan and Temple Lang’s Computing in the Statistics Curricula
(Nolan and Temple Lang 2010) insightfully called for a revamp-
ing of statistics education to require and embrace computing,
strengthening its ties to computational reasoning and literacy,
and prioritizing the use of data. In this work, we have continued
this discussion of teaching practical problem solving with data.
In the context of modern data science, this education must
be accessible to all and seek to contextualize and address the
impacts of data, teaching how to think both critically and cre-

atively, while prioritizing generalizable skills in the face of an
ever-changing field. To accomplish this we set out three ped-
agogical goals. First, to teach data science as creative problem
solving, providing students with skills that require critical think-
ing and that are automation-resistant. Second, to design content
and materials around practical application, requiring students
to use relevant tooling and best practices in the field. Finally, to
scale courses to ensure that this education can meet demand and
be accomplished in large-enrollment courses through the use of
individual assignments, group projects, and educational tooling.

As an example, we introduced our course, Data Science in
Practice, in which we are educating hundreds of undergraduates
each year in data science with limited instructional staff. Despite
the large numbers, we aim to ensure that every student is able
to learn, practice, and demonstrate practical skills such as data
literacy, data intuition, creativity, and problem solving, as well
as contextual understanding of their work. Throughout this
course, we ask students to become familiar and comfortable with
developing questions and then answering them with data, while
acknowledging the limitations and impacts of their work.

In working toward these goals, we note there are a number
of limitations left unaddressed thus far. From a course design
perspective, group work necessarily leaves some students doing
and learning more than others. We do our best to mitigate this,
soliciting feedback at the end of the quarter from all students
about their group work experience, adjusting grades as needed.
Similarly, to focus on hands-on work, we do not have exams in
this course. This allows some students to fall behind on course
material, limiting their knowledge for the final project. We've
recently included weekly quizzes that contribute to a small por-
tion of students’ final grades to mitigate this. Each student also
receives submission-specific feedback on their assignments and
each group receives group-specific feedback on their projects.
Finally, students have the opportunity to gain more individual-
ized attention in labs and instructional staff office hours to help
ensure that no student falls behind.

The growth of data science is going to continue, and, as
educators, we must work to meet the growing demand and
develop education that scales. In doing so, we envision data
science moving in the direction of creative problem solving,
where students need to be trained not only to be statistically
sound, computationally competent, and data literate but also
to develop the data skills, intuition, and creativity that will
help them to be continuously successful. As educators, we must
acknowledge the power and opportunity, but also the jeopardy,
that stems from the multi-disciplinary endeavor of working with
data. We must work accordingly to provide our students with
effective pedagogy to guide them to become the careful and
capable practitioners of data science that we need.
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