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Introduction 

Imaging represents one of the most significant and 
widely used methods of conveying information in 
scientific settings and society more broadly, due to the 
inherent human ability to quickly process spatial 
information. Traditionally an optical technique, an 
increasing number of applications, such as aerial imaging 
through clouds and fog [1], medical and through-the wall 
imaging [2, 3], and contraband detection [4, 5], require 
imaging through materials that are opaque to optical and 
infrared wavelengths. The microwave (3-30 GHz) and 
millimeter-wave (30-300 GHz) bands of the 
electromagnetic spectrum are particularly well suited to 
these applications due to their ability to propagate through 
materials, obscurants, and even some building wall 
materials with minimal attenuation [5]. Many approaches 
are based on passive sensing of thermally-generated 
signals, which can be implemented with sparse array 
apertures in a staring configuration that does not require 
electrical or mechanical scanning; however, thermal 
radiation at microwave and millimeter-wave frequencies 
is extremely low in power, necessitating costly high-
sensitivity hardware [5, 6]. Active imaging systems can 
achieve increased sensitivity by illuminating the scene 
and capturing the scattered signals. However, such 
systems typically require some form of scanning by either 
physically moving the aperture, which can lead to long 
data acquisition time, or electrical scanning using phased 
antenna arrays, which can require a large number of active 
components. In this article we review a recently 
developed imaging technique that combines beneficial 
aspects of both passive and active imaging approaches 
call active incoherent millimeter-wave (AIM) imaging. 
This technique illuminates the scene with noise signals 
mimicking the properties of thermal radiation, enabling 
the use of a sparse receiving array and imaging in a staring 
format, without scanning. Because the scene is actively 

illuminated, significantly higher received signal power is 
captured than in passive systems, thereby enabling the use 
of low-cost hardware. 

 Initially, methods for generating radio-frequency 
(RF) images focused on mechanically-scanned systems 
that used large reflector antennas on motorized gimbals. 
In such systems the imaging process can be lengthy, the 
size is often too large for reasonable portability, and the 
power requirements of the motors tend to be large. 
Holographic imaging systems have the drawback of long 
data acquisition times [7]. Synthetic Aperture Radar 
(SAR) has long been used for remote imagery of the 
ground or individual objects [8], however, the necessity 
of scanning an individual platform or antenna over a long 
baseline to synthesize a larger aperture inherently negates 
the ability to form images rapidly, and images can be 
corrupted by moving objects or changing scenes. Phased 
antenna arrays provide a number of benefits over 
mechanically-scanned systems due to their inherent 
flexibility and the fact that they can be implemented in 
planar form, easing size and weight concerns [9]. And 
although electronic beam steering can be accomplished 
more quickly than mechanical steering, it is challenging 
and costly to develop millimeter-wave phased arrays 
achieving fine angular resolution due to the large number 
of elements involved, the small element spacing, and heat 
dissipation requirements. 

 Coherent computational imaging approaches 
provide one answer to the need for staring millimeter-
wave imaging. By leveraging coded apertures that 
illuminate the scene with a pseudo-random radiation 
pattern, staring image reconstruction with shorter data 
acquisition time and fewer antenna elements than 
traditional phased arrays has been demonstrated [10, 11]. 
The common shortcomings of computational microwave 
imaging are the long image reconstruction times due to 
the heavy computational loads and the need for precise 
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knowledge of the transmit illumination at every point in 
space and every instance in time. A less common staring 
imaging approach that inspired our work is passive 
interferometric millimeter-wave imaging [12, 13]. First 
developed in radio astronomy [14], interferometric 
imaging uses sparse antenna arrays to capture thermally 
generated electromagnetic radiation of astronomical 
sources. More recently the technique has been used in 
security sensing by capturing thermal radiation [6]. 
Interferometric antenna arrays are sparse compared to 
traditional phased arrays, leading to lower hardware 
implementation concerns, and interferometric image 
reconstruction algorithms are based on fast Fourier 
transforms which generally have low computational 
complexity. Additionally, there is no one-to-one 
correspondence between pixels and antennas, which is the 
case in focal plane arrays that are a more common 
starting-type imager. In interferometric imaging, each 
element is simultaneously capturing information 
associated with the entire image, which makes the system 
tolerant to element failures. Nonetheless, because passive 
millimeter-wave imaging systems capture the thermally 
generated electromagnetic radiation, which is on the order 
of femtowatts [5], they require very highly sensitive 
receivers. The sensitivity 𝛥𝑇 of a radiometric receiver 
measuring thermal radiation is inversely proportional to 
the square root of system bandwidth 𝐵 and integration 
time 𝜏 by 𝛥𝑇 ∝

1

√𝐵𝜏
 [5,15].  Passive systems thus 

necessitate receivers with high bandwidths and long 
integration times, as well as amplifiers with gain on the 
order of 100 dB or greater, leading to high system cost. 
However, since the radiation is noise-like, passive 
imagers can leverage the Van Cittert-Zernike theorem 
[14, 16], which indicates that noise-like signals that are 
spatially and temporally incoherent and are captured by 
interferometric apertures can be used to reconstruct 
images of the scene, provided that a sufficient number of 
interferometric baselines are utilized. The spatio-temporal 
incoherence requirement means that each point in space 
should act like an independent noise-like radiator as a 
function of time. These systems capture information in 
the spatial frequency domain, and through inverse Fourier 
transform (IFT), reconstruct the spatial image. The result 
is that passive systems can be implemented with 
significantly fewer array elements than active imagers, 
often an order of magnitude less. But since this approach 
requires spatial and temporal incoherence, active 
illumination from coherent sources, as are typically used 
in active imaging systems, is not compatible.    

AIM imaging is a new form of computational 
millimeter-wave imaging that retains the benefits of 
interferometric imaging without the need for highly-
sensitive and overly expensive receivers with wide 
bandwidth and long integration time. This is achieved by 
actively illuminating the scene using multiple noise 
transmitters and mimicking the properties of thermal 
radiation, yielding a much higher signal-to-noise ratio 
(SNR) than passive systems. As a result, both integration 
time and bandwidth are at least an order of magnitude 
smaller than passive millimeter-wave imaging [17]. With 
this method, scanning through physical or electronic 
means, as in SAR and raster scanning techniques, is not 
required. Because AIM imaging samples information in 
the spatial frequency domain, the technique operates in 
snapshot mode, meaning that no beamscanning is 
required, as is the case with phased arrays. Furthermore, 
interferometric arrays use significantly less antenna 
elements and hardware than phased arrays which leads to 
significantly lower system cost [18]. Compared to 
computational imaging techniques which typically solve 
an inverse problem and require accurate knowledge of the 
illumination, AIM imaging is based on matrix 
multiplications and fast Fourier processing which are 
significantly faster than matrix inversions and iterative 
algorithms. Additionally, this approach is different than 
coherent noise radar [19] because no synchronization is 
needed between transmitters and receivers. Unlike 
coherent computational imaging, no exact knowledge of 
the transmit radiation is required, as long as it satisfies the 
requirement of spatial and temporal incoherence. This 
leads to additional freedom in system design and makes 
possible the use of commercial hardware without accurate 
calibration. In the following, we review AIM imaging 
theory and present two proof-of-concept imaging 
systems, a synthesized array at 5.85 GHz and a static two-
dimensional sparse array at 40 GHz. We present 
experimental results of reflecting targets generated from 
received waveforms of 10 μs, demonstrating the ability to 
form images quickly. 

 

Interferometric Fourier Imaging 
Spatial frequency sampling was developed in 

radio astronomy to synthesize large antenna apertures 
using a small number of physical elements [14, 20]. The 
concept is based on the fact that any two-dimensional 
image can be decomposed into a summation of signals 
corresponding to different spatial frequencies (Fig. 1), in 
the same way that a voltage waveform in the time domain 
can be represented by a summation of sinusoidal signals 



of different frequencies. Each spatial frequency is defined 
in terms of a number of cycles per radian and a direction 
which can be measured by a pair of antennas separated by 
a large number of wavelengths. The outputs of each 
antenna pair are cross-correlated, yielding a sample of the 
visibility, the basic quantity measured by interferometric 
imaging systems. The image visibility is related to the 
image via a Fourier transform, which follows from the 
Van Cittert-Zernike theorem [14, 16]. The theorem states 
that if the radiation emanating from the scene is spatio-
temporally incoherent and enough spatial frequencies are 
measured such that the visibility is adequately sampled, 
the image can be reconstructed through an IFT. 

The image formation process is described in Fig. 
2. The spatial sampling function of a given antenna array 
configuration is determined by the baselines, given by the 
antenna separations, in the array, and is a function of the 
two spatial frequency dimensions u, v which are measured 
in cycles per radian. Wide antenna baselines map to high 
spatial frequencies (those towards the edges of the 

sampling function) and narrow baselines map to low 
spatial frequencies (towards the center of the sampling 
function); individual antenna responses represent a spatial 
frequency of zero cycles per radian, or a dc response. The 
scene to be imaged can be viewed in terms of its spatial 
frequency content by calculating its two-dimensional 
Fourier transform, which is its visibility V(u,v). Lower 
spatial frequencies in the visibility generally correspond 
to intensities and widely distributed information in the 
image, whereas high spatial frequencies capture 
information such as edges and other sharp features in the 
image. The information captured by the interferometric 
array is the product of the scene visibility and the 
sampling function, called the sampled visibility, which is 
then processed through an IFT to generate a reconstructed 
image of the scene. 

The information represented in the sampled 
visibility directly impacts the quality of the reconstructed 
image. In applications where shape recognition is 
important, it is desirable to capture a large number of high 

Fig. 2.  A two-dimensional image can be decomposed into a summation of spatially varying signals, each 
corresponding to a different spatial frequency [21]. 

Fig. 1.  Interferometric image reconstruction overview. The image is reconstructed by taking the 
IFT of the sampled scene visibility V(u,v), the latter being the scene information in the spatial-
frequency domain. The sampled visibility is the product of the scene visibility and the sampling 
function, which is the set of spatial frequencies measured by the array [18]. 



spatial frequency samples, which represent the edge 
information provided by wide antenna baselines. If 
intensities are of greater interest, low spatial frequencies 
are needed provided by narrow antenna baselines [22]. 
The receiving array can thus be designed appropriately to 
capture the desired level of information while minimizing 
the number of elements used in the array [23].  

 

Interferometry Combined with Noise Radar 
Implicit in the image formation process above is 

the assumption that the signal emanating from the scene 
is temporally and spatially incoherent; the Van Cittert-
Zernike theorem is valid only in this case. While spatial 
frequency sampling has been investigated for applications 
such as security imaging [6, 12, 24, 25], these systems are 
passive and collect thermally-generated radiation from 
the scene. Such radiation is driven by random thermally-
induced fluctuations in materials and is inherently spatio-
temporally incoherent, making Fourier-domain imaging 
possible. However, at millimeter-wave frequencies, this 
radiation is extremely low in power, often on the order of 
femtowatts, necessitating the use of extremely high gain 
receivers with wide bandwidths and long integration 
times to achieve the necessary sensitivity to form a 
reasonable image. Such constraints limit the utility of 
these systems to generate images quickly with low system 
cost.  

To overcome this sensitivity limitation, we have 
combined noise radar techniques [26] with 
interferometric imaging in the AIM approach. By 
transmitting a signal, the system sensitivity can be much 
lower than a passive system’s, alleviating the need for 
high-gain and wideband receivers. However, the radiation 
scattered off the scene must still conform to the 
requirements of spatio-temporal incoherence such that the 
Van Cittert-Zernike theorem is still valid. Thus, for an 
active spatial frequency sampling system, it is necessary 
to transmit a signal that is temporally incoherent within 
the sampling interval and that is spatially incoherent 
within the resolution of the receiving array. To ensure that 
the required spatio-temporal incoherence is satisfied, we 
actively transmit noise signals towards the scene of 
interest. With multiple noise transmitters separated by a 
baseline equal to or larger than the receiving array, 
sufficient spatio-temporal incoherence can be imparted on 
the reflected radiation to enable Fourier image 
reconstruction.  

 
Fig. 3.  Two elements of an interferometric array, forming 
a correlation interferometer, observing two radiating 
sources [18].  

 

A given antenna pair in the interferometric 
receiving array collects and cross-correlates the signals 
scattered off the scene. For an antenna pair observing two 
point sources as shown in Fig. 3, the voltage outputs on 
the two receivers can be given by 

𝑉1 = 𝑠1𝐴 +𝑠1𝐵 +  𝑛1 

𝑉2 = 𝑠2𝐴 +𝑠2𝐵 +  𝑛2 

where 𝑠𝑖𝐴 and 𝑠𝑖𝐵 are the responses of the ith element due 
to the point sources A and B, respectively, and 𝑛𝑖 is the 
uncorrelated noise received by the ith element. The output 
voltage of the correlation interferometer can be written as  

𝑉𝑜𝑢𝑡 = ⟨𝑉1𝑉2⟩ = ⟨𝑠1𝐴𝑠2𝐴⟩ + ⟨𝑠1𝐵𝑠2𝐵⟩ + ⟨𝑠1𝐴𝑠2𝐵⟩ + 
⟨𝑠1𝐵𝑠2𝐴⟩ 

where the angled brackets ⟨∙⟩ indicate time-averaging,  
⟨𝑠1𝐴𝑠2𝐴⟩  and ⟨𝑠1𝐵𝑠2𝐵⟩ represent the common parts from 
the two point sources, and ⟨𝑠1𝐴𝑠2𝐵⟩, ⟨𝑠1𝐵𝑠2𝐴⟩ represent 
cross-product terms that have no actual image 
information and act as artifacts to the spatial frequency 
samples that the interferometric array collects. Using a 
traditional coherent transmission from a single antenna to 
illuminate the two point sources will result in 
considerable correlation between their responses, and as a 
result the cross-product terms will be comparable with the 
self-terms, which represent the actual information, 
causing the interferometric image reconstruction to be 
unsuccessful. However, using the radiation from 
independent multiple noise transmitters superimposing in 



the spatial domain, can make the two point responses 
sufficiently independent with each other. As a result, the 
cross-product terms will be much smaller than the self-
terms, and the output voltage of the correlation 
interferometer can be approximated as 

𝑉𝑜𝑢𝑡 = ⟨𝑉1𝑉2⟩  ≈ ⟨𝑠1𝐴𝑠2𝐴⟩ + ⟨𝑠1𝐵𝑠2𝐵⟩. 

The AIM concept with noise illumination can be 
seen in Fig. 4. A sparse receive array is combined with a 
small set of noise transmitters placed at baselines equal to 
or greater than the maximum baseline in the receiving 
array. The three noise signals are temporally incoherent, 
thus their superposition at a given point in space will be 
diverse from adjacent points in space. Fig. 4 shows the 
signal intensity at various points in time (or range, 
equivalently) where three noise signals constructively and 

destructively interfere in the azimuth and elevation 
planes, resulting in a radiation field incident on the scene 
that is both temporally and spatially incoherent. The 
receiving array can then process the scattered radiation by 
pair-wise cross-correlations, with the uncorrelated cross 
terms minimized, leaving the terms associated with the 
scene visibility. We note that the superposition of 
multiple communications signals can also produce a 
sufficiently incoherent radiation field to support the 
image reconstruction process [27]. 

Simulated AIM Imaging Process in One Dimension 
We illustrate the AIM imaging approach through 

a simple one-dimensional simulation in this section. We 
model the imaging performance of a simple one-
dimensional scene using a non-uniform linear array of 30 
elements, each element both transmitting noise and 
receiving the backscattered signals from the scene. The 
image reconstruction is a function of the azimuth angle 𝜃 
in the same plane in which the linear array resides. 
Broadside to the array corresponds to 𝜃=0 rad, while 
endfire corresponds to 𝜃=±

𝜋

2
 rad. The spacing between 

adjacent elements was randomized to be up to 30 
wavelengths. The array in this example consists of 30 
elements spaced over a total of about 125 wavelengths. 
Compared to a typical array on a half-wavelength grid, 
this array represents an 88% reduction in necessary 
antenna elements to achieve the same spatial resolution. 
Fig. 5 (a) shows the element locations. In Fig. 5 (b) the 
radiation pattern is shown over space and a time duration 
of 1 μs with the signals varying at a period of 10 ns. The 
broadening of the signal near the edges of the radiation 
pattern is due to the decreasing projected baseline at wide 
angles. The resulting spatio-temporal radiation is 
evidently random in nature, however to better assess the 
coherence of the radiated field, the two-dimensional 
autocorrelation was calculated across time and angle, 
shown in Fig. 5 (c). A radiation field that is perfectly 
spatio-temporally incoherent would result in a 2D 
autocorrelation response that consists of a delta function 
at the center; the resulting response has a strong peak at 
the center, and is low otherwise, indicating a strong 
spatio-temporal incoherence. It is important that the field 
be spatially incoherent between resolution bins, and 
temporally incoherent between time bins for the Fourier 
imaging process to produce reliable images.  

 

Fig. 4.  Interferometric T-shaped receive array 
(rectangular patches), combined with three noise 
transmitters (represented by the circles with crosses 
transmitting a random signal, and the Zener diodes 
represent the actual noise generating circuit). The two 
frames travelling in space, along the time axis, represent 
the spatio-temporal random field transmitted from the 
noise transmitters, and is product of their random 
superposition in space. Yellow color represents high 
intensity, while blue represent low intensity. The 
horizontal and vertical axes represent the directional 
cosines for the azimuth and elevation planes. 



 
(a) 

 
(b) 

 
(c) 

Fig. 5.  (a) Randomly placed 30-element array. (b) Spatio-
temporal transmit pattern with random noise generators at 
each element. (c) Two-dimensional autocorrelation of the 
transmit pattern demonstrating good spatial and temporal 
incoherence. 
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(e) 
Fig. 6.  (a) Sampling function of the random array. (b) 
Example scene to be imaged. (c) Spatio-temporal 
visibility of the example scene. (d) Sampled visibility 
(product of the sampling function and the scene 
visibility), which despite sampling is very close to the real 
visibility. (e) Reconstructed image from the 30-element 
random array, with a root-mean-square error of 3.4% 
from the original image 



 

The antenna locations define a spatial frequency 
sampling function given by the different antenna 
separations. The sampling function for the 1D array is 
shown in Fig. 6 (a). An example one-dimensional scene 
is shown in Fig. 6 (b), and its corresponding visibility 
over normalized spatial frequency space (u) and time is 
shown in Fig. 6 (c); it can be seen that the majority of the 
information is contained at low spatial frequencies (where 
u ~ 0), however the higher spatial frequencies contain the 
information needed for spatial resolution. The sampled 
visibility is the product of the scene visibility and the 
sampling function, which is shown in Fig. 6 (d). Almost 
all of the low spatial frequency content has been retained; 
while the high spatial frequency content is reduced, there 
is less information at these frequencies, indicated by the 
lower amplitude, and thus does not contribute as much to 
the image reconstruction. It is clear that appropriate 
design of the sampling function is critical to successfully 
reconstruct images and capture a large amount of the 
image spatial frequency information. Fig. 6 (e) shows the 
reconstructed image which is integrated over the length of 
the time duration. The scene reconstruction matches well 
with the original scene with only 3.4% root-mean-square 
error, despite the fact that the element locations were 
chosen randomly and the array contained only 12% of the 
elements of a filled aperture. 

 
 

5.85-GHz Experimental AIM Measurements 

Experimental validation of the AIM imaging approach 
was conducted at two frequency bands to demonstrate the 
feasibility of imaging simple scenes. The first system was 
a two-dimensional experimental imaging system using 
three transmitters emitting noise signals centered at 5.85 
GHz, and two receivers were sequentially moved to 
synthesize an inverse T-array. The transmitter locations 
were not moved, while the receive antennas were 
sequentially moved to the locations in an inverted T-
array. Because AIM imaging works by cross-correlating 
the collected signals pair-wise, it is possible to synthesize 
a larger array by sequentially collecting signals in pairs 
and moving the elements to cover all baselines desired in 
the full array. The 5.85 GHz experimental configuration 
that can be seen in Fig. 7 (a). The block diagram can of 
the experimental configuration can be seen in Fig. 7 (b).  

 

 

 
(a) 

 
(b) 

Fig. 7. (a) Experimental configuration for the 5.85 GHz 
experimental measurements, (b) block diagram of the 
experimental imaging system [17].  

The noise signals were generated using a 
Keysight M8190 Arbitrary Waveform Generator. The 
noise was generated at a carrier frequency of 5.85 GHz 
with approximately 1 GHz of bandwidth to achieve a flat 
frequency response at a receive bandwidth of 25 MHz, 
and because only two independent outputs are available 
on the M8190, one of the outputs was split into two using 
a wideband splitter to generate two noise signals. One 
output of the splitter was connected to one transmitter, 
while the other output was connected to the second 
transmitter through a 7.6 m cable. This additional delay 
ensured that the transmitted signals were temporally 
uncorrelated when the signals were incident on the scene. 
An additional 9 dB gain amplifier with a 1 dB 
compression point of 19 dBm was used to overcome the 
losses from the splitter and the 7.6 m cable. The three 
transmit noise signals had a maximum power of 0 dBm 



and were connected to 20 dBi standard-gain horn 
antennas. 

The receiver consisted of two wideband horn 
antennas with approximately 10 dBi gain at 5.85 GHz. 
The synthesized array was an inverse T-array with 39 total 
element locations, synthesized by moving the two 
receiving antennas on a metal rack; no redundant 
baselines were collected. By moving one in the horizontal 
and the other in the vertical direction, the T-array was 
synthesized with a maximum spacing of 15λ in the 
horizontal axis and 8λ in the vertical axis, in 0.5λ 
increments. The narrow baselines of less than 2λ were 
omitted due to the physical dimensions of the horn 
antennas that were used. The two received signals were 
amplified with 20 dB low-noise amplifiers (LNAs) and 
downconverted to baseband using quadrature mixers with 
a 5.85 GHz local oscillator (LO). The four signals (I and 
Q for each of the two antennas) were then captured using 
a 20 GHz Keysight MSOX92004A oscilloscope in high-
resolution mode. The collected signals were processed 
offline in MATLAB. The received signals were first low-
pass filtered to a bandwidth of 25 MHz, the DC bias was 
removed by subtracting the average, and cross-correlation 
was applied to each antenna pair. The total integration 
time was 10 μs. The utilized bandwidth and integration 
time are both significantly lower than those typically 
required in passive interferometric imaging, where 
bandwidths up to multiple GHz and integration times 
beyond 1 s are not uncommon [17]. Thus, the use of active 
transmission enables faster imaging with far less costly 
hardware than passive systems. 

Experimental image reconstruction of two metal 
spheres, one 18 cm in radius and one 12 cm in radius, is 
shown in Fig. 8 (a). The two spheres were spaced 60 cm 
apart on a pedestal in a 7.6 m semi-anechoic arch range, 
with microwave absorber placed behind the spheres. 
Their azimuth angle was ±0.05 rad. The semi-anechoic 
arch range was smaller than the Rayleigh distance of the 
receiving aperture, and the targets were not located in the 
far-field, however, because they are located near 
broadside the phase errors are minimal compare to the far-
field approximation [6, 28]. Fig. 8 (b) shows the 
reconstructed spheres, after applying Gaussian smoothing 
on the reconstructed image. The left response clearly 
indicates the larger sphere and the lower-intensity 
response on the right indicates the smaller sphere.  

 

 

 
(a) 

 
(b) 

Fig. 8.  (a) Optical image of the two reflecting spheres, 
(b) 5.85 GHz image reconstruction of the two spheres 
[17]. 

 

40 GHz Experimental AIM Measurements 

Image resolution is dependent on the electrical 
size of the receiving array. While the 5.85 GHz images 
demonstrate the feasibility of the AIM approach, 
achieving better resolution necessitates an electrically 
larger aperture. We implemented the technique at 
millimeter-wave in two different systems. The first 
approach synthesized the receiving array in the same 
manner as the 5.85 GHz system by sequentially moving 
two receive antennas to the locations desired in a larger 
array. In the second approach we built a 16-element two-
dimensional array that captures the signals 
simultaneously. 

For an initial investigation at millimeter-wave 
frequencies, two spherical targets were used as the two-
dimensional scene, in the same fashion as the previous 
section. The schematic of the experimental configuration 
can be seen in Fig. 9. The transmitters were three 0.2-
2000 MHz low-cost baseband noise sources. For a flatter 



frequency response, a high pass filter with a cutoff 
frequency of 20 MHz was applied to each noise source 
before being amplified by a low-cost baseband amplifier 
of 30 dB gain and subsequently fed to the IF port of each 
upconverter. Three GaAs MMIC I/Q upconverters 
(Analog Devices HMC6787ALC5A), integrated with a 
frequency doubler for the LO and a conversion gain of 10 
dB, were used to mix the noise response from baseband 
to 40 GHz using an LO of 20 GHz. The 40 GHz noise 
signals were then boosted by three 40 GHz power 
amplifiers, achieving approximately -10 dBm of noise 
power at 40 GHz with a bandwidth of approximately 1 
GHz. Each transmitter was connected to a 10 dBi Ka-band 
horn antenna. 

 

 

 
Fig. 9.  The schematic of the experimental configuration 
for the synthesized millimeter-wave measurements. The 
transmitters consist of three noise sources upconverted to 
40 GHz (only one shown in the figure), while the 
receivers consist of two elements which downconvert the 
received noise signal to baseband and captured using an 
oscilloscope [29].  

 

For the receivers, the reflected noise was received 
by two 15 dBi horn antennas and amplified with 23 dB 
gain LNAs before downconverted to baseband using 37-
44 GHz GaAs MMIC I/Q downconverters with a 3.5 dB 
noise figure. All the components were fixed into an 
aluminium rack with 3-D printed holding structures. The 
downconverted baseband signals were captured and 

digitized using the 20 GHz Keysight MSOX92004A 
oscilloscope in high-resolution mode and processed 
offline in MATLAB. The receivers were sequentially 
moved to form an inverse T-array that had a maximum 
horizontal and vertical dimension of 66λ and 46λ, 
respectively. 

 

 
(a) 

 
(b) 

Fig. 10.  (a) The two reflective spherical targets placed in 
the semi-closed anechoic chamber used for the 
synthesized millimeter-wave measurements. (b) 
Experimental image reconstructed intensity from the two 
reflective spherical targets [29].  

 The experimental configuration with the two 
reflective spheres (a) and the reconstructed image (b) can 
be seen in Fig. 10. A Gaussian filter was applied to 
smooth the image. The resulting image clearly shows 
improved resolution compared to the 5.85 GHz system, 



and accurately reconstructs the relative intensities and 
positions of the two targets. 

After the synthesized 40 GHz imaging 
experiments, we constructed a 16-element, 37 GHz T-
shaped array to form images with a static two-
dimensional array. The array is shown in Fig. 11 (a), with 
the same three noise transmitters used in the synthesized 
40 GHz imaging system. In this case, the reflected noise 
signals were collected by an array of 16 antipodal Vivaldi 
antennas that were fabricated in-house. The collected 
signals were amplified using the same type of LNAs and 
downconverters as in the synthesized 40 GHz array. The 
32 quadrature responses (16 channels I and Q) were 
captured using two Alazartech ATS9416 16-channel, 100 
MS/s waveform digitizers connected to the PCIe slots of 
a desktop computer. The signal processing again took 
place in MATLAB. We tested the static array using two 
corner reflectors as shown in Fig. 11 (b). The 
reconstructed image was processed by deconvolving the 
image with the calculated point-spread function (PSF) of 
the array, which is the impulse response in the spatial 
domain [30, 31]. The PSF is sometimes called the 
synthesized beam in interferometric imaging, and can be 
calculated from the 2D IFT of the sampling function. 
Deconvolving the image has the effect of reducing 
artifacts generated by the sidelobes of the PSF, typically 
resulting in a cleaner image. However, because traditional 
deconvolution can easily lead to an ill-posed problem, we 
used iterative blind deconvolution with the calculated 
PSF as an initial estimate [32]. This approach is common 
in aerial imaging or when using commercial hardware 
which are not accurately calibrated. The resulting image 
clearly shows the responses of the two corner reflectors 
with the correct locations and relative intensities. 

 

 

 

 

 
(a) 

 
(b)

 
(c) 

Fig. 11.  (a) Photograph of the static 37 GHz AIM system 
with three noise transmitters and a 16-element receiver. 
Each receiving element consisted of an antipodal Vivaldi 
antenna, LNA, and quadrature downconverter. (b) The 
two reflective spherical targets placed in the semi-closed 
anechoic chamber used for the synthesized millimeter-
wave measurements. (c) Experimental image 
reconstructed intensity from the two reflective targets. 



Conclusion 

 The demand for high-resolution millimeter-wave 
imaging will necessitate technologies that can provide 
images quickly and with minimal hardware cost. The 
AIM imaging technique provides one approach to achieve 
high-resolution imaging by combining noise radar 
techniques and spatial-frequency domain sampling used 
in passive millimeter-wave imaging systems. 
Experimental results show the feasibility of AIM imaging 
using sparse antenna arrays and commercial hardware 
with no exact knowledge of the transmit radiation. 
Furthermore, the presented approach is inherently 
scalable, since receiver channels can potentially be 
developed individually and added to receiving arrays to 
improve resolution or increase the received signal 
strength. One challenge with AIM imaging is the fact that 
signals are not coherently processed relative to the 
transmitted signals, and thus additional processing gain in 
the form of matched filtering or pulse compression is not 
available, which will limit the operational range 
compared to traditional radar systems. Nonetheless, the 
received signal power is still orders of magnitude greater 
than that obtained in passive imaging systems, and there 
are numerous applications where SNR will not be the 
limiting factor, such as contraband detection where the 
environment is well controlled.  
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