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Abstract

We propose a Jacobi-style distributed algorithm to solve convex, quadratically con-
strained quadratic programs (QCQPs), which arise from a broad range of applica-
tions. While small to medium-sized convex QCQPs can be solved efficiently by
interior-point algorithms, high-dimension problems pose significant challenges to
traditional algorithms that are mainly designed to be implemented on a single com-
puting unit. The exploding volume of data (and hence, the problem size), however,
may overwhelm any such units. In this paper, we propose a distributed algorithm for
general, non-separable, high-dimension convex QCQPs, using a novel idea of pre-
dictor—corrector primal—dual update with an adaptive step size. The algorithm ena-
bles distributed storage of data as well as parallel, distributed computing. We estab-
lish the conditions for the proposed algorithm to converge to a global optimum, and
implement our algorithm on a computer cluster with multiple nodes using message
passing interface. The numerical experiments are conducted on data sets of various
scales from different applications, and the results show that our algorithm exhibits
favorable scalability for solving high-dimension problems.
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1 Introduction
In this paper, we consider the following constrained optimization problem:

e . 1 T T
minimize =X PyX+ q,X + r,
x€R" 2 0 9o 0

(D

. 1 .
subject to EXTPix+qiTx+ri§(), i=1,....,m,

where P; € R, q; € R", and r; € R for i=0,1,...,m, are all given. Such a
problem is referred to as a quadratically constrained quadratic program (QCQP).
(Note that linear constraints are included with P; = 0, a matrix of all 0’s, for some
i.) If additionally, Py, Py, ... ,Pml are all positive semidefinite (PSD) matrices, then
the problem is convex. Convex QCQPs arise from a wide range of application areas,
including multiple kernel learning [16], ranking recommendations [5], signal pro-
cessing [11], radar applications [22], computer vision [1], and electric power system
operation [3], to name a few. Small to medium-sized convex QCQPs can be solved
efficiently by the well-established interior-point method (IPM) [19], which has poly-
nomial running time for solving convex optimization problems. However, in order to
write out the barrier function in the IPM for the feasible domain of a QCQP, decom-
position of matrices P; = F iTF sfori=1,...,m, is usually required [18], which may
not be readily available through the input data. For example, in kernel-based learn-
ing applications, each quadratic constraint comprises a kernel matrix, whose com-
ponents are directly defined by a kernel function: Kj; = k(x;,X;). The operations to
obtain a matrix decomposition, such as through Cholesky decomposition, typically
have computational complexity of O(n?), which could become very costly as the size
of the matrices grows. When the dimension of the QCQPs increases dramatically
due to huge amount of data, or when the data just cannot be all stored in a cen-
tral location, a centralized algorithm, such as the IPM, may no longer be applicable.
This directly motivates the proposed algorithm in this paper, which not only does
not require any matrix decomposition , but also facilitates distributed storage of data
to achieve memory efficiency and enables parallel computing even for QCQPs of
non-separable constraints.

In addition to being a typical optimization problem, a convex QCQP is also a
special instance of a second-order cone program (SOCP), which is in turn a special
form of semi-definite program (SDP) [17]. When using commercial solvers, such as
CPLEX, to solve a convex QCQP, it is usually transformed into an SOCP through
preprocessing [13], and then a barrier-method-based optimizer is applied. To solve
large-scale conic programs, [20] applies an operator splitting method (such as the
well-known alternating direction method of multipliers, or ADMM) to the homo-
geneous self-dual embedding, which is an equivalent convex feasibility problem
involving finding a nonzero point in the intersection of a subspace and a cone. There
are also ADMM-based distributed algorithms for solving large-scale SDPs proposed
in [14, 21]; but they can only be applied to a class of decomposable SDPs with spe-
cial graph representations (chordal graphs, for example). To either translate a convex
QCQP to a standard SOCP or use the Schur Complement to rewrite each quadratic
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inequality as a linear matrix inequality (LMI) and hence translate a convex QCQP
to an SDP , however, calls for matrix decomposition: P; = Fl.TF sfori=1,...,m.
As mentioned before, such operations can be very expensive for large-scale matri-
ces. There is another ADMM-based distributed algorithm that decomposes a general
QCQP with m constraints into m single-constrained QCQPs using a reformulated
consensus optimization form [10]. However, even the size of the single-constrained
QCQP can be very large in many applications, which may still need further decom-
position, making the overall algorithm’s efficiency in doubt. There is also a recent
approach to transform quadratic constraints into linear constraints by sampling
techniques and then to apply ADMM-based algorithms to solve the resulting high-
dimension quadratic programs (QPs) [2]. This approach is studied only for QCQPs
with all matrices being positive definite (PD), and all the test problems shown in
[2] are of a single constraint. How would the sampling approach perform with PSD
matrices in the constraints or with multiple quadratic constraints is unknown.

To overcome the above-mentioned limitations of the existing algorithms, we pro-
pose a novel first-order distributed algorithm, which decomposes a convex QCQP by
a method inspired by the idea of the predictor corrector proximal multiplier method
(PCPM) [6]. The advantages of our algorithm include the following: (i) non-sepa-
rable, quadratic functions can become naturally separable after introducing the so-
called predictor and corrector variables for both primal and dual variables, which
greatly facilitates distributed computing (with Jacobi-style parallel updating, as
opposed to Guass-Seidel style sequential updating); while ADMM-type algorithms
cannot be directly applied to QCQPs without separable constraints; (ii) both the
primal/dual predictor variables and corrector variables can be updated component-
wise, making the method well-suited for massively parallel computing, and each
n-by-n Hessian matrix can be stored column-wise in distributed computing units;
(iii) no matrix decomposition or inversion is needed.

Convergence of our algorithm to an optimal solution will be shown, along with
various numerical results. We first test the algorithm on solving standard QCQPs
with randomly generated data sets of different scales, and then apply it to solve high-
dimension multiple kernel learning problems. Numerical experiments are conducted
on a multi-node computer cluster through message passing interface (MPI), and
multiple nodes are used to highlight the benefits of distributed implementation of
our algorithm. Numerical results are compared with those obtained from the com-
mercial solver CPLEX (version 12.8.0, using the barrier optimizer). The comparison
will show that our algorithm can scale to very large problems at the cost of consum-
ing more cheap iterations to reach a higher accuracy. With a modest accuracy, our
algorithm exhibits favorable scalability for solving high-dimension QCQPs when
CPLEX fails to provide a solution due to memory limit or other issues.

The remainder of the paper is organized as follows. In Sect. 2, we briefly summa-
rize the original PCPM algorithm and highlight the novel idea in our proposed algo-
rithm. Section 3 provides convergence analyses of the algorithm, followed by dis-
cussions on how to implement the algorithm in a distributed framework in Sect. 4.
Numerical performance of various testing problems is reported in Sect. 5. Finally,
we conclude with some discussions in Sect. 6.
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2 Algorithm description
2.1 PCPM algorithm

To present our distributed algorithm, we first briefly describe the original PCPM
algorithm [6] to make this paper self-contained. For this purpose, it suffices to con-
sider a 2-block linearly constrained convex optimization problem:

mﬁg}nglezng Fi(x)) + (%)

@)
subjectto AXx; +A,x, =b, (4)

where f; : R" — (—c0,4+o0] and f, : R™ — (—o0, 4+00] are closed proper convex
functions, A; € R™" and A, € R"" are full row-rank matrices, b € R” is a given
vector, and 4 € R™ is the corresponding Lagrangian multiplier associated with the
linear equality constraint. The classic Lagrangian function £ : R™ X R X R" —» R
is defined as:

LX), X0, A) = f,(X,) + f5(X,) + AT (A, X, + A,x, — b). 3)

It is well-known that for a convex problem of the specific form in (2) (where
the linear constraint qualification automatically holds), finding an opti-
mal solution is equivalent to finding a saddle point (x},x;,4") such that
L(x7, x5, 4) < E(xl*,x;,/l*) < L(X,,X,, A%). To find such a saddle point, a simple
dual decomposition algorithm can be applied to £(x,,X,, 4). More specifically, at
each iteration k, given a fixed Lagrangian multiplier A, the primal decision vari-
ables (X"Jrl x¥*1) can be obtained, in parallel, by minimizing £(x,,X,, 2%). Then a
dual update A= 25+ p(A X+ AxET! — b) is performed.

While the above algorithmic idea is simple, it is well-known that convergence
cannot be established without more restrictive assumptions, such as strict convexity
of fjand f, (e.g., Theorem 26.3 in [23]). One approach to overcome such difficulties
is the proximal point algorithm, which obtains (karl k“) by minimizing the proxi-
mal augmented Lagrangian function defined as p (X, Xy, A9y = = L(X,, X, 2+
;||A1x1 +A)X, — b||2 —||xl k||2 —||X2—Xk||2 The parameter p is given,
which determines the step size for updatmg both primal and dual variables in each
iteration, and plays a key role in the convergence of the overall algorithm. The pri-
mal minimization step now becomes (with the Lagrangian function £(X;,X,, A5
explicitly written out in the form of Eq. (3)):

G = argmin fix) + %) + (AT (AX + A% —b)
X, €ER" x, ER™

p
+ §||A1X1 +AX, — b”% )

1

1
k2 k2
+ 2—p||X1 -xill; + Z”XZ = X5
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With (4), however, x’l<+1 and xlz<+1 can no longer be obtained in parallel due to the
augmented term ||A,X; + A,X, — b||§~ To overcome this difficulty, the PCPM algo-
rithm introduces a predictor variable p*+!:

=25+ pAxE + AxE - ). 5)
Using the predictor variable, the optimization in (4) can be approximated as:

LX) = argmin £(x)) + (%) + (WD (Ax, + A%, — b)
x; ER"1 x,eR™

6)
1 k2, 1 k)2 (

+ ZHXI -xll; + 2—p||X2 = XI5,
which allows x{*! and x5*! to be obtained in parallel again. After solving (6), the
PCPM algorlthm updates the dual variable as follows:

A =28 4 p(A X + A xEH — ), (7

which is referred to as a corrector update.

2.2 Adistributed algorithm for high-dimension convex QCQPs
Now consider a convex QCQP problem in the following form:

minimize =X PX+q,X+c u+ 7,
xeX, ueR2 2 0 % 0 0

subject to %XTPiX +q'x+cu+r, <0, i=1..,m, (4) ®)
AX+ Bu=b, )

where P, € R, ¢, e R", r,e Rfori=0,1,...,m, A € R™*" B e R™*" and

b € R™ are all given. Note that we introduce a new variable u € R™ to explicitly

write out the linear-only terms cTu with coefficients ¢; € R™ for i =0,1,...,m,,

and also write out a linear equahty constraint AX + Bu = b separately. Wh11e

X = 3 H X; € R™ and each X; C R" can be any closed and convex set in R" with

2 i1 j = ny, we consider spemﬁcally the one-dimension box constraint here; that is
={xeRN0<x, <X}forj=1,....n,.

The spe01ﬁc QCQP formulatlon in (8) is not more general than the standard
form (1). The reason that we write out a QCQP in this specific form is to empha-
size the fact that when dealing with QCQPs with linear constraints (including box
constraints), our algorithm does not require the problem to be reformulated into the
standard form in (1). This can be convenient from implementation perspective, as
several applications, including multiple kernel learning, naturally lead to a QCQP in
the form of (8).

To avoid technical difficulties, we make the blanket assumption throughout this
paper that the Slater’s constraint qualification (CQ) holds. Consequently, if an opti-
mal solution exists of (8), then there always exists a corresponding Lagrangian
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786 R.Chen, A. L. Liu

multiplier (4,y) = (4, - m|»7’1 “Vm, ). To apply the PCPM algorlthm to the
QCQP in (8), at each iteration k, w1th a given primal-dual pair (x, u AR ¥, we
start with a dual predictor update:

o dual predictor :
1 .
Mff“ = HR+<A§‘ + p[z(xk)TPix" +q/x" + cl.Tuk +r ), i=1,....m, (9
1= yk + p[Ax* + Bu" —b]i, i=1,..,m,,

where IT,(z) denotes the projection of a vector z € R" onto a closed and convex set
Z Cc R", and R refers to the set of all non-negative real numbers.

After the dual predictor update step (9), we update the primal variables
(x**1, u**1) by minimizing the Lagrangian function £(x,u, u**!, v¥*1) evaluated at
the dual predictor variable (u**!, v¥*1), plus the proximal terms. The primal minimi-
zation step can be written as

1 1
k+1 T k+1 T T
X —ag]llll XPX+q X + M XP-X+q'X
T Xl ) 0 0 2 ) t 1 )

(10a)
+ (VT Ax + —||X - xk||§,
2p

u“*! = argminclu + Z,uk“ cu+ (vk+1)TBu+ ||u v, (10b)
ueRr™ Pt

Introducing the dual predictors u and v allows parallel updating of the primal vari-
ables x and u, exactly as in the general PCPM algorithm. However, the primal vari-
able x = (x; ...x;... x, )T cannot be further decomposed into parallel updating of
each component x due to the coupling terms x’Px,i =0, 1,...,m,, unless all P,’s
are dlagonal matrlces To realize parallel updating of x;’s, we propose a simple 1dea
to use P;x* as a “predictor” for P;x in the optimization (IOa)

To illustrate the idea, it may be easier to consider the first-order optimality condi-
tion of (10a):

mny
1
—(Xk _Xk+1) e Poxk+1 +q, + Zﬂfﬂ( PiXkH +qi) + ATyf+! +NX(Xk+1),
14 N—— i=1 N——

(49) (4)

(an
where Ny (x**1) is the normal cone to the convex set X = HJ”:‘1 X; at the solution
point x**!. By approximating each (4,) using the predictor P,x*,i = 0,1, ...,m,, the

first-order optimality condition now becomes

1 m
;(xk —xM1y e Ppx* + q + Z i (Pxf 4+ q;) + ATV + N M. (12)
i=1
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With (12), it is easy to see that x**! can be obtained through component-wise calcu-
lations. (Note that the normal cone of box constraints has explicit algebraic expres-
sions and can also be decomposed component-wise with respect to x**!1.) Unfortu-
nately, this simple idea would not work theoretically in the sense that convergence
to an optimal solution cannot be established. This is mainly due to the difficulty to
bound the error of || P;x**! — Px¥|| along the iterations.

To overcome this hurdle, we propose a novel approach to split (12) into two
steps by first introducing “primal predictor” variable y**! for the primal decision
variable x¥, followed by a corrector update:

step 1 (predictor) :
%(Xk - yk+]) (S Poxk + qo + Z Af (Pixk + ql) +ATyk +Nx(yk+1);
i=1

my

(13a)

step 2 (corrector)
my
1
;(Xk k+l) cP yk+ +qq+ Z”Hl y1<+1 +q1’) + ATy, +NX(Xk+l).
i=1
(13b)
By focusing on box constraints for the generic set X;, and using the notation [z]; to
denote the jth component of a vector z, we can rewrlte (13a) and (13b) component-
wise as follows, foreach j=1,...,n;:

« primal predictor of x’f :
(14a)
Y=y ( p|Pox* +q0+2/lk (Px'+q;) +ATy "])
« primal corrector of x;‘ :
il (14b)
)/j‘“ _ Hx/(xf _ P[Poyk+l +qo+ ZM,]'(H(Pika +q) +ATvk+l]j>,
i=1
where the projection onto the box constraint set X; can be expressed as:
0, ifx; <05
ij(xj) = x], 1f0 <x <X (15)
s if x; > X

With (14a) and (14b), in addition to the apparent benefits of updating the variables
component-wise, the multiplications of P;x* and P,y**!,i =0, 1,...,m, in (14a) and
(14b) do not need to be carried out completely in each computing unit responsible
for updating y"Jrl and xj’?“. The multiplications can be divided into multiple sub-

tasks, and each of them only needs the jth column of matrices P;’s and can be
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788 R.Chen, A. L. Liu

accomplished locally by each computing unit. More detailed discussions of this
point are provided in Sect. 4.1.

The update of the other primal variable, u**', can be performed in a similar
fashion, which is to split into two steps by first introducing a predictor variable
v+ for u¥, followed by a corrector update:

k+1

« primal predictor of u’f :

. (16a)
Vaad —u—pc0+22kc+BTkj, j=1...,n,,

.I
« primal corrector of u;‘ :

- (16b)
K+l _ ok k+1 T k+1 _
W' = p[c0+z:‘yi ¢, +B'v ]j, j=1..,n,.

i=

A dual corrector update is then performed for each Lagrangian multiplier
(ARHT k1,

« dual corrector :

U HR+<lf+p[%(yk+l)TPiyk+l + Ty 4 Ty +ri]>7
i=1,....m

v =y +p[AY + BV =D, i=1,. . m,.

a7

1»

The overall structure of the proposed algorithm, which we name it PC?PM, to reflect
the fact that two sets of predictors and correctors are utilized, is presented in Algo-
rithm 1 below.

Algorithm 1 PC?PM

1: Initialization choose an arbitrary starting point (x%, u® A%,~9).
2: k<« 0.
3: while termination conditions are not met do
4 e Adaptive Step-size

update the step-size pFt!
e Predictor Update

update (p**1 v*+1) yk+1and v+ according to (9), (14a) and (16a);
6: e Corrector Update

update x**+1, uFt1 and (AF+1 ~F+1) according to (14b), (16b) and (17);

7 k+—k+1
8: return (x*,uf A ~k).

@

Note that the starting point of the PC?PM algorithm can be arbitrary, and is
not required to be feasible. To establish convergence of the algorithm, the spe-
cific rules to update the step-size p are crucial, which is the main focus of the
next section. The implementation details, including distributed data storage, par-
allel computing through Message Passing Interface (MPI), and termination con-
ditions, are provided in Sect. 4.
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3 Convergence analysis

In this section, we establish sufficient conditions for the PC2PM algorithm to con-
verge to an optimal solution from any starting point. First, we make a standard
assumption on (8) about the existence of an optimal solution.

Assumption 1 (Existence of an Optimal Solution) The convex QCQP (8) is assumed
to have an optimal solution, denoted by (x*, u*).

With Assumption 1 and the assumption on Slater’s CQ, we know that a saddle
point exist for the convex QCQP (8); more specifically, (x*,u*, 1*, y*) is a saddle
point of (8) if foranyx € X,u e R, 1 € IR'J’:‘ and y € R™, we have that

Lx*,u*, 4, y) < Lx*,u%, A%, 7") < L(x,u, A", 7"), (18)
where £(x,u, 4, y) is the Lagrangian function of (8):

L(x,u, 4,7): =%xTP0x +gix+clu+tr,

m (19)
+ Z:‘ Ai(%xTPix +q/x+c/u+r)+y (Ax+Bu—b).

The case when the convex QCQP is infeasible will be discussed in Sect. 4.4.
Next, we derive some essential lemmas for constructing the main convergence
proof.

Lemma 1 (Inequality of Proximal Minimization Point) Given a closed, convex set
Z C R", and a closed, convex differentiable function F : Z — R. With a given point
Z € Z and a positive number p > 0, if Z is a proximal minimization point; i.e.
Z:=argmin F(z) + — ||z — Z||2, then we have that

zeZ 2p

2IF@) - F@) < |z—zl; - |Z-2l; - I2-zl3, YzeZ (20

Proof Denote ¢(z)=F(z)+2Lp||z—z||’;’. By the definition of Z, we have
V,®(Z)=0. Since ®(z) is strongly convex with modulus %, it follows that
2p|®(2) - ®@)| > ||Z— 2|2 forany z € Z. O

For the ease of presenting the next two lemmas, we introduce a notation for the
linear approximation of the Lagrangian function (19).

Definition 1 With a given tuple (x', ', y’') € X X R} x R™, we define the follow-

ing function R : X X R™ — R as a linear approximation of the Lagrangian function
L(x,u, 4, y) evaluated at (x’, ', 7).
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790 R.Chen, A. L. Liu

Rx,wx', A,y =(Pox' + q)'x + cJu+r,

m
+ D AP +q) x+cu+r] + () (Ax + Bu—b),
i=1
(21)

forany x € X andu € R™.

Lemma 2 The update steps (9), (14a), (14a), (16a), (16b) and (17) are equivalent to
obtaining proximal minimization points as follows:

(U VY = argmin - £(xF,uf, 4, y)
AeR]!, yer™ 22
a
bl = 2 ey - I .
2pk+1 2 2pk+1 y=rih
(yk+l k+l) — argmln R(X, ll;Xk’ lk, yk)
xeX, ueR”2
T . way P =
2pk+1 2 2pk+1 ’
x*1 k! = argmin R(x, wyy*t!, pftt Vi
XEX, uerR™
ol = XA e - w -
2 27 gk z
(lk+1, J/k+1) = argmin —ﬁ(ka,VkH, A7)
1eR1, yeR’”Z 22d)
(
k
2 ol = 2413 + 2 el =7l
O

Since all the four optimization in (22a)—(22d) are convex optimization problems
with linear constraints, the proof follows directly from the first-order optimality con-
ditions of each of the optimization problems, and hence is omitted.

Lemma 3 At a saddle point (x*,u*, 1*, y*) of the QCQP (8), the following inequality
holds for any x € X,u € R™, A € R} and y € R™
RE*u";x,4,7) — R(x,u;x, 4, %)
< * 1 T T T * T (23)
< Z(/li - Ai)(zx Px+q/x+clu+r)+ " -y (Ax+Bu-b).

Proof For any x€X, ueR™ A€R} and y€R™, we have that
Lx,u, A%, y*) > L(x*,u*, A, 7) by the saddle point inequality (18). We also have
the inequality %(x X Py(x —x*) + Y A [ (x —x")TP;(x — x*)| > 0 due to the

@ Springer



A distributed algorithm for high-dimension convex... 791

positive semi-definiteness of each matrix Py, P, ... ,Pml. Adding the two inequali-
ties together completes the proof. a

We next establish fundamental estimates of the distance between the solution
point (x+1, wk*+1 2*+1 yk+1y at each iteration k and the saddle point (x*, u*, A*, y*).

Proposition 1 Ler (x*,u*, 1*, y*) be a saddle point of the QCQP (8). For all k > 0,
we have that
I =2 ot - w3
< JIx* = x5 + (ot — w3

k1 _ k112 k1 _ k12 k1 _ kg2 k1 _ k2
= (I = x5+ IV =TS+ ly = x5+ IV =)

+ 2pk+1 {(yk+l _ Xk+1)TP0(yk+l _ Xk)
m
+ Z “;c+1(yk+l _ Xk+1)TPi(yk+1 _ Xk)
i=1
m | (24)
" Z(’l;k _ ”f+1)[§(yk+l)TPiyk+1 " ql?"yk+l " ciTVk+1 + ”i]
i=1
+ (y* = vMHT Ay + BVt —b)

m 1

+ (“;c+1 _ /15{) [(Pl-Xk + q[)T(yk+1 _ Xk+1) + clT(Vk+1 _ uk+1)]

i=1

+ (Vk+1 _ yk)T [A(yk+1 _ Xk+1) + B(vk+1 _ uk+1)] },

and
A = 27015 + Iy = v*113
<N = 25+ Y = v113
_ (””k+1 _ ),k+1||§ + “Vk+1 _ yk+1”% + “Mk+1 _ 11(”% + ||Vk+l _ ykllg)
mny
+ 2pk+1{ Zui_m _ Af)[%(ka)TPika + Ty IV 4]
i=1
+ (yk+l _ 7*)T(Ayk+l + ka+l _ b)
ny
+ ) (= A [%(xk)TPixk +q/x" +c/uf + 1)
i=1
+ (VK — DT (AxK 4+ Buk — b)}.
(25)
Proof The details of the proof are provided in “Appendix 2”. O
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Now we are ready to present the main convergence result. A key to the proof
depends on the rules to adaptively update the step-size. The rules, however, are
lengthy and purely technical, and hence their details are deferred to “Appendix 1”.

Theorem 1 (Global Convergence) Assume that the Slater’s CQ and Assumption 1
hold. At each iteration k of Algorithm 1, let the step-size p**' be updated accord-
ing to the update rules in “Appendix 1. Then with an arbitrary starting point
x% ud, /10, yo) € R™" X R™ x R™ X R™, the sequence {(xF, uk, lk, yk)} generated by
Algorithm 1 converges to a saddle point (x*,u*, 1*, y*) of the QCQOP (8).

Proof Please see “Appendix 2” for details. O

A point we want to emphasize here is that the convergence result is quite strong
in the sense that the entire iterative sequence, not just a subsequence, can be shown
to converge to an optimization solution, with an arbitrary starting point. Such a
result can help alleviate a strong assumption we made, which is to assume that a
given convex QCQP has an optimal solution. While the algorithm or its convergence
proof does not handle infeasible or unbounded cases, we will show in Sect. 4.4 that
from a practical perspective, our algorithm can just be blindly applied to a convex
QCQP, and either infeasibility or unboundedness can be inferred from observing the
behavior of the residuals we use for the algorithm’s stopping criteria, which are to
be defined in Sect. 4.3.

4 Implementation

In this section, we discuss how to efficiently implement the PC>PM algorithm, espe-
cially within a distributed framework.

4.1 Distributed storage of data and parallel computing

As mentioned in the introduction section, one key feature of the PC*PM algorithm
for solving convex QCQPs is that when implemented across multiple computing
units, each computing unit does not need to store entire matrices. Instead, only each
primal computing unit needs to store certain columns of the matrices (that is, the
Hessian matrices in the objective function and the constraints). To illustrate this
point, we use the primal predictor update (14a) as an example. Assume that ideally
we have n; primal computing units dedicated to updating y;, j = 1,...,n,. To ease
the argument, we write out the updating rule again here:

m
y]’,‘“ = 1Ty, X = p | Pox* +q + Z H(Pxt+q) +ATY| | (26)

i=1 j
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[P] X1 o I [P1x]s [P:x]2 I
x| |= + E D +
Computing Unit 1 omputing Unit 1 Computing Unit 1
[Pk X2 o Pux [P1x]> [P1X]z
X = + > = |:| + > =
Computing Unit 2 omputing Unit 2 Computing Unit 2
[P1]s X3 o [Pax]3 [Plx]3
X = ] + l:' + Dual
| Computing
=]/ J Unit
Computing Unit 3 Computing Unit 3 Computing Unit 3
(a) Calculating [P;1x*]; for each computing unit j. (b) Calculating (x*)T Pyx*.

Fig. 1 Illustrations of matrix-vector multiplications using MPI functions

In each unit j, only the values of x" [P;]., [q,] fori=0,1,...,m and [A] ; are needed
to be stored locally. To calculate [P xk] fori=0,1,...,m, there is no need to store
the entire P; matrices on each computing unit. Instead the value of [P, x"] can be
obtained using MPI to communicate among all primal computing units, where only
one column of the P, matrices (and xk) is stored locally. Here we use a simple exam-

ple to illustrate the mechanism. Let n; = 3, Fig. 1a shows how [Plxk] j=1,2,3are
calculated in a distributed fashion through MPI. First, each computing unit j com-
pletes a subtask of multiplying [P, ]; and xJk using their locally stored information;
then the intermediate results are summed up using the MPI_Reduce function in a
root process to get the value of P,x*. Each component of the vector P;x is then sent
back to the corresponding computing unit j using the MPI_Scatter function. After
obtaining the values of [P; Xk] fori=0,1,...,m, in this way, the update step (26)
can be carried out upon receiving the values of Ak, ... /lfn l) and y* from other dual
computing units dedicated for updating the dual variables using MPI_Send and
MPI_Recv functions, with the fact that [ATy*]; = [A]].Tyk . Such a feature will be par-
ticularly beneficial for solving high-dimension QCQPs from real world applications,
as in many such cases the number of variables (n; for x and n, for u) can be
€normous.

In the 3-dimension example shown in Fig. 1a, once each [P, xk] is received by com-
puting unit j for j = 1,2, 3, a subtask of multiplying xk and [P, Xk] is needed to calcu-

late the value of (x*)” P, x* for dual update, such as in (9).

= My, <Ak+p[ &Pt + ¢"xt + T +r]) 27)
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Table 1 Values of the smallest

eigenvalue d,;, and the largest Cond. num. Smallest eigenvalue Largest eigenvalue
eigenvalue d,,,, for different (K = % ) (dmin) (dmax)
condition numbers min

10° 0.1 100

10* 0.003 30.0

10° 0.00002 20.0

Such a process is illustrated in Fig. 1b, which shows that the locally calculated inter-
mediate results are summed up using the MPI_Reduce function and sent to the cor-
responding dual computing unit. Other matrix-vector (and vector-vector) multiplica-
tions in the update steps of Algorithm 1 can all be calculated in a similar fashion.'

Next, we examine the speedup of using multiple compute nodes for parallel dis-
tributed computing. We run the PC>?PM algorithm on a multi-node computer cluster,
where each node has multiple cores (24 cores in our case). MPI is used to communi-
cate among all parallel processes mapped to cores belonging to different nodes. For
illustration purpose, we focus on a single-constraint convex QCQP:

minimize =X P,X+ q.X + 7,
xeR" 2 0 qo 0

1 (28)
subject to EXTPIX +qix+r <0, (A)

which does not contain the block of decision variable u or linear constraint
AX + Bu = b. We test the PC?PM algorithm for solving (28) on a randomly gener-
ated data set with P, € R"*", q; € R™ and r; € R for i = 0, 1. The dimension n, is
set at 2'* ~ 1.6 x 10*. Each matrix P, is randomly generated as a symmetric PSD
matrix in the form of P, = QT DQ, where Q € R">*" is a randomly generated orthog-
onal matrix, and D = diag(d,, ... ,dnl) is a randomly generated diagonal matrix with
all non-negative entries. Since d, ... ,dnl are also the eigenvalues of each P;, we
denote the largest eigenvalue as d,,, and the smallest eigenvalue as d_;,, and hence

max min?®

make the condition number of each matrix as x(P;) = s Then, the remaining

diagonal entries are randomly generated from the range [ :]m, d, .- We test differ-
ent condition numbers for all matrices, increasing from 107 to 10°. The values of the
smallest eigenvalue d,,;, and the largest eigenvalue d,,,,, are listed in Table 1.

The components of each vector q; are randomly generated from the range
[-1.0, 1.0], and each scalar r; is randomly generated from the range [—-1.0, 0.0] to
guarantee the feasibility of the constraint sets.

Since the number of Lagrangian multipliers is 1, the number of dual comput-
INg units 71g,,1comp 18 also fixed as 1. The tasks of updating n; components of the
primal decision variables x and y are evenly distributed among all the primal com-

puting units with the number 7.1 comp Varying from 1 to 256 for comparison

! For more information, we refer the readers to our implementation codes programmed in C available
online at https://github.com/BigRunTheory/A-Distributed-Algorithm-for-Large-scale-Convex-QCQPs.
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Table2 Elapsed wall-clock time
used by PC2PM for solving the
single-constraint convex QCQP
(28) with different condition
numbers (k)

PC?PM using multiple nodes (max. 24 cores per node)
(TPCZPM =109

Elapsed wall-clock time (h)

Mpode Teore K =102 K =10* K =10°
1 1+1 42.08 51.72 70.45
1 2+1 22.79 28.11 38.28
1 4+1 14.17 17.48 23.89
1 8+1 8.85 10.87 14.70
1 16 + 1 5.60 6.91 9.62
2 32+1 4.82 6.13 8.26
3 64+ 1 4.33 5.42 7.51
6 128 + 1 3.94 4.96 6.95
11 256 + 1 5.51 6.84 9.32
Ob;. val. —420.621 —214.389 —324.428
=102 x=10% =108
12 12 12

o o Q

510 3510 A 310 A

g ' 3 p & o a0

& 8 o & 8 e B8 L

IS . T . T a

5. ; 5. ; 5. ;

8 ‘ IS ‘ IS ’

2 4 - 3 4 e g 4 ,"ﬂ

£ = £ A g A
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20 2 22 23 % 2% 28 o7 28

Number of Primal Computing Units

20/ 21 22 2% 2% 2% 28 o7 2f
Number of Primal Computing Units

20/ 21 22 2% 2% 25 28 o7 2B
Number of Primal Computing Units

Fig.2 Computational speedup of PC?PM for solving the single-constraint convex QCQP (28) with dif-
ferent condition numbers (k)

purpose. Since each computing unit occupies a single core, the total number of
cores used IS Negre = Mprimal-comp + Mdual-comp- 1N€ NUmber of nodes needed is calcu-
lated as 1,4, = [Mg0e/24] (Where 24 is the number of cores per node). The elapsed
wall-clock time T used by the PC?PM algorithm to converge with a tolerance
7PC'PM = 1073, corresponding to different condition numbers, is listed in Table 2,
along with the calculated objective function values. (The specific stopping criteria
are given in Sect. 4.3.)

The computational speedup S is defined as the ratio of the elapsed run time taken
by a serial code to that taken by a parallel code for solving the same problem. More
specifically, S is defined as

T(1+ 1)

Si=nr— T —,
T(nprimal—comp + 1)

> 2.

nprimal—comp = (29)
The speedup of solving (28) is shown in Fig. 2.
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For this specific case, parallel computing achieved linear speedup initially. How-
ever, due to communication overhead, the speedup plateaued (or even decreased)
when the number of computing units is too high. As such, we suggest that a proper
number of computing units needs to be carefully chosen when implementing the
PC?PM algorithm to balance between computational speedup and communication
overhead.

4.2 Adaptive step size with auto-learned allocation weights

In establishing the global convergence of the PC?PM algorithm, it is not specified
how the values of e, s =1,...,8 are chosen in order to calculate the eight com-
ponents p—pg (see the update rules in “Appendix 1”). Here we develop a practical
rule to help determine the values of €;’s along the iterations. The rule may also help
accelerate the algorithm’s performance, based on our numerical experiments.

Generally speaking, for first-order algorithms, to which the PC?PM algorithm
also belongs, the larger value a step size could take, the fewer number of iterations
the algorithms would need to converge. For the step-size formula (49), it is easy
to observe that the value of each p, increases when the corresponding e, increases.
However, the €,’s cannot be too large as their summation is bounded by 1 — ¢, < 1.
A naive way to allocate the value of each ¢ is to evenly distribute the upper bound of
their summation; that is, €, = %(1 —¢y) fors =1, ..., 8, throughout the convergence.
Alternatively, we introduce a weight variable w, > 0 for each €,. At the beginning of
the algorithm, they are all initialized as 1, indicating an even allocation of the values
of the €.’s. At each iteration k = 1,2, ..., we calculate the values of €f, ..., € based
on the following formulation:

v
= ———(l-¢). s=1...8. (30)

s=1""s

After the step size p**! is determined by min{p’l< Y pé} according to (49), the val-

ues of the weights w’]‘Jrl s w’g“ are updated based on the ratio of o1 to each p’;:
" pas .
+1 _ _
Wi = W, s=1,...,8. 31)
Py

The idea of the above updating rule is to make sure that all the values of the p,’s will
have a chance to be increased, avoiding the possibility that a particularly small p,
would always be chosen to determine the step size p**!, which would slow down the
whole algorithm.

For illustration purpose, we use the PC?PM algorithm with the step-size updat-
ing rule of (49), (30) and (31) to solve the same single-constraint convex QCQP
(28) in the previous subsection. We test the algorithm on a data set of matrix
P;, vector q; and scalar r; randomly generated in the same way as in the previ-
ous subsection for i =0, 1, but with n; = 1024 and «x(P;) = 100. The algorithm
is implemented on a single core as a serial code. (Note that the parallel comput-
ing has nothing to do with the number of iterations for the PC?’PM algorithm to
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Table 3 Number of iterations

Equal weight allocation  Adaptive weight allocation
and elapsed wall-clock time q & P &

used by PC2PM for solving a Value of ¢, Num. iter. Time (s) Num. iter. Time (s)
single-constraint convex QCQP
(28) with different settings of 0.5 59,496 123 28,272 62
(€9, -+ - €5) 10! 33,055 74 15,713 36
102 30,050 68 14,287 32
1073 29,780 68 14,158 32
1074 29,753 68 14,145 32
1073 29,750 67 14,143 31
1076 29,750 67 14,143 31
0 29,750 66 14,143 31
Diminishing 30,094 70 14,378 33
Fig.3 Comparison of values value of step size
of the step size using different 2.5
weight allocations when ¢, = 0 - —Peq. wei.
03) —Pada. wei.
©
g -3
Q
N
2
g
S 35
S)
o
e}
3
-4
0 1 2 3

Number of Iterations x10*

converge.) Since it contains neither the decision variable u nor the linear equal-
ity constraint AX + Bu = b, only p’f, ,plg need to be calculated at each iteration.
We compare the performance of the algorithm using equal weights versus using
the adaptive weights in (31). The number of iterations and the elapsed wall-clock
time used by the algorithm to converge with a tolerance zPCPM = 10~ are listed
in Table 3.

We also test using different values of ¢, including a fixed value varying from
0.5,107!,...,107° to 0 and a diminishing value of ——. The numerical results of

Vik+1

this specific instance suggest that by using auto-learned allocation weights, the
number of iterations for the algorithm to converge is cut by more than half. Com-
paring each rows, we also observe that the smaller the value of ¢ is, the faster the
algorithm converges. Additionally, for the row of ¢, = 0, we plot out the compari-
son of values of the resulting step size p* at each iteration k using different weight
allocations, shown in Fig. 3.
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We observe that using the adaptive weights, the step size quickly converges to a
much larger value than using the equal weights, which explains the greatly reduced
number of iterations.

4.3 Stopping criteria

Since we consider a convex QCQP and assume that the Slater’s CQ holds, the first-
order optimality conditions (aka the KKT conditions) are both necessary and suf-
ficient. More specifically, for an optimal solution (x*, u*) of the QCQP (8) and its
corresponding dual solution (4%, y*), the following conditions are satisfied:

e Stationarity:

my
—[Pox" +q + ) AP +q) +ATY") €Ny (), j=1,um (32a)
i=1

co+ ) A, +BTy* =0 (32b)

1

ny
i=

e Complementarity:
i %(X*)TPix* +q/x" +c/ut + ri] =0, i=1,..,m (33)
e Primal Feasibility:

%(x*)TPix* +q/x +c/u +r, <0, i=1,..,m (34a)

Ax*+Bu*-b=0 (34b)
¢ Dual Feasibility:
AP>0, i=1,....m (35)

Conversely, any primal-dual pair (x*, u*;1*, y*) satisfying the above conditions is
optimal to the primal and dual of the QCQP (8), respectively. Based on the optimal-
ity conditions (32a)—(35), we choose stopping criteria for our algorithm to measure
stationarity, as well as complementarity and primal feasibility. (Note that dual fea-
sibility is always maintained by the projection step in each iteration, as shown in
(17).) More specifically, at each iteration k, we measure the following two residuals:

1 ny ) nmy
res’l‘ = [Z (res’l‘_ j) + |ley + Z Afci + BTyk||§], and (36)
=1 i=1

n; +n,
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1 [m] [kl N p ok 4 oTok o Tk 2
—_— A=xOPxE + g X + cfut + 1]
rest = my + 1y ; 2 l , 37

k k 2
+ lAX* + Bu —b||2]

where res’f_xj in (36) depends on the actual form of the constraint set X. Again, for

box constrains 0 < x; < Xj, j=1,...,n;, we have that

min{0, [grad,] }, ifx/=0

reslf_xj = [gradx]j, 1f0 < xj’: < }_(j s (38)
max{0, [gradx]j}, iij’.‘ =X

and grad, = Pox* + qo + Y1, A*(Px* + q;) + ATy*. This comes from the rewriting
of the optimality condition (32a) using grad, as:

_[grad:]j € ij(x;)s (39)
where
(_007 O], lij* = O
Ny () 2= [5pr1{0}, if0<x <X, 40)

[5pt][0, +00), if xj’.‘ =X;
We terminate our algorithm when both of the two residuals drop below a pre-spec-
ified tolerance 7. Note that the residuals defined in (36) and (37) are based on the
average residuals of all the constraints. Other forms of residual metric, such as using
the maximum residual of all the constraints, can also be used.

4.4 Infeasibility and unboundedness
Lastly, we examine how the PC?PM algorithm could computationally detect infeasibil-
ity or unboundedness of a convex QCQP.

First, we construct an infeasible QCQP as follows:

S 1
minimize EXTPOX + qg X+ 7

xeR"™
subject to 1XTP1X +q]x+r <0, (4)
é(x+q2) (x+q21+ 4 0. (L)
~ >0

All the matrices P;’s, vectors q;’s and scalars r;’s in (41) are randomly generated in
the same way as in Sect. 4.1, but with n; = 1024 and x(P;) = 100. Letting A denote a
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Infeasible Convex QCQP Infeasible Convex QCQP Infeasible Convex QCQP
x10* (A =100) 4 x10% (A=1) 4 2107 (A =0.01)
1H—res, —res, —res,
08 —res, 0.8 —res,, 0.8 —Tes,
i @ 0.6 3 0.6
L 06 e e~
& 04 3 o4 8 04
02 0.2 0.2
0 0 0
0 2 4 6 8 0 2 4 6 8 0 2 4 6 8
Number of Iterations x103 Number of Iterations 103 Number of Iterations 103

Fig.4 Residuals of applying PC?PM to solve an infeasible convex QCQP. The residual res, diverges
when applying PC>PM to solve (41)

positive scalar in the second quadratic constraint in (41) apparently makes the prob-
lem infeasible. We decrease 4 from 100 to 0.01 and apply the PC>PM algorithm to
solve the resulting problems. The corresponding residuals are shown in Fig. 4.

We observe that the residual res,, measuring the complementarity and the primal
feasibility as defined in (37), diverges for all A’s, while the other residual res, still con-
verges. This is a strong indication that the original problem is infeasible.

Next, we construct an unbounded convex QCQP as follows:

S 1
minimize —x'Dyx + eg X+ ry
xeR" 2

1 (42)
subject to EXTDOX +elx+r <0.  (4)

The matrix D, € R"*™ is a diagonal matrix with all but the last diagonal entry
being 1, and its last diagonal entry is set as 0, hence making it a PSD matrix. The
vector e, is an n-dimension vector in the form of e, = (0...0 1)”. Conversely, the
vector e, is also n-dimension but in the form of e; = (1...10). The dimension #n,
is also set as 1024. All scalars r;’s are randomly generated in the same way as in
Sect. 4.1. It can be easily seen that the convex QCQP (42) is unbounded along the
direction (0, ...,0, —1). As shown in Fig. 5, when applying PC?PM to solve (42), we
observe that both of the residuals converge, but the residual res;, measuring station-
arity as defined in (36), converges to a non-zero value. This means that an optimal
solution is not found. If it is known that a feasible point exists to a convex QCQP (as
the example given by (42)) (and assume that a constraint qualification holds at the
feasible point), then by Theorem 1, if the algorithm does not find an optimal solu-
tion, it must mean that Assumption 1 is violated, which then implies that the origi-
nal problem is unbounded (as an optimal solution does not exist).
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Fig.5 Residuals of applying Unbounded Convex QCQP
PCZPM to solve an unbounded 0.2 : : : :
convex QCQP. The residual res; —res,
converges to a non-zero value res
when applying PC>PM to solve 0151 2|]
42) —_
N
0
o
-~ 01}
n
L
0.05}
-
0 ‘ ‘ ‘ ‘
0 2 4 6 8

Number of lterations  x103

5 Numerical experiments

In this section, we present more numerical results for solving high-dimension con-
vex QCQPs using our algorithm. We first conduct numerical experiments of apply-
ing the PC*PM algorithm to solve convex QCQPs of the standard form (1), with
randomly generated data sets of various sizes. We then solve convex QCQPs with
explicit linear constraints as in (8), which naturally arise from multiple kernel learn-
ing applications. For both sets of experiments, we compare the performance of our
algorithm with the current state-of-the-art commercial solver CPLEX 12.8.0, which
uses the barrier optimizer for solving convex QCQPs. We implement PC*’PM with
multiple compute nodes on Purdue University’s Brown cluster using MPI, called
from a C program. Each node on the cluster has two 12-core Intel Xeon Gold “Sky
Lake” processors (that is, 24 cores per node) and 96 GB of memory. CPLEX 12.8.0
is also called using a C program and implemented on a single compute node (with
24 cores). Note that CPLEX alone, as a centralized algorithm, cannot be run on
multiple compute nodes using MPI, but it does allow multiple parallel threads that
can be invoked by the barrier optimizer. More specifically, CPLEX has a param-
eter, CPXPARAM_Threads, to call for multithread computing [12]. When CPX-
PARAM_Threads is set to be 1, CPLEX is single threaded; when it is set to be 0,
CPLEX can use up to 32 threads, or the number of cores of the machine (with each
core being a thread), whichever is smaller. In our experiments, we always set CPX-
PARAM_Threads as 0, which gives CPLEX 24 threads (since each of our compute
node has 24 cores).

5.1 Solving standard-form convex QCQPs

We first apply PC?PM to solve convex QCQPs of the standard form (1), without the
decision variables u or the explicit linear constraints Ax + Bu —b = 0. The input
data consist of matrix P;, vector q; and scalar r; for i = 0,1, ...,m,, all of which
are randomly generated in the same way as in Sect. 4.1. The decision variable’s

@ Springer



802 R.Chen, A. L. Liu

dimension 7, is fixed as 2'* & 1.6 x 10%, and the number of constraints m, increases
from 1 to 16.

To balance between the computation speedup and communication overhead, we
implement our algorithm with 128 cores allocated for primal variables’ updating:
(14a) (16a), (14b) and (16b), and m, (the number of quadratic constraints) cores for
dual updating: (9) and (17). The total number of compute nodes needed is calculated
as Myoge = [ °°‘°] = 8+m‘1 The stopping criteria we used are defined in (36) and
(37), with the tolerance 7C"PM et to be 10-. Table 4 reports the elapsed wall-clock
time used by the PC?>PM algorithm, along with the amount of memory used by each
compute node and the final objective function value, with respect to the increasing
condition number . The performance of CPLEX 12.8.0 with the same convergence
tolerance is also presented in Table 4 for comparison. In the first two groups of tests
with m; = 1 and 2, our algorithm compares favorably to CPLEX and uses much less
memory. For the rest groups of test cases, CPLEX fails to provide a solution (actu-
ally fails to complete even a single iteration) due to running out of memory; while
PC?PM still converges within a reasonable amount of time. As the scale of the prob-
lem increases, our algorithm exhibits favorable scalability, due to its distributed stor-
age of data and the capability of massively parallel computing. Another interesting
observation from Table 4, though we do not know the underlying reason, is that
when the number of quadratic constraints (m,) is small, PC?PM’s run time appears
to be sensitive to the condition number of matrices (i.e., the Hessian matrices of the
objective function and the constraints); yet when m, becomes larger, the effect of
condition numbers on the run time appears to be subdued.

We also plot the two residuals res and res in Flg 6, with res corresponding to
the gradient of the Lagrangian functlon and res2 correspondmg to the feasibility
and complementarity conditions. The three plots in a same row are with the same
number of constraints m;, but with different condition numbers of the Hessian matri-
ces. As seen in Fig. 6, from left to right, when m, is small, as the condition num-
ber k increases, more iterations are required for the PC?’PM algorithm to converge;
yet when m, becomes larger, the number of iterations depends more on the absolute
value of the objective function than the condition number. Another observation is
that when the number of constraints increases (i.e., from top to bottom), the conver-
gence of the residuals becomes more smooth.

5.2 Multiple kernel learning in support vector machine

In this subsection, we briefly introduce how the Support Vector Machine (SVM)
with multiple kernel learning can be formulated as a convex QCQP, and present
numerical results of applying our algorithm to solve high-dimension instances. As
discussed in [8], SVM is a discriminative classifier proposed for binary classifica-
tion problems. Given a set of n,. pairs of independently and identically distributed
training data points {(d;, /; )}"jl, where d; € R" is the n,-dimension input vector and
;€ {-1,1}is its class label SVM searches for a hyperplane that can best separate
the points from two classes. The hyperplane is defined as {d € R™|f(d) =

pld+ Po = 0}, where § € R" is a unit vector with || 8|, = 1, and f, € R is a scalar.

@ Springer



A distributed algorithm for high-dimension convex... 803

Table 4 Comparison of PC?PM with CPLEX 12.8.0 for solving standard-form, high-dimension convex
QCQPs

n, m K Noode  Neore Mem./node (GB)  Time (h)  Obj. val.

107 3.94 —420.621

10*  PC?PM 6 128 +1 1.6/node 4.96 —214.389
1.6 1100 (7PCPM = 10-3) 6.95 —324.428
x10* 102 4.97 —420.645

104 CPLEX128.0 1 24 41.1 5.02 —214.423

100 (gBarrier = 1073) 5.25 —324.465

107 2.28 —322.232

10*  PC?’PM 6 12842  1.9/node 2.41 —161.960
1.6 2100 (7PCPM = 103 1.87 —244.048
x10* 102 10.82 —322.213

104 CPLEX128.0 1 24 74.0 10.83 —-161.910

109 (gBarrier = 107-3) 10.35 —244.035

107 1.46 —243.154

10*  PC?PM 6 12844  2.6/node 1.23 —126.184
1.6 4 100 (;PCPM = 103 1.46 —189.230
x10* 102

104 CPLEX128.0 1 24 0.0.M. N.A. N.A.

100 (gBarrier = 1073) (> 96 GB)

107 2.13 —189.945

10*  PC?PM 6 128+8  4.3/node 1.33 -97.974
L6 8 10° ({PC'PM = 10-3) 1.54 -144.916
x10* 102

104 CPLEX128.0 1 24 0.0.M. N.A. N.A.

109 (gBarrier = 1073) (> 96 GB)

107 3.72 —147.310

10*  PC?PM 6 128416  7.7/node 2.34 —74.854
1.6 16 10°  ({PC°PM — 10-3) 3.04 —111.490
x10* 102

104 CPLEX128.0 1 24 0.0.M. N.A. N.A.

100 (gBarrer = 1073) (> 96 GB)

The points belonging to either class should be separated as far away from the hyper-
plane as possible, while still remain on the correct side. When the data points cannot
be clearly separated in the original space R", we instead search in a feature space
R, by mapping the input data space R" to the feature space through a function
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Fig.6 Convergence of residuals
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@ : R™ — R". For example, a 2-dimension data space can be lifted to a 3-dimen-
sion feature space. Using the function @, we can define a kernel function
k:R'4«xR" - R as k(d,d"):=(®(d), &d)) for any d,d’ € R", where (,)
denotes an inner product. The resulting discriminant function G : R"™ — {—1,1},
which the SVM searches for, can be expressed as:

gd) = sign( D) @k, d)+b), vdeR™,
J=1

(43)

where a = (ay, ..., a, )T is the weight vector and b is the bias. The popular choices
of kernel functions in the SVM literature include the linear kernel function k; 5, the
polynomial kernel function kp,; and the Gaussian kernel function kg,;;:
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ky(d,d):=d"d’, vd,d € R" (44a)

kpor(d,d):=(1+d"d’)*, vd,d' e R" (44b)
lla—a’13

koap(d,d))i=e 27 | ¢ >0,vd,d € R", (44c)

Instead of using a single kernel function, [16] explores SVM using a kernel function
that can be expressed as a non-negative combination of a pre-specified set of kernel
functions {k, ..., k,,}, with the non-negative coefficients 4,,..., 4,, to be allocated;
that is, k(d,d’) = Z:’;l Ak(d,d’) for any d,d’ € R" with Ay, ..., 4,, > 0. The alloca-
tion process can be expressed as solving a convex QCQP, where each 4, is the Lagran-
gian multiplier corresponding to each quadratic constraint. The formulation of the con-

vex QCQP, as provided in [16], is as follows:

(i) 1-norm Soft Margin SVM learns the coefficients through solving the follow-

ing convex QCQP:
minimize — e’ a + Ra,
aeR"r ,ay€R

subject to %aT[%Gi(Km)]a —a; <0, i=1,....m, (4)
’ (43)
Z ljaj =0, )

OS(XjSC, j=1..,n,,

(i) 2-norm Soft Margin SVM learns the coefficients through solving the follow-
ing convex QCQP:

L. 1 771 T
minimize —a' |=I |a—e a+ Ra
acR!" geR 2 [C n”] 0
subject to %aT[I%Gi(Km)]a -2y <0, i=1,...,m, (4) 46)

D la=0.

=

where the vector e denotes an n,.-dimensional vector of all ones. Given a labeled
training data set S, = {(dj,lj)};.l’1 and an unlabeled test data set S, = {dj};ll, a
matrix K; € R"«*X(+1) can be defined on the entire data set S,, U S, as

K. K.
. itr i,(tr,1)
K ._< Kl t K:,tt ) “7)

i(tr,t)

The submatrix K;, € R " is a square symmetric matrix, whose jj'th element

Ltr

is directly defined by a kernel function: [K; ;v :=k;(d;,d;) for any d;,d; in S,.

i ljj’
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The submatrices K; , , € R">" and K;, € R"*" are defined in the same way but
with different input vectors. The matrix G(K;,) € R"*" in the quadratic con-
straint of (45) and (46) is a square symmetric matrix with its jj’th element being
[G,(K; )] = Lily[K; ]~ Note that each kernel matrix K, is a symmetric PSD
matrix (see Proposmon 2 in [16]), then each G,(K;,) is also a symmetric PSD
matrix, since G;(K;,,) = LK;,.L, where L:=diag(l;,...,l, ). Let R; denote trace(K)
fori=1,...,m,and R = Z,: A;R; can be fixed as a given number. The parameter C
is a fixed positive scalar from the soft margin criteria.

Once the optimal primal-dual solution (a*;ﬂT, ey A;) is found from either (45)
or (46), combining with those pre-specified k;’s, it can be used to label the test data
set according to the following discriminant function Gyg; @ R™ — {—1,1}:

My

Orai )—51gn< a*z [2,1 d.d,)] +b) vd, € S, 48)

Compared with (43), the only difference is the replacement of a non-negative com-
bination of k;’s with coefficients ﬂ’{‘, e Afn. The test set accuracy (TSA) can then
be obtained by measuring the percentage of the test data points accurately labeled
according to the function (48).

The formulation (45) and (46) provide instances of convex QCQPs in the form of
(8), and we apply the PC>PM to solve them. The first input data set we used is the
Two-norm Problem from [4], which is also used in [16]; however, our data set has a
much larger size than in [16]. We first generate 8000 data points, with each data
point being a 20-dimension vector, drawn from a multivariate normal distribution
with a unit covariance matrix and the mean of (a, ... ,a). These data points form the
first class that are all labeled with 1. Another 8000 points of 20-dimension vectors
are drawn from another multivariate normal distribution with also a unit covariance

matrix but the mean of (—a, ..., —a). They form the second class that are all labeled
with —1. The value of a is set as \/22_ the same as in [4]. Together, these two classes

of data points form our first input data set with the size of 8000 + 8000 = 16,000.
The second input data set is the HEPMASS Data Set from the UCI Repository.? This
data set is used in high-energy physics experiments for learning particle-producing
collisions from a background source. Each data point is generated from Monte Carlo
simulations of collisions, and has 28 attributes. We randomly selected 16,000 data
points from the original 10, 500, 000-sized data set as our inputs. We use a set of
pre-specified kernel functions {k,, ..., ks } that contains all Gaussian kernel functions
defined in (44c) whose 62 equal to 0.01, 0.1, 1, 10 and 100 respectively. Each matrix
K; is normalized and R; = trace(K;) is set to be 1.0 for i=1,...,5. Then
R= Z, | AR = Z, | 4> 1 restricted to be 5.0. The value of the parameter Cis

2 https://archive.ics.uci.edu/ml/datasets/HEPMASS.
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Table 5 Comparison of PC?PM with CPLEX 12.8.0 for solving multiple kernel learning problems using
5 Gaussian kernel functions

Two-norm problem
(For 1-norm soft margin SVM, we let PC2PM converge with res; < 0.015 instead of 1073, while still
keep res, < 1073.)

SVM Mem./node Time A} A A A Az TSA
Criteria (GB) (h) (%)

SM1 PC?*PM 2.1/node 6.06 0.000 0.000 0.000 6.543 0.000 97.84
C=30 CPLEX1280 OOM.(>9) NA. NA. NA NA NA NA NA
SM2 PC2PM 2.0/node 0.72  0.000 0.000 0.000 5.005 0.000 97.83
C=10 CPLEX 1280 736 3.09 0.001 0.000 0.000 4.997 0.002 97.83

HEPMASS data set
(For 1-norm soft margin SVM, we let PC>PM converge with res, < 0.02 instead of 10, while still keep
res, < 1073)

SVM Mem./node Time A} A A A Az TSA
Criteria (GB) (h) (%)

SM1 PC?*PM 2.1/node 6.51  0.000 0.000 0.000 0.000 6.992 76.77
C=50 CPLEX1280 OOM.(>9) NA. NA. NA NA NA NA NA
SM2 PC?PM 2.0/node 0.17  0.000 0.000 0.000 0.000 5.088 78.43
C=10 CPLEX128.0 715 3.12  0.001 0.000 0.000 0.013 4.985 78.33

fixed as 1.0 for 2-norm soft margin SVMs, and is set as 3.0 for Two-norm Problem
and 5.0 for HEPMASS Data Set when using 1-norm soft margin SVMs. Numerical
results of both 1-norm and 2-norm soft margin SVMs using the above five kernel
functions are summarized in Table 5.

Each data set of a total number of 16,000 data points is randomly partitioned into
80% for training and 20% for testing. The reported values in each row of Table 5 are
averaged over five different random partitions.

We implement PC?PM using 128 cores for primal updates and 5 cores for dual
updates, which amount to a total of 6 compute nodes on Purdue’s Brown cluster.
The average elapsed wall-clock time used by PC*PM to converge with a tolerance
rPCPM = 1073 js presented in Table 5, along with the averaged amount of memory
used by each node. We also report in Table 5 the average learned non-negative coef-
ficients A’l‘, A’;, as well as the average TSA. The performance of CPLEX 12.8.0
with the same tolerance is also presented in Table 5 for comparison. As shown by
the values of the coefficients learned, the Gaussian kernel function k, with c? =100
is selected by the models of both two soft margin SVMs for the Two-norm Problem;
the HEPMASS Data Set selects the Gaussian kernel function k5 with ¢ = 100.0. For
2-norm soft margin SVMs, PC?PM converges much faster than CPLEX, and also
uses much less memory (as expected). For TSA, both PC?PM and CPLEX obtain
the same value, calculated using their own optimal solution point (a*, A%, ..., /lj‘n).
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Table 6 Numerical results of applying PC2PM to solve 2-norm soft margin SVMs using multiple (9, 17)
Gaussian kernel functions for the HEPMASS data set

HEPMASS data set

PC’PM SM2 C=1.0

o2 search m g Neoe Mem./node  Time  Non-zero A’s TSA

Range (GB) (h) (%)

[104,101 9 6 12849 29mode 043 12 =8995 (o= 107) 79.62
17 7 128+ 17  4.4/node 1.51 )fl‘z =17.001 (¢%=10"9) 80.60

For 1-norm soft margin SVMs, CPLEX fails to provide a solution due to running
out of memory, while PC>PM still solves the problem.

In Table 6, we also report the numerical results of applying PC?PM to solve
2-norm soft margin SVMs for the HEPMASS Data Set, using 9 Gaussian kernel
functions with o2 equal to 1074, 1073, 1072, 10~1, 10°, 10", 102, 10° and 10* respec-
tively. Though the number of constraints doubles, PC*PM still converges within
a reasonable amount of time, and remains memory efficient. The Gaussian kernel
function k; with 6 = 100.0 is still selected by the model. We further search the
range of [107*, 10*] using 17 Gaussian kernel functions with 6 equal to 1074, 1073,
1073, ...,10%,10%3, 10*. The Gaussian kernel function k,, with 6> = 10! is selected
instead, and we observe a slightly increased average TSA.

While the numerical experiments so far have demonstrated the scalability of the
PC?PM algorithm due to its distributed data storage and natural decomposition to
facilitate parallel computing, in the following experiments, we show the benefits of
the PC>PM algorithm for not requiring any matrix decompositions. In this test, we
use three kernel functions, instead of five, to solve (45) and (46). The three kernel
functions consist of k,—the Gaussian kernel function with 62 = 100.0, k,—a lin-
ear kernel function defined in (44a), and k;—a polynomial kernel function defined
in (44b). The value of the parameter C is fixed as 1.0, and is only changed to 2.0
when using 1-norm soft margin SVM for HEPMASS Data Set. All the other settings
remain the same as in the previous experiment (except for the value of R, which is
set as 3.0). The numerical results are reported in Table 7.

For all groups of tests, CPLEX returns an error stating that the quadratic constraint
containing G5(Kj;,,) is not convex, which is theoretically impossible because each
matrix Gi(K;,,) is at least a PSD matrix as we discussed previously; while PC’PM
solves all the instances without any issues. The error returned by CPLEX is created
likely by the failure of matrix decomposition of a large-scale PSD matrix due to pre-
cision limit. Once we reduce the size of the matrices in (45) and (46), CPLEX can
then solve the instances without error messages. This numerical experiment illus-
trates that not requiring matrix decomposition in the PC?PM is not just of computa-
tional convenience; it can indeed make the algorithm more robust to solve large-scale
problems without facing potential issues caused by floating point arithmetic.
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Table 7 Comparison of PC?PM with CPLEX 12.8.0 for solving multiple kernel learning problems using
3 kernel functions

Two-norm problem

SVM Mem./node Time A A M TSA
Criteria (GB) (h) (%)
SM1 PC?PM 1.7/node 3.16 0.000 3.029 0.000 91.29
cC=1.0 CPLEX 12.8.0 Non-con. error N.A. N.A. N.A. N.A. N.A.
SM2 PC?’PM 1.5/node 1.69 0.000 3.054 0.000 97.85
Cc=1.0 CPLEX 12.8.0 Non-con. error N.A. N.A. N.A. N.A. N.A.
HEPMASS data set

SVM Mem./node Time A A M TSA
Criteria (GB) (h) (%)
SM1 PC2PM 1.6/node 6.43 0.000 3.021 0.000 72.81
=20 CPLEX 12.8.0 Non-con. error N.A. N.A. N.A. N.A. N.A.
SM2 PC?PM 1.4/node 0.83 0.000 3.019 0.000 80.51
c=1.0 CPLEX 12.8.0 Non-con. error N.A. N.A. N.A. N.A. N.A.

6 Conclusion and future works

In this paper, we propose a novel distributed algorithm, built upon the original idea
of the PCPM algorithm, that can solve non-separable convex QCQPs in a Jacobi-
fashion (that is, parallel updating). Numerical results show that our algorithm,
termed as PC2?PM, exhibits much better scalability when compared to CPLEX,
which uses the IPM to solve convex QCQPs. The scalability of the algorithm is
attributed to the three key features of the algorithm design: first, the PC?’PM algo-
rithm can decompose primal (and dual) variables down to the scalar level and
update them in parallel, even when the quadratic constraints are non-separable.
Second, when implementing the algorithm, only the related columns of all the Hes-
sian matrices need to be stored locally, instead of the entire matrices on each of
computing unit in a parallel computing setting. Third, our algorithm does not need
any matrix decomposition (unlike any semi-definite-programming-based approach),
which can improve the algorithm’s robustness, especially when solving convex
QCQPs with PSD matrices, as demonstrated in our numerical experiments sum-
marized in Table 7. The second and the third feature together make our algorithm
particularly suitable to solve extreme-dimension QCQPs, which likely will cause
memory issues for other algorithms.

In addition to the scalability of the PC?PM algorithm, its ability to solve non-sep-
arable, quadratically constrained problems in Jacobi-fashion should also be empha-
sized, as in general it is very difficult to design distributed algorithms with Jacobi-
style update (as opposed to the sequential Gauss-Seidel update) to solve optimization
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problems with non-separable constraints. Whether the algorithm idea from PC?PM
can be extended to solve more general convex problems is certainly worth explor-
ing. There are several other lines of research that can be done to improve the current
work. First, while we proved convergence of PC?PM, we cannot prove its conver-
gence rate as of now. Second, while the parallel updating of the primal variables
is a nice property of PC?PM, it is still a synchronous algorithm in the sense that
the algorithm needs to wait for all primal and dual updates to be done before it can
move to the next iteration. An asynchronous implementation of the algorithm will
no doubt make it even more suitable for distributed computing, and we defer it to
our future work. Third, there have been increasing works on solving large-scale non-
convex QCQPs. As mentioned in the introduction section, one algorithm idea is to
solve it with a sequence of convexified QCQPs, where our algorithm is then applica-
ble. This naturally leads to an algorithm with nested loops, where the outer loop lays
out sequential convexification, and the inner loop invokes our algorithm. It would be
interesting to see how such a nested algorithm performs in practice, especially with
high-dimension problems.

Appendix 1: Step-size update rule for p"+1

With a given scalar 0<e, <1, and a series of positive scalars
€,...,€g > 0 that satisfy Z§=1 €, <1—¢, we define the following function

p i XXR2 xR xR™ — (0,+00) to update the adaptive step size p**! in Algo-
rithm 1 at each iteration k:

P = p(x k25 o)
:=min {p,, p,(xk uk, 29, py (XK, A5, v, pas 05 (X5), pg, 07, Pg )

where

€ .
. ——, if [Pyl #0 . . .
i p = [Pyl with || - || r representing the Frobenius norm of
€1 if [Pyl =0,
a matrix;
(i) py(xk, uk, AX) = min, { p,;(x¥, u¥, 1¥)}, where

-b; + \/bi2 +4da,c;

> Lifa; >0
a.
(XK, 0k, A= ¢ i .
PR lfai:()’b[>0
b,
M, ifa, = 0,b, =0,
for all i=1,...,m;, with a;, = |%(xk)TPixk +q'x" +cfut +7,] >0, and
b= 2 2 0. For ¢, if IP/llp #0, ¢,= —=— > 0; otherwise ¢, = & > 0.
I F m

The constant M > 0 can be any fixed, arbitrarily large scalar;
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(111) p3(xk9 lk» J’k) =

b+ VB + 4
min 263,#}, ifa>0
a
min{2e3,%}, ifa=0,b>0
2e, ifa=0b=0,

where a = ||Pyx* +qo + X7 AA(Px +q) + ATy, 20, b=2|x|, >0 and

i=1 "

P,
c= ”7:”3 > 0 with P € R™"™>" denoting the stacked matrix| : |[;
F Pml
64 . qT
_’ lf 0 . .1 .
@iv) ps = { 10|l el # , where Q € R™>™" denotes matrix | : |, with
el =0 o

1

the q;’s being the vectors in the linear terms of x in the QCQP (8);

€5 .
———if [|xF||, # 0
) Ps(xk) = { IXX 11, 11PIl = ? ;

€. if 14l = 0
. o
. —2 i |Cllp # 0 s N
(Vi) pe= ICllg , where C € R™*™ denotes matrix | : |, with
€6> if ICllr =0 ch12

the ¢;’s being the vectors in the linear terms of u in the QCQP (8);

€ .

.. ——, if [|All #0 . . . .

(vii) py = I[All 7 , where A is the matrix in the linear constraint
€7, if [|[All=0

AX + Bu = b in (8);

€8 .

——, if [|B]lp #0 . . . .

(viil)) pg = 1Bl , where B is the matrix in the linear constraint
€gs if |Bll=0

AX + Bu = b in (8).

O

While the rules to update the step-size p**! may appear to be very cumbersome,
the calculations are actually quite straightforward. Since the Frobenius norm of all
matrices can be obtained in advance, the values of p,, p4, pg. p; and pg are pre-deter-
mined. Given a current solution (x¥, u¥, A%, ¥%), p,, p; and ps can also be easily cal-
culated. The minimum of all the p,’s then determines the value of the adaptive step
size pF*.
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Appendix 2: Proofs in Sect. 3
Proof of Proposition 1

We first prove the inequality (24). Consider the linear approximation of the Lagran-
gian function of a QCQP, as defined in (21), with a given point {* = (x, A%, y¥). Let
Z = (yM!,v**1), the (k + 1)th iteration of the primal predictor of x* and u* in the
PC?PM algorithm, as given in (14a) and (16a), respectively. By Lemma 2, we know
that Z is the unique minimizer of the corresponding proximal minimization problem in
(22b). By defining Z = (x*, u*) and z = (x**!, u¥*!), and using Lemma 1, we have that

24! [R(i;c ) = R(z:¢")

<lz—zl; - Iz - zll; - Iz - ZII3, (50)
which leads to the following expanded inequality

Zpk+1 { (POXk + qO)Tka + c(1)"Vk+l +7,
ny
+ 3 [P+ @)y + TV
i=1

+ (yk)T(Ayk+l + ka+l _ b)}
— 2pk+1{(P0Xk + q())TXk+1 + cguk+1 + ro

+

m ShH
APxE+ q)" x4 Jutt! 4]

i=1
+ (yk)T(AXk+l +Buk+l _ b)}
< (”Xk _ Xk+1||§ + ”uk _ uk+] ”§>
k+1 k+112 k+1 k+112
= (I X - )

k+1 k12 k+1 k12
= (I =X I w2,

Now consider the R function at a different given point {¥! = (y*+!, yk+1, yk+hy,
With a slight abuse of notation, we now let Z = (x**!, u**!), the primal correctors at
the (k + 1)th iteration of the PCZPM algorithm. Also letting z = (x*, u*), but keeping
z = (x*, ub), by (22¢) in Lemmas 2 and 1, we have that:

@ Springer



A distributed algorithm for high-dimension convex... 813

2o [R(i;ck“) - R@H| <z -zl - 12—zl - IIZ - zl13,

which leads to the following expanded inequality

2pk+l {(Poyk+1 + qO)TXk+1 + cTuk+l + ro

my
+ Z ﬂf” [(P,-y"“ + qi)TXk+l + cTuk+1 + "i]
i=1

+ (Vk+1)T(AXk+1 k+1 b)}

— 2pk+1{(P0yk+1 + qO)TX* + cgu* + r()
m (52)
+ Z ﬂf“ [(P,-ykJrl +q)'x* +cut + ri]
p

+ (VT (AX* + Bu* — b)}

< (Ix =715 + ot = w3
2 k+1 2
= (I = X3+ I - )

_ <”Xk+l —Xk”% + ”uk+l _ llk”%)

The final piece to derive inequality (24) is to utilize Lemma 3. Let (x*, u*, 1*, y*) be
a saddle point of QCQP (8), and again, {**! = (y**!, &1, v¥*1), By Lemma 3, we
have that

R(X* u*.€k+l) _ R(yk+l Vk+1;ck+1)
< 2 [(A* _ k+1)<1 Y p gkt + Ty el r,-)

+ (y _ Vk+1) (Ayk+l +ka+1 _ b)

(53)

k+1

Multiplying both sides by 2p**" and expanding the R function, we have that
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21 {(Poy"+1 +q)"x* +cjut +1

m
+ Z yff“ [Py +q)"x* + cJu* + ;]
=

+ (VYT (Ax* + Bu* — b)}

— 2pk+1 { (Poyk+1 + qO)Tyk+1 + chkH +7,
m (54)
+ Z ﬂf+1 [(P,»yk“ + qi)Tyk+1 + CiTVk+1 + ri]

i=1

+ (Vk+l)T(Ayk+l + ka+l _ b)}

m . 1
< 2pk+1{ Z(/li _ Ml{c+1)[§(yk+1)TPiyk+1 + qiTyk+l + ciTVk+1 + ”i]
i=1

+ (y* _ Vk+1)T(Ayk+l + ka+1 _ b)}

Adding the three inequalities (51), (52) and (54) yields the inequality (24) in
Proposition 1.

To prove the second inequality, (25), in Proposition 1, we use a similar approach as
above, just replacing the linear approximation function R with the original Lagrangian
function £. More specifically, let Z = (g**!, v¥*1). By (22a) in Lemma 2, we know that

’Z\::(”k+1’ Vk+1)
) 1 k2 1 k2 (55)
= argmin — L(xF,uk, A, y)+ 14— A%5 + lly = ¥*ll5.
1ER"T, yeRm 2pk+1 2 2pk+l 2

Letting Z = (A%, ¥%) and choosing a specific z = (AF!, y¥*1), we use Lemma 1 to
obtain that

20" [( - c(x’:u":?)) - ( - L, u";z)>] <Nz -2l - 112 - 2ll3 - 12 - 2115,

(56)
which yields the following expanded inequality:
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my
2pk+1{ Z(/lf.‘“ — [%(xk)TP,.x" +q)x" +cfut + 1,
i=1

+ (yk+l _ Vk+1)T(AXk + Buk _ b)}

< (12 = 2B 1 - )

_ (||”k+1 _ /1k+1||§ + ||Vk+l _ Yk+1”§> _ (””k+l _ Ak”; + ”Vk+1 _ }'k”§>
(57)
Similarly, again with some abuse of notation, letting Z = (A**!, y**1), by (22d) in

Lemma 2, we have that

/Z\I=(/lk+1, },k+l)

. 1 1
= ieDaélg!rrynernlw - LYV Ay + Wlll -1+ e ly = v*115-
(58)
By choosing z to be (4*, y*), while keeping Z at (A%, y¥), we have from Lemma 1 that
2pk+] [( _ ﬁ(yk"'],VkH;/Z\)) _ ( _ E(yk+l,vk+l;z)>]
(59

— 2 A 2 A =2
<1z =zll; = 1z - zll; = Iz - zl3,

which yields the following expanded inequality:

KON
2pk+1{ 2(}”? _ ﬂf+1)[%(yk+1)TPiyk+l + Y IV 4,
=1

=

+ (y* _ 7k+1)T(Ayk+1 + ka+1 _ b)}

< (1= 213+ -1

= (1A = 2 = IR = (1A = 23+ = 4R,

(60)
Adding the two inequalities (57) and (60) leads to the second inequality, (25), in
Proposition 1. O

Proof of Theorem 1

By adding the two inequalities (24) and (25) in Proposition 1, we have that

@ Springer



816 R.Chen, A. L. Liu

k+1 <112 k+1 <112 k+1 2 k+1 2
I =3 = [ 2 = 2 -
k 112 k 2 k 2 k *112
< It =2+ = 2 A= 2 =
k+1 k+1712 k+1 k+1712 k+1 k2 k+1 k2
= (IS =X =t - I - )
k+1 k+1712 k+1 k+1712 k+1 k2 k+1 k12
= (I = B A = = A - R )

+ 2pk+1(yk+1 _ Xk+1)TPO(yk+1 _ Xk)

(a)

mn
k+1  k+1 /. k+1 k+INT k+1 k
+ )20 (T = X Py —
l':l\ ~ S/
(b);

m
1 1
+ 2pk+1 E (/1;{+1 _ M{F+l)[§(yk+l)TPiyk+l _ E(Xk)TPiXk:I

i=1

N ~ J
(©
mny
+ 2pk+l Z(Aiﬁ—l _ Mf+l)ql?"(yk+l _ Xk)
i=1
“ ' ~ _
()
mn
+ 2pk+1 (”f'c+] _ )’f)qlf‘(yk+1 _ Xk+l)
i=1
N “ J
©

mny
+ 2Pk+1 Z(/’tfﬁ—l _ ﬂf)(PiXk)T(ka _ Xk+l)

i=1

o ~ >
®
mny
+ Zpk+l Z(/{fﬂ _ M,I»CH)C,-T(VHI _ uk)
. l:I ~ J
@

m
+ 2pk+1 2(”f€+l _ Af)c?(vk+l _ uk+1)

i=1

o ~ J
(h)
+ 2R (R ST AR xRy 4 0 Rl (VR k)T Akt — gk
. ~ J A ~ J
O} )

+ zpk+1(yk+1 _ Vk+1)TB(Vk+1 _ uk) + 2pk+1(Vk+1 _ yk)TB(Vk+1 _ uk+1) .
. J . J

® 0
(61)
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Next, we establish an upper bound for each term of the term from (a) to (1) in (61)
using the adaptive step size p**! = p(x*, uf, ¥, y), as defined in (49).

(a) First, we want to show that
@ < e 11y =X+ Iy = x4, (©)
To prove this (and several inequalities below), we first show an extension of

the Young’s inequality’ on vector products that will play a key role in the fol-
lowing proof. Given any two vectors z,,z, € R”, we have that

z)z, = ZZuZzJ i( zlj><5zzj> < Z |6Z1,H512,| (63)

where 6 is a non-zero real number. Applying Young’s inequality on each sum-
mation term with p = g = 2, we obtain that

z Z2<Z[ < Zlf) %(&21')2] 252” 2y + 2”12”%' (64)

Applying (64) on (a) yields

1 &
(@ <201 (S IV = X2+ SR = %913

25?
< k! L” kt1 _Xk+1”2+5_2|||P |||2” K+l _ k2 65
szp 752 y 2 ) ol 1Y 2 (65)
1 5
<2 (19 =X+ SRR = x412)-

The second inequality holds due to the property that given a matrix A € R™*"
and a vector z € R", ||Az||, < |||A]l],||z]|, (see Theorem 5.6.2 in [9]), where

we use the notation |||-|||, to denote the matrix norm |||A]|],: _sup ”I?ZIIHZ The

last inequality holds due to the property |[|Alll, < ||Allg [7] where
Al =( 2, 27 1 |At/l ) 2 denotes the Frobenius norm. From (65), if || Pyl # O,

then letting 6° TR yields
@ < PP (¥ =X + Iy = x4012). (6)
Since p**! < p, = ”P ” , we obtain (62). If, on the other hand, || P, || = 0, then

letting 5> = 1 yields

3 Young’s inequality states that 1f a and b are two non negative real numbers, and p and g are real num-
bers greater than 1 such that - + - =1thenab< = + =
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818 R.Chen, A. L. Liu

(@ < ! (I = XTI+ Iy =413, G

Since p**! < p, = €, (62) is also obtained.
(b) Here we want to show that

m
X by, < e (I =X+ v = x4, (68)
i=1

Applying (64) on each term (b), yields

1 552 2
), <2 k+lﬂk+1<25i2 lly*+! _Xk+1”§ + 7|||Pi|||2”yk+1 _Xk”%)

1 5 (69)
<2 (I =X+ SRR I =X,
o If||P;||r # O, then letting 51.2 ”P M yields
F
(o), < 4 P (I = XTI 4 Iy =12 )
(10)

k+1 ~k+1 k+1 k+112 k+1 k2
< AP (I = XTI+ Iy = X412,

where gt i=af+ pk“ Il(xk)TP-xk +q/xf + b + 1| > T I we can

bound p**! k“ —2— then we can achieve
m1||P I’
€
(b); < ;;—(Hyk+‘—-xk+‘H§4-Hyk+‘—-ka§>- (71)

By substituting a; = |l(x")TP»Xk +q'x +cluk + 1| >0, b, =2 >0 and

— € k+1 ~ k+1 k+12 k+1
c; = > (0, we can rewrite - —2 _asa; b -c;
! mlllP IlF p ' 1m IIP lr )"+ bip

+

which is simply a quadratlc function of p**" with parameters a;, b; and c;. To
bound pf*!k*! < is equivalent to find proper values of p"Jrl that keep

IIP 173
the quadratlc functlon stay below zero.

— Ifa,=0andb, = 0, then p**! € (0, +00).
— Ifa,=0andb, > 0, then p**! € (0, %].
b,.2+4aici
2a; !
Since p**! < p,(xk, uk, ) < p, (xk, uk, A5, it satisfies all the above three
conditions, we then obtain (71), and hence (68).
o If||P;||r = O, then letting 61.2 = 1yields

b
~ Ifa; > 0, then p*! € (0, ==
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klkl k+1 k+112 k+1 k2
(b, < (1l = X1 + [y = 4013

(72)
<! k+1<”yk+1 _ Xk+1”§ +|ly* = Xk”§>.

k+1 ~k+1 <

Similarly, if we can bound p ;—2, then we can also achieve (71). By

i
substituting a; == (x")TPX +q/x +cfuf +r >0, b=4>0 and

= s> 0, we can rewrite P! ;—2 as (1(/)"+1)2+19karl —¢;. The
1

same analys1s can be followed as dlscussed in the case of || P;|| # O.
(¢) Next, we want to show that

(© < e (145 = w2+ 1y = x4)12). @3
P
By using P to denote| : |, we can rewrite
Pm,
() = pk+1{(1k+l — gyr [[mlxm] ® (x¢ +yk+l)T]P(yk+1 _ Xk)}’ (74)
where ® denotes the Kronecker product; that is, given a matrix A € R™*" and
a matrix B € R™>", a,B - a;, B Applying (64) to (74)
ny
AQ®B:= :
Ay IB t Ayn
1 171
yields
k+1 kL2
© < (55114 12
4 S, ® &8+ || IR = 52 75
2 myXm, y 2 2 y 2 ( )
2
k1 PN k125 kL okt 2y p2 1okl _ k2
< P (S I = IR+ Sy TIIPIRIY - xR ).

Since we have the property that |[|A ® B|||, = |||All|,]||B]||, (see Theorem 8
in [15]), the last inequality holds due to

s, x4, = e[ 547 o

together with ||| o om, |H2 =1 and |||*+y"*DT]|, < I&F +y*DT || =
Ix* + y**1||,. Note that ||P|| > # 0, otherwise the QCQP is simply a QP.

o If|Ix* +y**!||, # 0, then letting 6> = yields

1
T Iy P
1
(© <37 X+ Y P (14 = 12 + Iy = X413 )
an

1 -
<SP+ SR (125 = 13+ Iy =412,
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where 51;.‘ T=x +p|[P0x +q0+zm1 Ak(])x +q)+AT k] |>yk+1_ If

we can bound p"Jr1 Ix* + y*+|, < , then (73) can be obtained. We first

IIPTII
bound
. 2e
pk+1”Xk+yk+1”2_ ||P|T
F
m (78)
k1 k K+l k g k T,k €3
<P |20+ AP o + 3 A (P 4 qp) +ATY L =
i=1 F

By substituting a = ||Pox*+qo+ X A (P + q,) +ATyM, > 0,

b=2|x"]l, >0 and ¢ = ”ifﬁ >0, we can bound P IXE + §FH |, - ”ifﬁ
F

using a(p**1)? + bp**! — ¢, which is simply a quadratlc functlon of pF*! with

parameters a, b and c¢. Bounding pF*!||xk + §5*1|, < i P”
by finding the proper values of p**! that keep the quadratic function stay
below zero.
— Ifa=0andb =0, then p"*! € (0, +0).
— Ifa=0andb > 0, then p**! 3 %].
— Tfa >0, then p**! € (0, L]

Since pf*! < py(xk, 4%, ¥%), it satisfies all the above three conditions, we
obtain (73).

o If||x* + y**!||, = 0, then letting 6> = 1yields
1

(© = 3 (15 = 12+ Iy = %13 (19)

Since pf*! < py(xK, A%, ¥¥) < 265, (73) is also obtained.
(d) To show that

@ < ey (12! =W+ Iy =03, (30)
q,
by lettingQ =| : |, we can rewrite that
T
my
d) = zpk+l [(llﬁ-l _ ﬂk+1)TQT(yk+l _ Xk)] . (81)

Applying (64) to (81) yields

52
(d S2,0k+l< 2||/1k+] w4+ —|||Q|||§||ykJrl —Xk||§>
26 2 (82)
2
1 kb 2 6 2okl k2
<2p** (252”/l * * ||2+7||Q||p||y 1 —x413).

e If||Q|lf # 0, then letting 6> = ”Q” yields
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(@ < P I0N (A = W11 + Iy = 4113, (83)
Since p**! < p, = ﬁ, we obtain (80).
e If||Q|l = 0, then letting 6> = 1yields
(d) < pk+1<||/1k+1 _ ”k+1”§ + ”yk+1 _ Xk”§) (84)
Since p**! < p, = €, (80) is also obtained.
(e) Similarly, to show
(© < e (I = 2+ Iy —x*1)2), (85)
we can rewrite that
(e) — 2pk+l [(Mk+l _ /lk)TQ(yk-H _ Xk+l)] . (86)
Applying (64) to (86) yields that
et Lyt k2 8 2\ okl _ k12
(© <20 (55 I = 2413 + S HIQIIIY" —x13)
1 — (&0
<21 (555 I = BB+ SIQIRIY = X113,
o If||Q|l; # O, then letting 52 = ﬁyields
© < A IQIE (44 = 2493+ Iy = X1, (88)
Since p**! < p, = ; “_we obtain (85).
F
e If||Q|l = 0, then letting 6> = 1yields
(© < A (W = 2HIE + Iy = x4 ). (89)
Since p**! < p, = €, (85) is also obtained.
(f) To show
(0 < s (W = AR+ 1y = X112, ©0)
we can rewrite
(f) - 2Pk+1{(ﬂk+1 _ ﬂ,k)T [Ileml ® (Xk)T]P(yk+l _ Xk+1)}. (91)

Applying (64), we have that
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1
(D <20 (555 I = 2413
52 2
5 e, @ G| 0IPIBIY = x54113) ©2)
52
<2pM! (252 = 2405 + 7||Xk||§||1°||i||ykJrl —x*! ||§>-
Similarly, the last inequality holds due to
2 2 2
n|[]* = T
[ m, @ [, = [t [l
o If||x¥||, # 0, then letting 6> = ———— yields
|| k“lePHF
() < A IR (I = 2402 + Dy = X2 ). ©3)
Since pf*! < ps(xF) = m, we obtain (90).
e If||xk|l, = 0, then letting 6> = 1 yields
() < o (I = 2492 + Dy = xR ). ©4)
Since pF*+! < ps(xk) = €5, (90) is also obtained.
(g) To show
(@) < eg(I1A = W12+ IV — ), ©95)
¢f
By lettingC =| : |, we can rewrite
T
m,
(2) = 2! [(;Lk+1 — @M ok - uk)]_ 96)
Applying (64), we have that
52
(@ <20 (5141 = W B+ ZHICIBIV - o)
97
<21 Ly gkt _ 2 8 CIR IV — uki2 &7
262” -1+ > =IClZIv u’lly).
e If||C||r # 0, then letting 6% = ”C” yields
(@ < AICHR (125 = I+ IV — w2, ©98)
Since p**! < pg = C”
e If||C||r = 0, then letting 6% = 1y1e1ds
(g) < pk+1(||/1k+1 _ ”k+1”§ + ”Vk+1 _ uk”§> (99)
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Since p**! < pg = €, (95) is also obtained.
(h) Next, we want to show that
() < (1A = 243+ IV — w1, (100)
Similarly, we can rewrite
(h) = 2pk+l [(”k+l _ lk)TC(Vk-H _ uk+l)] . (101)
Applying (64) on the above equality leads to
hy <2+ L gk 8 CHIZ IV — k112
(h) <2p 252”# - ||2+7||| IV = a5
; o (102)
<2 (I = 2B+ SICIEIV = u 3.
e If||C||» # 0, then letting 6> = ”C” yields
() < G (I = 251+ v+ = u"“u%). (103)
Since p**! < pg = ”C”
e If||C||» = 0, then letting 8> = 1yields
() < o (I = A2 + v =t ). (104)
Since p**! < pg = €, (100) is also obtained.
(i) To show
() < e (Ir = VS 3 + Iy = x4, (105)
we apply (64) on the rewriting of (i), which leads to
1 52
() <20 (555 17 = V¥ I3+ SHANB Y - x12)
1 52 (106)
<2 (555 17! = VIR + SIAR Y - xI2).
o If||A||r # 0, then letting 6> = “A” yields
()< P AN (I = VS I3+ 1y = x412): (107)

Since pk+l <p = ||A|| , we obtain (105).
e If||A||r = 0, then letting 5> = 1 yields
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()< P (I = VI + Iy =12 (108)
Since p**! < p, = €5, (105) is also obtained.
(G) Similarly, to show
() < & (IV =PI+ Iy = X1, (109)
we apply (64) on the rewriting of (j), which yields
1
) <2 (S = I+ AR 1)
1 (110)
<2 (S IV = 7+ AR — % ).
o If||A|l; # 0, then letting 52 = ﬁ yields
() < P AN (I = P8+ Iy = x4 ). a1
Since p*! < p, = ”A” , we obtain (109).
e If||A||r = 0, then letting 5> = 1 yields
(< 2 (I =PI+ Iy = xR ). (112)
Since p**! < p; = €, (109) is also obtained.
(k) Next, to show
() < e (I = V93 + IV - w2, (113)
we apply (64) on the rewriting of (k):
et L kel _ ka2, O 2 okl _ kg2
(0 <20 (1P = v I3+ ZHIBIEGIV - u'13)
1 52 (114)
<21 (555 17 = VIR + SIBIRIV - uiE).
o If||B||p # 0, then letting 6> = B ” —— yields
(k) < AT (7 = V911 + v = w3, (115)
Since p*! < pg = ”B” , we obtain (113).
e If||B||r = 0, then letting 5> = 1 yields
(k) < pk+1(”yk+1 _ Vk+1”§ + ||Vk+l _ llk”§> (116)

Since p**! < pg = €, (113) is also obtained.
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(1) Last, to show
0 < e (V=P I2 + IV — w2 ). a1
we apply (64) on the rewriting of (1):

1 S+ 52 2okt k4112
252” -5+ ||IBI|| v —u |I2>
(118)

[ kL _ gkt )12
LI =+ S B 12)-

(1) <2pk+1 <

S2pk+1<

e If||B||p # 0, then letting 6> = ”B” yields
W) < P (I = P35 + IV = w1 ). (119)

Since p**! < pg = ”B“ , we obtain (117).

e If||B|| = 0, then letting 5> = 1 yields
< 4 (I = P2+ 9 — w3 ). (120)

Since p**! < pg = €, (117) is also obtained.
The summation of terms (a) to (1) can now be bounded as:

my

(@) + Z bi+@O+D+E@+O+@+M+O+ O+ +D
i=1

< (e + 6+ €+ €5+ 6|y — xH! ||§

1 2

+(6 + e +e3+e,+ ey —xb3

kel kbl g2 kel kg2

+ (€6 + ) IV =12 + (65 + €IV — 0|5
KEl qktly2

+(es+es+e)llp™ = A5+ (e +es + el

K+l _ k)2 K+l _ kg2
+ (67 + ) IV =y I + (67 + ) IV = ¥Rl

k+1 _ lk”%

8
k+1 k+112 k+1 k2
< eIy =X 2+ Iy - X
s=1
k+1 k+1112 k+1 k12
IV = -
k+1 k+17,2 k+1 k2
= 2 - 242

k+1 k+1712 k+1 k12
IV = - ]

(121)

< (1= eIy =X + Iy - xS

e+l _ k12 e+l _ k)2
IV —ut A+ IV =l
ekl _ k12 K+l _ gkyp2
+ = AT+ T = A0

k+1 k+1712 k+1 k12
S Pl R AP Al
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Substituting it back into (61), we have that for all £ > 0,

k1 2 k1 2 K+l 2 K+l _ k2

X = x5 + [0 — a5 + A = 2705+ 1y =yl
k 2 k_ 2 k 2 k 2
SIx=xPl + et =l + 147 = A+ Iy =7l

e+l _ k112 e+l _ k2 K+l _ kL2 e+l _ k)2
—€o[lly+ ot S | (A [ o [l el [ o (Mt

K+l _ gkl g2 K+l _ kg2 kel _ k2 K+l _ k2
F A = AN+ N = A0S+ IV =y 4 —7||2],

(122)
which implies for all k > 0:
0 <IN = x5 + ! — w3+ 1A = 2715 + 1l = v
I = X134 = w3+ 125 = 205+ I = v
(123)

k-1 2 k=1 2 k=1 _ g2 k=1 _ %12
D o (I e | o o [ Al 7

0 2 0 2 0 2 0 2
S S =Xl =l + AT = A+ Dy = vl

It further implies that the sequence {|x* —x*||2 + [luf — u*||2 + |A% = 2*|12 + lly* — r* 112}
is monotonically decreasing and bounded below by 0; hence the sequence must be
convergent to a limit, denoted by &:

Jim X xR e w3 I - A -y B =g (124

Taking the limit on both sides of (122) yields:

lim [y —x""|3 =0, lim |y —x"|1; =0,
k—+o0 k—>+o0
lim vV — a2 =0, lim vV —u¥|3 =0,
k—+o0 k—+00 (125)
lim (| =213 =0, lim =245 =0,
k—+00 k—+o0
lim [V -y 2 =0, lim [V — A2 = 0.
k—+o00 k—+c0

Additionally, (124) also implies that {(x*,u¥, A, Y} is a bounded sequence,
and there exists a sub-sequence {(x*,u", A% y%)} that converges to a limit point
(x®°,u®, 1%, y*). We next show that the limit point is indeed a saddle point and is
also the unique limit point of {(xF, u¥, /l]‘, yk)}. Given any x € X and u € R™, we
have:
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2pk+l [,C(Xk+l,uk+l, ”k+l, Vk+l) _ L(X, u, ”k+l,vk+l)]

1 1
_ zpk+l{ [E(XkH)TPOXkH _ EXTPOX] +q/ (! —x) + @ —w)
my my
1 1
+ 2 Mllg+1 [E(XkH)TPiXkH _ EXTPI‘X] + 2 le'(HqiT(XkH —x)
i=1 i=1

mny
k+1 T 0 k1
+ 2 JZ5a " —u)
i=1

+ Vk+lA(Xk+l _ X) + Vk+lB(uk+1 _ u)}

my
— 2pk+l [ _ %(X’H—l _ X)TPO(X/(+1 _ X) _ ; Mf+1 %(X’H—l _ X)TPi(Xk+1 _ X)]

(@)
+ 2Pk+l [(POX/(+1 + qO)T(Xk+] _ X) + c(?)'(uk+l _ u)

my mn
+ M[/F+1(Pixk+l + qi)T(Xk+1 _ X) + Z ﬂf+1C?(uk+l _ u)
i=1 i=1

+ VAR — x) 4 AT B — u)]

< 2 [(Poxk“ +q) (X —x) + cg(ukﬂ —u)
my ny
+ Mlllc+1(PiXk+l + q,-)T(XkH _ X) + Z M?{+lcg"(uk+l _ u)

i=1 i=1
+ Vk+lA(Xk+l _ X) + Vk+lB(uk+1 _ u)]
(126)

The positive semi-definiteness of each P; for all i =0, 1, ..., m guarantees the non-
positiveness of (4), which makes the last inequality hold. Applying Lemma 1 on
(22¢) with Z = (x**!, u**!), z = (x*, u¥) and z = (x, u) yields:
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2pk+1{(P0yk+1 4 qO)TXk+1 4 cguk“ +7
l‘ﬂl

" Z M1{<+1 [(Piykﬂ +q) %+ ciTuk+1 " ”i]
i=1
+ VL AXM 4 Bl — b)}

— 2! {(Poy’“rl +q0)'x+clu+r
m

+ Z ut! [(Piyk“ +q)'x+cu+ ri]
i=1

+Vk+1(AX+Bll—b)}
k 2 k1 2 K+ k2
<X =x[l; = X =x|l5 = Ix = x5
k 2 K+ 2 kg2
+[lu’ —ufl; = [0 —u]]; = [0 = w3
k k12 k1 2 ket 2 K+l k2
< (I = x5+ xS = x])5) = I = x5 - 1 - %))

k _ k12 k+1 2 k1 2 k1 _ k2
+ (o = w13+ e —ul3) = [0 =]} — 0 W] = 0.

127)
Adding the above two inequalities yields
2,51 [E(Xkﬂ utt VY k! Vk+1)]
k1 [ ookl _ kHINT e+l _
#25 { yH —xEDTPy - x) 128)

m

+ Z le'(+l [(yk+1 — xR (xkH x)] } <o.
i=1

Taking the limits over an appropriate sub-sequence {k;} on both sides and using
(125), we have:

LEX®,u®, A%, y®) < L(x,u, A%, y%®), Vx e X,VueR™. (129)
Similarly, given any A € RT‘ and y € R™, applying Lemma 1 on (22d) with
Z=""yMh, 2= A5 yH andz = (A, y) yields
Zpk+1 [ﬁ(yk+l Vk+l p y)_ﬁ(yk+l Vk+1 1k+1 yk+l)]
<125 = A5 = 1A = 413 = 1A = 2413
L e P 4 P [
< (1A = 2515 = 12T+ A15) = 1A = A5 = 141 = 2415

+ (I =75 =+ 7 05) = P =l = I =5 = 0.
(130)

Taking the limits over an appropriate sub-sequence {k;} on both sides and using
(125), we have:
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L(x®,u®, 4,y) < L™, u®,1%,y®), VieR], VyeR™. (131)

Therefore, we show that (x®°,u®, A%, y®) is indeed a saddle point of the Lagrangian
function £(x,u, 4, ¥). Then (124) implies that

Jm X" = x5 + ot —u® |5+ 1A = 225+ Ir = r®I3 =& (132)

Since we have argued (after Eq. (125)) that there exists a bounded sequence of
{(xK, u¥, A¥, %)} that converges to (X, u®, A%, y*); that is, there exists {k;} such
that limy ., x5 = x2I2 + [lub —u |12 + || A% — 2212 + ||y — y*||2 = 0, which
then implies that & = 0. Therefore, we show that {(x*, u*, A%, y%)} converges globally
to a saddle point (x®,u*®, 1, y®). O
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