
Investigating the Genomic Distribution of Phylogenetic Signal
with CloudForest

Reid Wagner
Minnesota Supercomputing Institute

The University of Minnesota
Minneapolis, Minnesota, USA

wagnerr@umn.edu

Benjamin S. Toups
Dept. of Biological Sciences
Louisiana State University

Baton Rouge, Louisiana, USA
btoup15@lsu.edu

Zhifeng Deng
Dept. of Mathematics
Florida State University
Tallahassee, Florida, USA

zd16d@my.fsu.edu

Kyle A. Gallivan
Dept. of Mathematics
Florida State University
Tallahassee, Florida, USA

kgallivan@fsu.edu

Jeremy M. Brown
Dept. of Biological Sciences and
Museum of Natural Science
Louisiana State University

Baton Rouge, Louisiana, USA
jembrown@lsu.edu

James C. Wilgenbusch
Minnesota Supercomputing Institute

The University of Minnesota
Minneapolis, Minnesota, USA

jwilgenb@umn.edu

ABSTRACT
A central focus of evolutionary biology is inferring the historical
relationships among species and using this context to learn about
how evolution has shaped diverse organisms. These historical rela-
tionships are represented by phylogenetic trees, and the methods
used to infer these trees have been an active area of research for sev-
eral decades. Despite this attention, phylogenetic work�ows have
changed little, even though extraordinary advances have occurred
in the scale and pace at which genomic data have been collected in
the past 20 years. Modern phylogenomic datasets have also raised
fascinating new questions.Why do di�erent parts of a genome often
support di�erent relationships among species? How are these di�er-
ent signals distributed across chromosomes? We developed a new
computational framework, CloudForest, to tackle such questions.
CloudForest is �exible, e�cient, and tightly integrates a diverse set
of tools. Here, we brie�y describe the architecture of CloudForest,
including the advantages it provides, and use it to investigate the
distribution of phylogenetic signal along the entire X chromosome
of 24 cat (Felidae) species.
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1 INTRODUCTION
Understanding the historical relationships among di�erent species
provides powerful context for learning about evolutionary pro-
cesses and patterns of diversi�cation. To infer these phylogenetic
relationships, evolutionary biologists today typically use DNA se-
quences sampled from across the genomes of their species of in-
terest. Modern phylogenomic datasets can contain sequences from
dozens, hundreds, or thousands of di�erent genomic regions. Some
studies even use entire genomes to infer phylogenetic trees. Ge-
nomic data can provide enormous amounts of information about
evolutionary history, but they are also complex and heterogeneous.

Many recent studies have shown that genes can vary extensively
in the phylogenetic trees that they support, even when these genes
are sampled from the same genomes. Some of this variation seems
to be driven by biological processes (e.g., incomplete lineage sorting
and horizontal gene transfer) [11], but some also seems to be caused
by the analytical challenges of reconstructing ancient relationships
[10, 13]. Given this striking variation, understanding how phyloge-
netic signal is distributed across genomes is an important goal of
phylogenomics. What, if any, is the relationship between a gene’s
position in a genome (i.e., its genomic context) and its phylogenetic
signal (i.e., the phylogenetic tree that it supports)?

To address this, and other pressing questions in phylogenomics,
phylogenetic researchers need analytical frameworks that can deal
with large, complicated data sets (of both sequences and trees), that
run e�ciently, that tightly integrate di�erent tools, and that allow
intuitive, visual exploration of interesting patterns. Currently, most
phylogenetic analyses are run in a piecemeal fashion that requires
users to set up their own work�ows from scratch, often separately
for di�erent computing platforms, and to reformat output �les from
one program for input to another in long chains. These work�ows
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are easily disrupted as di�erent software components change, are
generally not optimized for the computing platforms on which they
are run, and o�er very few opportunities for visual exploration.
Current approaches also do not permit iterative work�ows where
a "human-in-the-loop" can interact with the results generated at
di�erent stages of the analysis and switch course based on what is
learned at the various intermediate steps.

CloudForest was developed to address these challenges and limi-
tations and to �exibly and robustly exploit the ever-changing set of
computing resources available to the academic research community.
CloudForest is comprised of an integrated and accessible suite of
phylogenomic tools designed to make complex evolutionary analy-
ses more accessible, �exible, intuitive, dynamic, and reproducible.
Here, we describe the architecture of CloudForest and demonstrate
some of the advantages it o�ers both in terms of computational
speed and convenience. We demonstrate these advantages by using
CloudForest to investigate the distribution of phylogenomic signal
across >1,200 di�erent regions of the X chromosome in 24 species
of cats [6]. Our analysis reveals a striking relationship between
physical location and phylogenetic signal across these regions.

2 ARCHITECTURE AND SCALING
CloudForest exists as a suite of programs all housed within a singu-
lar framework. When designing such a platform, we considered all
options for its underlying framework. A main consideration when
making this decision for CloudForest was how to best address the
continuum of needs ranging from desktop workstations to HPC
resources, in addition to designing a platform with the desired �ex-
ibility and ease of integration. Another key consideration was the
long term sustainability of the proposed framework. For example,
to what extent do existing tools have the widespread support of
a community of developers and how well do potential solutions
accommodate new and innovative functionality? After weighing
di�erent options, we decided on the Galaxy framework [1].

Galaxy represents a largely readymade system that only requires
the implementation of individual programs in order to provide
basic functionality. While other options may necessitate securing
funding for general maintenance, the Galaxy framework has a large
active user and developer base with several sources of funding for
the upkeep and basic maintenance of the framework itself. This
robust network of users and developers allows the CloudForest
development team to focus their e�orts on the implementation of
more domain speci�c tools and features.

Galaxy possesses many ready-made features that lend them-
selves particularly well to the uses of CloudForest, such as saveable,
customizable, and modular work�ows that increase the ease of use
and �exibility. Other tools, such as a built-in, extensible visualiza-
tion framework [2] for sets of phylogenetic trees and nonlinear
dimensionality reduction (NLDR) [5] plots for both high and low
dimensional space, provide opportunities for more integrated and
intuitive interactive analyses. Galaxy also allows easy implemen-
tation for customized programs made to visualize other aspects of
gene tree variation analyses, such as covariance and a�nity net-
works. All of these qualities and features make Galaxy well-suited
for a tool such as CloudForest.

Phylogenomic analyses, such as those outlined here, often re-
quire large amounts of computing resources, and as such are often
outsourced to HPC clusters for particularly demanding jobs. In addi-
tion to the bene�ts outlined previously, the Galaxy framework also
allows for direct access to HPC compute resources as well as large
RAM and CPU counts on normal workstations. Since CloudForest
is contained within a containerized version of Galaxy using Docker
[7], its tools have access to the virtual CPUs and RAM provided by
Docker, as de�ned by the user, with thread and process alignment
all handled by the framework.
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Figure 1: Basic overview of the CloudForest architecture as
it relates to desktop workstations and HPC resources.

CloudForest can access HPC resources in multiple ways. Two
solutions for in-house HPC are the SlurmWorkload Manager [3] or
Condor [12]. For these, the user must have access to the HPC com-
pute resource, including �le system access and privileged adminis-
trative assistance on the target HPC system. The Docker container
would then need to be started with all of the environment variables
needed for HPC cluster processing. One scalable solution to address
the need for computing beyond what is available in most desktop
resources is via the CIPRES REST API (CRA) [8]. The CRA provides
users with HPC compute access for a multitude of phylogenetic
tools. The CloudForest – Galaxy application allows a user to provide
their own third-party CRA credentials, and o�oad computation to
the service. This communication is handled by TreeScaper, which
parses a con�guration �le de�ning the tool and parameters. The
longer term road map of this approach entails the expansion of HPC
access for CloudForest to include full containerization of tools on
HPC resources. This will involve packaging the tools, libraries, and
input data needed to complete a computation within a Singularity
container. This package will then be sent to a user-accessible HPC
resource. For many tools, using CloudForest on a highly perfor-
mant workstation can be su�cient; however, there is undoubtedly
a need for such HPC integration, and this remains a priority of the
development team.

3 EXAMPLE ANALYSIS - PHYLOGENETIC
SIGNAL ACROSS THE X CHROMOSOME

To demonstrate the advantages provided by CloudForest for address-
ing pressing questions in phylogenomics, we analyzed a recently
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published dataset that included dense sampling of di�erent genomic
regions from more than two dozen cat genomes [6]. We focused on
the distribution of phylogenetic signal across the X chromosome, in
particular, given evidence that recombination rate variation across
di�erent regions of the X is linked to di�erences in phylogenetic
signal [6]. Li et al. [6], and other authors who have investigated
such relationships in other species, had to create their own custom
work�ows to �rst infer phylogenetic trees for di�erent regions,
compare the resulting trees (guided by a priori knowledge of their
group), and then create de novo graphics to summarize the results.
With CloudForest, we were able to utilize a self-contained work-
�ow, o�oad computation to external HPC resources, and quickly
summarize and visualize the results.

To investigate phylogenetic signal across the X chromosome,
we analyzed 1,273 100-kilobase windows of DNA that spanned the
entire length of the X chromosome of 24 cat species. We divided
these windows into a few groups, uploaded them into CloudFor-
est, and created a separate Galaxy collection from each group of
sequences. We then used each collection as input to the TreeScaper
tool, which submitted IQ-TREE [9] jobs to CIPRES using the CRA
for each sequence in the collection, with up to 50 jobs running in
parallel. TreeScaper collected the resulting maximum-likelihood
trees returned by the CRA, which were concatenated, sorted, and
passed through text processing tools within CloudForest to �lter
failed results and extra information, producing a single list of trees.
Twelve windows could not be analyzed due to missing sequences,
leaving us with 1,261 trees in total.

From the resulting set of trees, we used TreeScaper [4] within
CloudForest to calculate a matrix of weighted Robinson-Foulds
(wRF) distances between trees, which provides information about
the extent of variation in phylogenetic signal across di�erent ge-
nomic regions. To better understand this variation, we used TreeSca-
per to perform non-linear dimensionality reduction (NLDR) [5, 14].
NLDR allows users to visualize sets of phylogenetic trees in Eu-
clidean space by projecting trees as points in two or three dimen-
sions, providing an intuitive summary of any structure present in
the set. Visual inspection of the NLDR plot revealed an interesting J-
shaped structure to the trees, including a region in which a group of
trees was di�erentiated from the rest (see Fig. 2). Following NLDR,
we calculated an a�nity matrix by taking the reciprocal of the wRF
distances and used these a�nities to perform community detection
(with the Con�guration Null Model) in order to identify any signal
of structure in the tree set [4].

Community detection analysis supported a two-community
structure roughly matching the distribution of trees in the NLDR
plot (see Fig. 2). After identifying this community structure, we
mapped the trees in each community back to their location on the
X chromosome and found that the trees had a striking relation-
ship to a region’s physical position on the X chromosome. More
speci�cally, one community corresponded mostly to regions in the
center of the X chromosome, while the other was mostly comprised
of regions more distal on the X (i.e., near one end or the other)
(see bottom of Fig. 2). Biologically, this result is important, as the
center of the X chromosome is known to have a particularly low
recombinaton rate. The relationship between recombination rate
and phylogenetic signal sheds important light on the causes of gene
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Figure 2: (Top) An NLDR plot of the maximum-likelihood
trees from di�erent regions of the X chromosome across 24
cat species, with individual trees colored according to the
community in which they were placed. (Bottom) A represen-
tation of the ordering of the 1,261 windows along the X chro-
mosome with the colors again depicting the communities to
which a tree from each window was assigned.

tree variation in phylogenomic studies, suggesting that low recom-
bination regions are resistant to introgression and more likely to
re�ect the true phylogenetic relationships among species [6].

Essentially, this entire analysis was conducted using a self-
contained work�ow in CloudForest that utilized built-in analytical
and visualization tools. An analysis such as the one presented here
shows only some of the types of interplay between programs, user
interactivity, and novel visualization schemes that can be used to
explore and better understand important patterns in phylogenomic
datasets. Outside of CloudForest, the process of exploring similar
datasets not only requires expertise in compiling, installing, and in-
tegrating various software packages, but it is also di�cult to repeat
these types of analyses. By packaging all the required components
within a container and under a single, intuitive framework, Cloud-
Forest gives researchers a �exible means to connect programs into
larger work�ows, with intermediate outputs that can help to direct
and guide more complex analyses. Importantly, these work�ows
can be saved and shared, so that others can explore and validate re-
sults and extend approaches to address novel questions that depend
on complex evolutionary processes.

Although we did not perform a rigorous benchmark, the built-in
o�oading of parallel-running jobs to HPC resources via the CRA
signi�cantly reduced the time to perform the analysis. It took 8
hours and 43 minutes to run tree inference for a subsample of 319
sequences with the local IQ-TREE Galaxy tool, utilizing 4 cores of
a 2GHz Quad-Core Intel Core i5, and 8GB RAM. The same analysis
run with IQ-TREE via the CRA-integrated TreeScaper tool com-
pleted in less than one-�fth of the time with a duration of 1 hour
and 31 minutes.
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Figure 3: (Top) A screenshot of the native work�ow editor,
with a simpli�ed version of the analysis in this paper. (Bot-
tom)A screenshot of the con�guration page to run a jobwith
TreeScaper, displaying the options found in the native pro-
gram.

4 CONCLUDING REMARKS
Most modern phylogenetic inference requires an increasingly large
set of specialized software tools to explore the variation present in
large genomic-scale datasets. To date, integrating results of these
independent analyses has not been intuitive, which has made it
di�cult or impossible to reproduce or verify the results of these
complex analyses. Additionally, most programs currently lack an
integrated and interactive approach to visualizing results at all
stages of these complex work�ow in a way that could help inform
subsequent analysis approaches. CloudForest leverages the use
of a popular analysis framework to orchestrate large-scale, com-
plex phylogenomic analyses. The approach described in this paper
makes otherwise complex analyses more accessible to a broader set
of practitioners, while explicitly addressing growing concerns over
the reproducibility of scienti�c research.

Development e�orts for CloudForest are currently ongoing, with
an open-source beta version available. With support from NSF and
continued development e�orts, a prototype version of CloudForest
will be circulated to a group of beta testers to gather feedback and
continue improving the platform prior to its full release.
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