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ABSTRACT 

In modern industrial manufacturing processes, robotic 
manipulators are routinely used in the assembly, packaging, and 
material handling operations. During production, changing end-
of-arm tooling is frequently necessary for process flexibility and 
reuse of robotic resources. In conventional operation, a tool 
changer is sometimes employed to load and unload end-
effectors, however, the robot must be manually taught to locate 
the tool changers by operators via a teach pendant. During tool 
change teaching, the operator takes considerable effort and time 
to align the master and tool side of the coupler by adjusting the 
motion speed of the robotic arm and observing the alignment 
from different viewpoints. In this paper, a custom robotic system, 
the NeXus, was programmed to locate and change tools 
automatically via an RGB-D camera. The NeXus was configured 
as a multi-robot system for multiple tasks including assembly, 
bonding, and 3D printing of sensor arrays, solar cells, and 
microrobot prototypes. Thus, different tools are employed by an 
industrial robotic arm to position grippers, printers, and other 
types of end-effectors in the workspace. To improve the precision 
and cycle-time of the robotic tool change, we mounted an eye-in-
hand RGB-D camera and employed visual servoing to automate 
the tool change process. We then compared the teaching time of 
the tool location using this system and compared the cycle time 
with those of 6 human operators in the manual mode. We 
concluded that the tool location time in automated mode, on 
average, more than two times lower than the expert human 
operators. 
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1. INTRODUCTION 

Cameras, as sensors for visual feedback, have routinely been 
used with robotic manipulators to improve their environmental 
perception and precision. Vision-based robotic manipulation has 
been investigated for decades, for operations like grasping [1, 2] 
and pick-and-place [3, 4]. Traditional cameras only provide 
image pixel information in color or monochrome mode. But a 
depth (RGB-D) camera not only can acquire RGB or 
monochrome images but also can measure the distances between 
the camera to 3D objects. Thus, based on this advantage of the 
depth camera, more precise motion and manipulation of robotics 
have been studied with the RGB-D camera’s assistance [5-9]. By 
implementing cameras as sensors to assist the robotic arms, 
visual servoing techniques have been proposed to calibrate the 
motion of the manipulator based on vision feedback in closed-
loop control [10-14].  

In industrial applications, where robots implement 
automated operations, the robotic manipulators must be taught to 
reach desired positions in the workspace by the operators using 
a teach pendant. Sometimes, in order to complete multiple tasks, 
a single robotic arm must change different tools for different 
manufacturing operations. To change different tools, robotic tool 
changers must be used to complete the tool change process. Most 
robotic tool changers use pneumatics to lock the master and tool 
side together. The master side is usually mounted at the end of 
the robot, whereas the tool side is connected to the tool and 
placed on the mounting module of the tool change station. Tool 
change coupler can provide the flexibility to automatically 
change the end-effectors.  

Researchers [15-17] have studies the automatic tool change 
(ATC) process in robotic systems. For the tool change process, 
the robotic arm must be taught by the operator to locate the 
different tools’ locations and align the tool change coupler 
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manual mode fluctuations of the time between the trials are more 
significant as it can be clearly seen in Figure 8a, and 
consequently, values of the standard deviation are much larger 
compared to the automated mode. For automated mode time 
values are concentrated in the narrow range between 44 – 74s, in 
contrast to the manual mode where the time range for all the 
operators and trials is approximately 77 – 474s.   

In a summary, we can conclude that the cycle-time of the 
automated tool change process is almost more than 2 times faster 
than expert robot operators. Moreover, the standard deviation is 
almost 3 times smaller than expert robot operators.   

 

5. CONCLUSION 
In this paper, we proposed a visual servoing tool change 

automated operation for a 6-DOF industrial robotic arm 

exchanging tools with the NeXus, a custom multi-robot 

manufacturing cell. An RGB-D camera attached to the robotic 

arm can improve the precision and reduce the tool pick-up time 

with the visual servoing technique. Compared with the manual 

tool pick-up mode by human operators, in the tool change 

process, the automated mode can reduce completion time by at 

least 2 times. Especially for inexperienced operators, the 

automated mode can assist them to complete the tool change 

process faster and more efficiently. For random tool and multiple 

tool change processes, the automated mode can enhance the 

effectivity and precision. Also, avoiding manual teleoperation 

during the tool change process can prevent human operators 

from injuries in a non-collaborative robotic environment.  
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