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is developed. Employing a thermomechanical approach, constitutive equations for the phase
change of a mixture of viscoelastic fluid and solid constituents of the polymer are derived. A
general model describing phase change that relates both thermomechanics and photochemistry
is presented. A function defining the mass fractions of fluid and solid in the mixture is utilized in
the thermomechanical description, and the governing equations for the evolution of the fluid
and solid mixtures are obtained based on photochemical reactions under UV light. General
properties and kinematic equations that impact phase change in terms of material properties
and process parameters are obtained. A simplification of the model without sacrificing the
underlying physics to make the problem amenable to analysis is put into place. The general
model of phase transition is simplified by assuming that the gradient of the displacement, the
strain and its time rate, are small; this results in an integro-differential quasilinear system of
equations. A numerical scheme is proposed to solve the problem and results from the numerical
simulations are presented and discussed.

1. Introduction

A comprehensive description of the phase change process in general terms started with the early work of Lamé and Clapeyron
(1831), where solidification due to heat conduction was the driving catalyst for the phase change process. Based on their findings,
a new class of models emerged for the Lamé-Clapeyron-Stefan problem, and results related to that problem are discussed
in Beckermann, Diepers, Steinbach, Karma, and Tong (1999) and Rubinstein (2000). These models basically consider a general
approach based on the heat equation with free boundaries that takes into account some thermodynamic aspects of heat conduction
for the initial and boundary conditions, and mass flux via the Navier-Stokes equations (Gupta, 2017; Hu & Argyropoulos, 1996).
A great deal of mathematical work has been carried out with regard to the problem of solidification and melting and a detailed
account of the same with copious literature can be found in Bankoff (1964), Crank (1956), and Rubinstein (2000). On the physical
side Avrami wrote a series of papers concerning the equations underlying the phenomenon of phase change (see Avrami, 1939,
1940, 1941). Baldoni and Rajagopal (1997) have also proposed a thermodynamics for solidification.

We should mention closely related papers wherein the same thermodynamic framework is used to develop constitutive relations
when polymeric materials are undergoing phase change. Early studies of the same are due to Fasano, Kannan, Mancini, and Rajagopal
(2007), Kannan, Rao, and Rajagopal (2002), and Rao and Rajagopal (2001, 2002). Some relevant later studies concern phase change
in polymers that are light activated with the added property of having memory for certain preferred shapes (see Barot, Rao, &
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Fig. 1. Ilustration of the R2RNIL sub-processes (mold filling, phase change, and demolding) and the regions of the mold roller and time intervals for each
sub-process. In mold filling, the stress-free fluid film on the substrate flows into the mold pattern cavities, which is followed by the phase change sub-process in
which the substrate is irradiated with UV light to cure the coated film in the pattern. A demolding roller is employed to peel-off the patterned substrate from
the mold roller and the substrate is transported downstream.

Rajagopal, 2008, Moon, Cui, & Rao, 2015, Sodhi, Cruz, & Rao, 2015). These studies share much in common with our study where
the phase change is affected by ultraviolet radiation, but there is no “shape memory” that needs to be taken into consideration.
Recently, Sreejith, Kannan, and Rajagopal (2021) studied the warpage and shrinkage and the resultant residual stresses that arise in
amorphous polymers during phase change in the process of additive manufacturing, using the identical thermodynamic framework.
Suffice it is to say that all the above-mentioned studies share the same thermodynamic basis with the study being carried out here.

In Gomez-Constante, Pagilla, and Rajagopal (2019, 2020) we discussed some previous models describing roll-to-roll Nanoim-
printing Lithography (Ahn & Guo, 2009; Jain & Bonnecaze, 2013; Kim, Kim, & Sin, 2009; Lin & Chen, 2008; Wang, Li, Qiu, &
Zhou, 2018; Young, 2005) and some experimental results (Ahn et al., 2013; Inanami, Ojima, Matsuki, Kono, & Nakasugi, 2012;
Lee, Kim, Kwak, & Suh, 2009; Mikeld, Haatainen, & Ahopelto, 2011; Matschuk & Larsen, 2012; Sohn, Park, Lee, Jang, & Lee,
2013; Thesen, Nees, et al., 2014; Thesen et al., 2014; Wu, Sung, Yao, & Chen, 2013) obtained in the search for higher throughput
and better geometric tolerances. We also identified the sub-processes that are always present in the same order but with slight
differences depending on the specific purpose for a given application, namely mold filling, phase change and demolding (Fig. 1). In
this paper we will develop a model for the phase change process by considering how photo-chemical reactions affect the change
of phase from a viscoelastic fluid into a viscoelastic solid (see Kannan & Rajagopal, 2004) and the different boundary and initial
conditions; the model development will be based on the thermomechanical framework in Rajagopal and Srinivasa (2000) and Rao
and Rajagopal (2002) and its generalization to take into account chemical reactions (Kannan & Rajagopal, 2011). We focus on the
characteristics that both the stored energy and the rate of dissipation functions must have in order to simulate how crystallization
occurs in polymers by taking into account the interaction of both constituents within the context of the Mechanics of Mixtures
(see Atkin & Craine, 1976; Bowen, 1967; Rajagopal & Tao, 1995; Truesdell, 1962). In particular, we take into account how the
intensity of UV light affects the evolution of the mass fraction of melt and solid portions of the mixture (Chandrasekhar, 2013). The
formulation proposed for phase change in this work can describe the most common curing processes, including those that involve
thermal and photo-chemical reactions.

Assuming that we start with a nano-scaled mold feature completely filled with a viscoelastic fluid, that no external forces other
than the tension of the web are acting on the system, and that the only external source of energy is the UV light source irradiating
the substrate, the model will provide the evolution of the viscoelastic fluid film inside the mold cavity as it is converted into a
viscoelastic solid and how the internal stresses on the mixture are affected. Non-inertial forces resulting from the relative circular
motion across the mold roller will also be taken into account in the formulation.

We start by determining the form of the Cauchy stress tensors for both the viscoelastic fluid and viscoelastic solid constituents
of the mixture that maximizes the rate of entropy production. Next, we determine the amount of fluid converted into solid by
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irradiating it with UV light, which along with the conservation laws results in a model consisting of a well-posed system of partial
differential equations. The corresponding initial conditions are determined by the final conditions of the linearized mold filling
problem (Gomez-Constante et al., 2019, 2020). The boundary conditions are determined by the interaction of the mixture with
both the tension of the web and the UV light source.

The organization of the paper is as follows. In Section 2, we derive the constitutive equations of the constituents of the mixture
based on the maximization of the rate of entropy production. Section 3 deals with the photo-chemistry of Photo-tunable Molecular
Crosslinking (PMC) and the Radiative Transfer Function. In Section 4, we derive the initial and boundary conditions by taking into
account the information about the final state of the previous mold filling process. Section 5 provides the general nonlinear system
of equations for the phase change process and in Section 6 we obtain a quasi-linearized version of the nonlinear model that enables
a numerical approximation that still exhibits the qualitative behavior that we conjecture is adequate for phase change. Section 7 is
concerned with numerical simulations of the process depicting the more important qualitative behavior of the model. Conclusions
and future directions are provided in Section 8.

2. Thermodynamic framework for the constitutive equations

We will develop a model that considers the general theory of the mechanics of mixtures (Rajagopal & Tao, 1995) along with
the assumption that the rate of dissipation function due to mechanical working on each constituent is maximized. We will find the
constitutive equations that both constituents of the mixture must have in order to satisfy the conservation laws.

2.1. Kinematics of motion of a mixture

Let us consider a mixture of two constituents: a viscoelastic fluid (or melt) and a viscoelastic solid. We shall denote with subscripts
m and s the melt and solid constituents, respectively. Let X; (i = m, s) be a material point belonging to constituent i in the reference
state. The motion of each constituent is defined through
2 Kr(B) X RY — ,(B),
X;, D) — X, 1) = x.
Assuming the motion to be adequately smooth, the deformation gradients (F;) and the left and right Cauchy-Green tensors (B; and
C,) are given by

def dy; def def
;= K B, = F,F, C;=F'F,. @
1
Assuming there is no relative motion between the constituents of the mixture, i.e.,
d ay,
v = Xm — XA N (‘2)
ot ot

the velocity gradient of the constituents is given by

L; = grad v. 3)
In addition, if we assume and that the temperature of the mixture () is the same for each constituent, i.e.,

6,=0 @
and both constituents coexist at the same material points, then by additivity of mass, the density of the mixture (p) satisfies

P =Pyt Ps- )
Now, the conservation of mass for each constituent of the mixture is given by

dp; .

d—t'+p,~ dive=m 6)
where m; is the mass production rate of each constituent i. Since the mass fraction of melt changing phase into solid must be equal
to the mass fraction of solid created, they must satisfy

m, +mg =0. @
Substituting Eq. (6) into Eq. (7) we obtain the conservation of mass of the mixture as

dp .

— +pd =0. 8

ar TPy ©)

The angular momentum supply is asumed to be zero and the Cauchy stress associated with the constituents are assumed to be
symmetric. Using a similar reasoning and assuming that each constituent satisfies the conservation of linear momentum, we get
that the conservation of linear momentum for each constituent and the mixture to be given by

dv

T div T; + p;b, + m; (C)]

Pi
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p% =div T + pb (10)

where T; and b, respectively, are the Cauchy stress tensor and body force of constituent i, and m; is the momentum generated by
mass production of constituent i which satisfies

m, +m;=0. an
The Cauchy stress tensor (T') and the body force (b) acting on the mixture are given by

T=T,+T,, 12

pb=p,b, +pb,. (13)

The conservation of energy for each constituent and the mixture are given by

Pigr =—d1vq,+T L+pri+e (14)

p%=—divq+T-L+pr (15)

where the heat flux (q), internal energy (pe) and radiant heating of the mixture (pr) are defined as

9=4n+4s (16)
PE = Piy€p T Ps€ss a7
Pr= Pl + Pl (18)

The energy supply (e7) of both constituents satisfy
e +mye, +e +mee, =0. (19)
Finally, by defining the Helmholtz potential function (y) and the entropy (s) of the mixture as
PY = Pyl + PV (20
PS = PySm t PsSso 2D

we find the reduced energy-dissipation equation of the constituents and the mixture as

d [PV do 1
T,-L- dt<tpl> p"dt+€ +m€——q, grad 6 >0 (22)
dy do
— —- - >
T-L-p T —ps o q grad 6 > 0. (23)
By defining the mass fraction of the melt as
= 24)
p

where 0 < a(x,7) < 1, we can now see that the body force, internal energy, radiant heating, Helmholtz potential and entropy of the
mixture are defined as a convex combination of the mass fraction of both the melt and the solid. In addition, we have

dy d
E:—t[ay/m+(l—a)l//3 =

Substituting Eq. (25) into Eq. (23) and comparing it w1th the sum of the individual constituents defined by Eq. (22), we have

ay,,
dt

da
W“)E' (25)

d
— oWy — v/x)d—': = —My Wy, — Moy, (26)

From Egs. (7) and (26), we have

pd—a =m
dt "
which basically states that the change in the mass fraction of the melt is proportional to its mass production rate per unit volume.
By using the conservation of mass and the definition of Helmholtz potential of each constituent, we obtain

27)

d PiVi dy;
dt < B ! > +m;e; = —p,»d—t' + m;0s; (28)
Substituting Eq. (28) into Eq. (22) yields
dw.
T, L-p, d":’ p,,d0+€ +m0s; — Lq; - grad 0> 0. (29)
We next define
dy; do
C1=T1'L—Pid_ll—ﬂi5iﬁ (30)
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Fig. 2. Illustrations of the evolving configurations of the body 7: the reference configurations for the melt and solid (that occurs when phase change starts),
natural configurations for melt and solid (denoted with their respective sub-indexes) and current configurations of the body denoted as xx(B3), k,(), K, 0 (B),

K,.(B) and x,(B), respectively, with deformation gradient F, and mappings G,, G, F, o Fro shown.
p_
¢ =€l +mbs; (€39)]
. 1
= —5% -grad 0 (32)

where ¢;, ¢/ and ¢ are the rate of entropy production due to mechanical working, phase change and heat conduction, respectively.
We will assume that they are all non-negative scalar functions. In order to find the appropriate constitutive equations for our mixture,
we will use a thermomechanical approach consisting of the maximization of the rate of entropy production of mechanical working
of the mixture defined as

=8¢+ (33)

along with the restriction of isochoric motion enforced on the natural configurations explained below.

For what comes next, we assume that both the melt and solid constituents of the mixture have natural configurations «, ., and
K, > Tespectively (Fig. 2). Using these natural configurations, we can now define the mappings from their respective reference
configurations (for the melt and the solid) as

G”’ = F’(R_”‘ﬂm(l) Kpm(1) (34)
def
— — -1
Gx - FK,.—»KPA(,) - Kps(r) K.* (35)

where the tensors associated with the natural configurations for the melt and the solid are F % and F %ot respectively. Now, we
proceed to define the velocity gradient and the mappings associated with both natural configurations as
def . |
Ly, = GiG; (36)

which then allows us to define their symmetric parts as

— 1 T
D= 5 (LKPi(’) + LKp,-(I)) 37)
D=%(L+LT). 38)

For the sake of simplicity, we assume that the Helmholtz potential y,, and the rate of entropy production ¢, of the melt are given
by

0.8, y=-n" o p 39
¥ (0, ’fpm(r)) ~ 2p, 6, tr Kpm(t) (39
(0 By, ) D, ) = 2Hn Do, o B,y Doy (40)
and the Helmholtz potential y, and the rate of entropy production ¢ of the solid by
Glx G2s
v,(0.B, )= 2 (tr B, —3)+ 2 (tr B, -3) (41)
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¢©0.B, .D, )=2uD

ps)’ " Kpg(n)

B. D (42)

Kps@)  Kps@) Kpg()”
where p,, is the initial density of the constituent and G;, y; are material coefficients related to each constituent and 6, is the initial
temperature of the mixture.

Maximizing the rate of entropy production (Eq. (33)) along with the restrictions of both natural configurations associated with
each of the constituents being isochoric, we have

tr D =0 (43)

Kpity
Further, the Cauchy stress tensor of the melt T, is given by

G,,0

Tm = Pm m Brcpm(,) (44
v G,0 3
By, o = Pm 20,00 | tr B! ~ B0 (45)
Pm(0)
and the Cauchy stress tensor of the solid T'; is given by
Gls G25
Ts =Ps 0. Bk‘ps(,) + Ps 20, Br,. (46)
v Gls 3
KBy, = psﬂ_os tr B! =By, (47)
ps(®
v
where B is the upper-convected time derivative defined as
v .
B=B-LB-BL. (48)
v
Rearranging terms and considering that B, =0, the constitutive equations of the melt and solid are given by
G,0
T,="tnZnlp, g (49
po,, 9 o,
0\ V 0, G,0
Hm (20 S, + P Hmod (Do sm=p_"’L ;_1[4_2#",1) (50)
G, \ 0 po, Gndt \ 0 o, 6o |tr B!
" " Kpm(®)
and
T,= 2o, (51)
Po,
Hs v Ps Ps 3 G2s
S+ =8,= G| ——T+ 2B, (52)
Gy Po, Po, tr B, o Gy
Ps

Note that the constitutive equations describe the behavior of the melt and solid constituents of the mixture independently. However,
this formulation does not explain how the densities of the constituents evolve in time due to UV light irradiation; to describe this
we need the governing equations for the photochemistry of the phase change of the mixture which we describe below.

3. Photochemistry of phase change using UV light

Photochemical reactions are a special class of chemical reactions that are activated by irradiation of light of certain energy
determined by their frequency. Photons of certain frequency (in the ultraviolet electromagnetic spectrum in our case) are the ones
that trigger the chemical reaction by adding energy to the molecules and interacting with the valence electrons of the molecules
composing the polymeric chains used for this manufacturing process.

Generally speaking, there are two main types of photo-chemical reactions: Photo-Induced Network Rearrangement (PNR) are
chemical reactions in which the initial molecular chain is broken by the irradiation of UV light, producing two smaller molecules
one of which is the one that possesses the desired mechanical properties; and Photo-tunable Molecular Crosslinking (PMC) which is
an internal reconfiguration of certain parts of the chain of the polymer that are triggered by the irradiation of UV light and produces
the stiffening of these long chains, macroscopically producing the desired mechanical properties. PNR reactions need additional
stoichiometric balance equations along with some extra terms that will appear in the reduced energy-dissipation equation (Eq. (22))
making this approach more complicated, whereas for PMC reactions all we need is an experimentally determined equation relating
the amount of polymeric fluid being converted from one phase into the other in terms of time. Both PNR and PMC reactions are
governed by the same physical principle that governs the interaction between matter and electromagnetic radiations.
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3.1. Radiative transfer equation

Let us suppose that we have an electromagnetic radiation field emitted by a source that passes through a medium. The amount
of energy in the form of radiation that is absorbed by the medium, transmitted through the medium, and scattered in different
directions across the medium is governed by the equation (Chandrasekhar, 2013)

c ot ox 4x

where c is the speed of light, I is the intensity of the light through the medium, o, is the absorbance due to the scattering, a,, is the
absorption coefficient of the melt, ¢, is the molar concentration per volume of the melt, a, is the absorption coefficient of the solid,
¢, is the molar concentration per volume of the solid, j, is the radiation emitted by the medium and I, is the scattering kernel that
takes into account the non-homogeneous nature of the medium. Since we are not dealing with radioactive materials and the scale
of the process is very small, it is reasonable to neglect scattering and emission, which reduces the equation to:

101 , oI
S TP oy @nt +ac)I =0 (54

where 7 is the unit radial vector along the direction in which light propagates inside the medium. Notice that if we neglect the time
derivative in the previous equation then we recover the well known Beer-Lambert Equation.

1ﬂ+i°~ﬂ+(o‘s+amcm+ascx)l=jv+ia'x/ I,da (53)
r

3.2. Photochemistry of PMC processes

Conservation laws alone cannot describe the response of bodies, one needs constitutive specifications, similarly the radiative
transfer equation alone is not enough to describe photo-chemical reactions. Additional equations describing the particular behavior
of the molecular chains forming the materials in the mixture is needed. The process for obtaining such equations is out of the scope
of our work, so we will just use a rather simple specification. We will assume that the variation in time of the molar concentration
of the melt is given by the equation

dc,, €m

—_— == c I
ot Nyhv ™

(55)

where N, = 6.022 x 10? mol™! is the Avogadro’s constant, h = 6.626 x 10734 J - s is the Planck’s constant, v is the frequency of the
photon and ¢, is the concentration of the mixture at the beginning of the process. In this particular case, we have assumed that
the photo-chemical reaction is bi-molecular which is why the exponent of the molar concentration is equal to 2 (Long, Scott, Qi,
Bowman, & Dunn, 2009). In addition, the molar concentration per volume of a chemical component i is related to density via

pi =cM; (56)

where p; is the density of constituent i and M, is its corresponding molecular weight. With this relation between the density and
molar concentration per unit volume for each constituent, we can now express how the densities of both constituents will evolve
in time in terms of the thermomechanical and the photochemical behavior.

4. Boundary conditions for phase change problem

Let us assume a system consisting of three parallel rigid rollers: a mold roller of outer radius R, rotating at constant angular
speed w, a nip roller producing the filling of the cavities imprinted in the mold roller and an auxiliary demolding roller. The
separation between the secondary rollers produce a fixed wrapping angle which for the sake of simplicity we will set as ¢ = z/2
thus determining the arc which is the zone where phase change will take place (Fig. 3).

In addition, we will assume that mold filling has successfully been accomplished in the previous sub process meaning that the
mold cavity has been filled with fluid up to a given minimum accepted tolerance.

Since the angular speed is assumed to be constant, the available time for changing phase from a viscoelastic fluid to a viscoelastic
solid denoted as T, — T is given by

T,-T, = g. (57)

For phase change, the boundary condition is given in terms of the normal reaction that balances the tension of the web that acts as
a traction force on the substrate. To elaborate, let us consider a small portion of the substrate ¢ (Fig. 4).

To simplify things a little bit, it suffices to assume that the tension of the web 7,, is uniform across the substrate thickness and in
the tangential direction. This tension along with the curvature of the roller produces a reaction force in the normal (radial) direction
which keeps the fluid inside the mold cavity from being expelled by both the non inertial forces and the energy stored from the
previous mold filling sub process. Therefore, the boundary condition at the substrate is

pv( - i) = (T = T g ) (58)

where T, T are the Cauchy stress tensors in the substrate and the melt respectively and 7 is the unit outward pointing normal
in the substrate direction.
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Fig. 3. Kinematics of R2RNIL phase change.

mold roller

“ \

Fig. 4. Web forces for a small portion of substrate.

4.1. Heat transfer

Since the mold patterns and the fluid film are in the nano-scale, most of the energy irradiated from the UV light source will not
be absorbed by the fluid. In fact, we expect that the vast majority of that energy will be absorbed by the mold roller and reflected
back to the surroundings making this a possibly temperature-dependent process. We identified two main interactions between the
fluid film and its surroundings: heat conduction between the fluid and the mold and heat convection between the fluid and the air
trapped inside the mold cavity (Fig. 5).

Assuming the manufacturing process runs at constant parameters, the interaction between the fluid and the mold can be modeled
as a constant heat flux g,,,,, that flows from the mold roller into the fluid, increasing the temperature of the fluid

—k(grad 6) = Go1q (59)

where k is the conductivity of the fluid. For the interaction in between the fluid and the air we can assume that convection of the
fluid is given by

—k(grad ) - it = h, A6 — 0;;) (60)

where h, is the heat transfer coefficient and A is the area of the free surface. The latter applies to the interaction between fluid and
substrate because of the lumped heat capacity assumption.
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Fig. 6. Angle of incidence of UV light and how it changes over the trajectory 0 < ¢ < %

4.2. Photo-chemistry of phase change

Similar to what happens with rays of sunlight irradiating our planet at human-scale structures, the nano-scale of the features
makes it possible to assume that UV light rays irradiating each mold feature are parallel and that only their direction (which is now
uniform) will change with time.

For the sake of simplicity, we will assume that the source of UV light is located at a point fixed in space, say Q, such that
it irradiates a total angle of z/2 rad (Fig. 6). This has been done with the purpose of avoiding multiple light sources and all the
modeling complications arising from such an assumption. Let us think of a fixed material point in the mixture denoted by P. As it
travels across the arc of length gRO, the light rays form an angle ¢, between the normal to the surface at point P and the straight
line joining point P and the position of the light source Q. At position 6 = % the triangle formed by points P, Q and R degenerates
into a straight line to then reverse its direction. With all these considerations, the angle formed between the normal direction at
point P and the UV-light ray is governed by the equation

|cos @ — sin @|
V(1 —sin@)? + (1 — cos @)?

Now, let us consider what happens with the mixture inside one feature. First, the Law of Refraction (also known as Snell’s Law)
states that the angle of refraction depends on the medium in which light travels, and that between two adjacent media with flat

sing, = (61)
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(grad I)-n = Jy

+ o+ +
¢¢¢¢¢¢¢¢¢¢¢4I
+

+ o+ 4 4+ o+ 4

PR
Nmold L N P mixturet )
P R N
\»»»o»» 00001
A P A
+ o+ + e e e
+\+ + o+ o+
\'. ATy
\ \I—]o
»
\ \ \ \ !\ \ \ \ \ Mg \ \
\ \ \ \ | \ \ \ \
\ \ \ v \ \ \ \ \ \
\ \ \ \/é\ \ \ \ \
\ \ \ N \ \ \ \
\ \ \ \ \ \ \ \ \

Fig. 7. Angle of incidence of UV light for a single mold feature (left). It clearly shows how the angle of incidence changes from ¢, when light travels through
air to ¢,, when it travels through the mixture. Boundary conditions of the intensity of light I at the boundaries (right).

boundary (Fig. 7) it is governed by equation

sin n,

__"5/ = Im 62)

sing,, n,
where ¢, is the angle at which light travels through air, ¢,, is the angle at which light travels through the mixture, n, is the refraction
index for air and »,, is the refraction index for the mixture. In order to simplify the analysis, we will not take into account the light
that will be reflected in the mixture/mold-roller interface which will provide some additional energy for the phase change process.

With all the previous considerations, we can finally determine the direction 7 (in the radiative transfer function (Eq. (54))) at

which light travels inside the mixture as

F=—sing,é) + cos ¢,e. (63)

where &), is the tangential direction along the motion (horizontal), ¢, is the radial direction (vertical) and sin ¢,, and cos ¢,, are given
by the equations

sing,, = 2 in o (64
n

2
cosg, =1/1 - (:—a sin d),) (65)

As for the boundary conditions, we will assume that the intensity of the light that reaches the outer surface of the mixture remains
constant throughout the whole phase change process (which is not true since the curvature of the roller and the absorption of air
will affect the intensity that reaches the outer boundary at each position across the arc), whereas the in the interface between the
mixture and the mold roller we assume a constant light intensity flux which depends on the light intensity at that boundary, both
expressed as:

=1, (66)
(grad I)- i = J, (67)

respectively. These boundary conditions along with the symmetric assumptions on the left and right boundaries of the feature makes
the problem well-posed in terms of number of equations and unknowns.

10
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5. Governing equations for general formulation of phase change

From all the previous analysis and simplifications, we can now state that the governing equations that define phase change of
the mixture:

dv .
Par = (©8)
dp .
2L pdive=0 69
7 +pdivre (69)
p% =T - D +div(k grad 6) (70)
1ol |, oI
S TP o @ntn +ae)I =0 71
T=-pl+T,+T, (72)
P =Pyt s (73)
pi =M, 74)

along with the constitutive equations and experimentally determined photochemical behavior defined by

G,0
=L Il g (75)
po,, 9o Po,,
T,= 25, (76)
pOX
Hm 90 v Pm Hm d 90 Pm Gme 3
Im () g 4|ty (g =L ) 2 y|T+42u,D 77
G <9> " [Pom G, dt ( 0 " om, b |wB! Hom 77
Pt
Mg Pig PG |3, Onp 78)
Gy, " opo, T o, Bl B;l Gy,
ps(0)
dc,, €m o
—_m _ _ I 79
o Nym (79)
The initial conditions for v,T, 6, I and p; are given by

v(x, Ty) = vy(x,Ty) (80)
T(x,T)) =Ty(x,T)) (81)
0(x,Ty) = 0y(x, Ty) (82)
I(x,T))=0 (83)
Pm(x,Ty) = pg, (x,T) (84)
ps(x,T) =0 (85)

where v, T, 6, and p, are the final conditions of the previous mold filling process and the density of the solid part of the mixture
is zero since the fluid is completely melted.
The boundary conditions are given by

v=0 (at the mold) (86)
pv( - h) = (T = TRt (at the substrate) (87)
— k(grad 0) = go1q (at the mold) (88)
— (grad 0) - A= h, A0 — 04;;) (at the substrate) (89)
I1=1, (at the mold) (90)
(grad I) -4 =J, (at the substrate) 91)

All the previous boundary conditions have a periodic condition implemented on the sides. .

6. Simplified model

The governing equations for phase change as posed in Section 5 are nonlinear and hard to solve. To simplify the problem and
in an effort to obtain meaningful solutions, as the first step we will consider a simplified version of the general problem without

11



J.P. Gomez-Constante et al. International Journal of Engineering Science 169 (2021) 103564

temperature changes (i.e., = 6,) that can exhibit the basic viscoelastic behavior that we conjecture as appropriate for the phase
change process. We will assume that the displacement gradient and its time rate to be small, that is

u O u
X 0Xot

that the left Cauchy stress tensors of both natural configurations of the melt and the solid portion of the mixture satisfy

~ O(e), ~ O(e) (92)

1B, = 1] ~ 0 (93)

that the phase change starts at time t = T}

B, =B 94)

K,

and that the density of both the melt and solid parts satisfy
Pmtps=py 0=Zp; <pg (95)

where p, is given and fixed.
With the previous simplifying assumptions the governing equations reduce to

d*u

P e = div o (96)
. Ju

div (E) =0 ©7)

10 . 01

< +r~&+(acm+ach)I:O (98)

6=-pl+o0,+o0; 99

pi = c¢;M; (100)

and the constitutive equations are now given by
U
c, = (a—) I+ar, (101)
A

o,=(-ar, (102)
6'rm o€

/117 +arm—2/4§ (103)
ot

=t +(-ar =20 - a6 +e) (104)

dc,, €m o

_m _ _ I 105

o Ny (105)

where the displacement u is related to the velocity v by

du

aua _ 106

ar " (106)

£(u), o, T are the linearized strain, Cauchy stress, extra stress tensors respectively, p the Lagrange multiplier as a consequence of
the isochoricity of the motion of the mixture and 4,, 4,, u, G the relaxation time of the melt the relaxation time of the solid and
the shear modulus of the melt and solid constituents respectively.

Let us further assume that the density of each constituent depends only on time (i.e. p; = p;(r)), then we have that the evolution
of the system is given by

d*u

poﬁ =—grad p+a div 7,, + (1 — a) div 7 (107)
divu=0 (108)
1ol . dI Pm Ps

4 L2 m —“)r=0 109
car T ax+<a’"Mm+anx> (109)
d (»p € o\

4 (fm y___"m Im Yoy (110)
dt \ M, N,hv \ M,

where the differential equations describing the evolution of the Cauchy stress tensor can now be solved explicitly and written in

the form
t

Lo Lo
- f,. adt 2/4 —— [, adr 0€
T, =e 1 | 4+ — e M —ds
m mlr—Tl A’I T Js
Ry R TR e R 2u [" -t [t
=e 4 /Tla T—”/ e 4 a—Eds+ dad e A fa Ta—eds (111)
A Jo ds Ay Jr, as

t 1 e
to==pd+ 22 [ (1 —we 2 (1 eyas (112)

A Jr,
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Furthermore, we will also assume that the process is bi-dimensional in the sense that any cross section perpendicular to the axis of
the mold will have the same strain/stress distribution. By the use of a cylindrical coordinate system aligned with the mold roller,
we clearly see that the conservation of linear momentum and mass can be modeled by the equations

Po [— —2(wé,) X 3—1: —w*(u+ r)] =-—grad p+a divr, + (1 —a) div 7 (113)
_Lqn T, _Ti-s to_ 1
divr, = H o Jry 'u”/ e 4 i(Au)ds+ K / e A wdr 9 (Au)ds
A 0 A1
t gt
divr. = g (1-a) » fia (l)dr(Au)dS
Y ohJr
1
divu=0 (114)
a a
f-z—i+p0[aM—m+(1—a)ﬁs]I=0 (115)
m N
Jda EmPo__ o
da  _EmPo_ 2p g 116
ot " N M, * (116)

where the second and third terms inside the brackets on the left hand side of Eq. (113) are the Coriolis and the centripetal
accelerations respectively.
Next having in mind that

L
Ry<r<Ry+H, 00 ————, T, <t<T,-T, 117
0=r=s Ky Ro+ H 1 2 1 ( )
let us define the non-dimensional variables
_ Ry+H Ry—r _ t—T,
6=-"2""9, F=0 = 1
L H T, -T,
_ Up _ u A
Uy = —, u = —, = —
0 L r H p Mp
- T Pm A10,(0)
I=—, a=—, =
Iy o H
'y Ay po,, Us(OH
e e, , e
L,-T L-T U
Gi Hp, a (T, = Ty)eupy 1y
K= P = _mm P, = e M0
u M,, N, hvM,,

where Wi is the Weissenberg number, De; and De, are the Deborah numbers of the melt and the solid respectively, Re is the
Reynolds number of the mixture, K is the ratio between solid and fluid shear, P, and P, are nondimensional numbers coming from
the photo-chemistry of the mixture and v,(7) is given by
v,(0) = (u ) ‘ (118)
=0
where the displacement function of the substrate' is defined as

2

H - H - .

u ) =R,|[1- h cos(wt) +4/1—(1—- h sin(wt) — 1|+ H — h. (119)
RO RD

With these definitions and taking into account once more the nano-scale of the features we can show that the differential operators

in cylindrical coordinates are approximately the same as their Cartesian counterparts, and that the componentwise conservation of

linear momentum and mass are given by

RD2 2_ 7] llS s
eDej [6 iy ﬂ_(H)a_u_, _(”/z)zﬁe] =a [ZDEE Dey 5 a_(A 09)+/ Dfl fi ads —(Aue)ds]

Wi or? L/ ot
K [ fo-was, - | (H\?0p
l—a | X [ —we e Aagds| - (=) £ 120
+( a)[Dez/o( we” (u9>s] (T) 55 (120)
ReDe? [92; L\ dilg R, __L s T _ 1 Toas
1 r L\ % Ko _ e -5 foadsi —_ b /s i B
wi | or ”(H) o7~/ ')] “3pe ¢ T AR [ e 55 s
T _
+(-a) [L/(l—ae 7y Ji1- “”“(m:,)di] L2 (121)
De, Jo or

1 for more details refer to Gomez-Constante et al. (2019)
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s
1 1
(—1,0) | (3.0
7 1
1 =
(7 29 71) (2 ’ 1)
Fig. 8. Spatial domain for numerical computations.
diy  0a,
— —-—=0 122
a0 or (122)
H\. -0l - oI aM,, aMy | -
- (= )sing, = +cosp, = + P, [(1- === I= 12
(L)§1n¢,aé+coe¢,af+ | [( ame)a+ M, 0 (123)
% P’ =0 (124)
ot
where the nondimensional angles ¢, and ¢, are given by
B ‘cos(%b—sin(%f)l
singy; = (125)
\/(1 —sin(£9) + (1 - cos(27)?
- n, . -
sing, = — sing, (126)
ny
the non-dimensional Laplacian operator (4) operating on a nondimensional function o is defined as
o (H\*0 9
fo=(2) 22+22 127
LJ 062 o (127

It is worth mentioning that since the last two equations defining the photo-chemistry of the problem do not depend on i, @, nor p,
they can be solved independently of the others and then used in the other equations.

6.1. Mathematical model
Let Q = (—%, l) x (—1,0) ¢ R? be the spatial domain, and I, = (0,1) C R the time interval in which the available time for

phase change takes place (Fig. 8). Set 2, = 2 x I, as the space-time domain. The process that changes the viscoelastic fluid into a
viscoelastic solid is then given by the quasi-linear system of partial differential equations

-k [d <e_’)%2/(l_a)d?> « A, +(%)2% =0 (128)

R:VD;‘% [3;;, -z (%) aai; - (71'/2)212,] -a [21;—20{0%1/‘;““%(4_120) + e‘il’%l/adf * d(4i,)
—(1-oK [d ([D*z / ““”‘”) * ju,] - % = R;ie% (71'/2)2(% -7 (129)
‘%ﬂ -2 oo (130)
_(%)siw,‘;—g reond, L p [(1_3;—]‘1\44':>a+2‘m—]‘1\44'z]i=o a31)
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% +Pa’T=0 (132)
with initial conditions given by:
ditg
iy = i, a—t_" =0, (133)
dii;
iy = iy, a—t_’ =0 (134)
=0 (135)
a=1 (136)

periodic boundary conditions on the sides of the spatial domain, and with upper no-slip boundary conditions on the displacements.
For the lower boundary conditions on displacements we will split this into two cases, namely the traction boundary conditions given

by
Dey —7b [fags 9 (9 L [ aar i
-5 14 281, Dey Joxds 0 - 20" P g (%%
P Dey s\ or )T *4\ oF
1 _ —
+2K(1 - a) [d ([D?”“”“) L <1 _ D hol- ”“)] _ Mwebhr 137)
oF AyebH
o
L_H =0 (138)
oF

where n,, is the reaction force due to the tension of the web in the normal direction to the substrate and A, is the area of contact
between the substrate and the mixture or the non-slip boundary conditions given by

o,

% _ g 139
— (139)
Yy _ . (140)
ot

6.2. Numerical scheme

For numerical simulations we use what is know in the literature as the Finite Difference Marker and Cell (MAC) Scheme for free
surfaces (Harlow & Welch, 1965). This method consists in discretizing the differential and integral operators in order to generate a
mesh on a rectangular domain (Fig. 9) in a way that the discretized equations for displacement and pressure satisfy what is called
the inf-sup condition, which is a necessary and sufficient condition for existence and uniqueness of solutions to the system of PDEs
defining the mechanical behavior of the problem (Boffi, Brezzi, Fortin, et al., 2013). In addition the MAC scheme enables us to have
boundary conditions only for displacement which are the natural boundary conditions that arise from the physics of the problem.

In order to simplify things even more, we separated the system of equations with regard to the mechanical and photo-chemical
behavior, that is, we will solve the photochemical reaction (Egs. (131) and (132)) to then use the mass fraction of the melt previously
obtained to determine the mechanical response of the mixture (Egs. (128)—(130)). By solving the problem this way we avoid dealing
with non-linear equations that arise as a consequence of the conservation of linear momentum and mass and isolate the nonlinearities
of the photo-chemistry of the problem in a simpler system of PDE. The numerical scheme to find the mass fraction of the melt and
the non-dimensional intensity of the light is a straightforward quasilinear finite difference scheme so its discussion is not relevant.
However, the numerical scheme to find the non-dimensional displacements and pressure are worth discussing.

Let h=1/(N —1) and = = 1/(m — 1) be the space and time steps of the discrete problem. At the node i at time (n + 2)z (Fig. 10)
the integral and differential operators involving the horizontal displacement i, are given by

_ n+2 _ o, n+l n
Oy U 2u,. + u;

o = (141)
T, 2 924 nt2 s 2 9%, 04
[E L[ ] [ 2 () 22,
0 das L 002 or =1 /G- 1),, ds L 002 or
'f g [(H)2 0%, N 02a9]j
=~ e g — ) =t —
o L/ 902  oF |,
j—1
e [0 H 2 %, %ay’
Z [(—) 0y (142)
oy L/ 06 or? |;

where the elliptic operator is approximated as

H\2 0%, 32,;6/ 1 H\? HA\2 O (HN\
[(z) o] U T) a2 (D) 1|+ (T) il (143)
notice that because of our choice of non-dimensional scales we are able to use the same spatial step for both space directions. By
a similar process, we can discretize the rest of the differential equations to ultimately see that the photochemistry of phase change
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Fig. 9. MAC mesh showing nodes for displacement in horizontal direction (circles), vertical direction (squares) and pressure (X marks). The vertices of the
dashed squares are the nodes for light intensity and mass fraction of the melt calculations.
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Fig. 10. Nodes involved in the space discretization of the horizontal displacement.

model is described by the nonlinear system of equations:

Fn+l1

MI™ + K (a™)

=0
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My + Ky(0" ! =0 (145)

where M|, M,, K, and K, are the sparse matrices defining the radiative transfer function and the response of the material with
respect to the intensity of the light, and the linear system of equations

Aj(@u"™? + Ay + B p"! = b (146)
Ay(@u"™? + Ay(a)"? + Byp™! = bt (147)
Clun+2 + szn+2 + £pn+1 =0 (148)

where A, A,, A;, A;, B;, B,, C| and C, are the sparse matrices defining the finite difference approximations of the integral and
differential operators. Notice that the matrices A; depend on the mass fraction of the melt, but since it has already been calculated
in the photochemistry equations, the second system of equations is linear in its variables. In addition, to avoid the restriction on
the functional space to which the pressure field belongs, (given by the incompressible mixture assumption) a perturbation in the
conservation of mass has been added, where ¢ is as small as possible to avoid accumulation of numerical errors.

7. Results and discussion

In order to carry out some numerical simulations, a numerical scheme was implemented in MATLAB®. The restrictions imposed
by the isochoric motion assumption of the mixture affected the pressure terms and ultimately the displacement field. For that reason
we added a perturbation of the pressure in the conservation of mass to help alleviate that pressure restriction and improve the
numerical stability of the simulations. By doing so we were able to decouple the photochemical behavior from the thermomechanical
behavior and solve them independently.

7.1. Effect of UV-light intensity

To understand how the UV-light intensity and the mass fraction of the melt affect the photochemistry of the problem, we ran
some numerical simulations of their behavior independently of the thermomechanics. From the results we concluded that both the
UV-light intensity and the mass fraction of the melt change so little across the domain that it is very accurate to assume that the
mass fraction of the melt is spatially uniform and that it only evolves in time. This assumption is what enabled us to take the mass
fraction of the melt as a function of time only in the thermomechanical behavior, transforming it into a linear integro-differential
system of equations.

Fig. 11 depicts the mass fraction of the melt for different UV light sources. It is clear that the higher the intensity of the UV-light
source, the higher the amount of melt being converted into solid. However, it is important to note that the higher the UV-light
intensity the higher the amount of heat being irradiated to the surroundings which could possibly affect the isothermal assumption
or even the behavior of the phase change process by the amount of energy present in form of heat being absorbed by the mold
roller and on the surroundings.

7.2. Effect of boundary conditions

In order to understand how the timeline of the phase change process works we need to understand how the mold filling process
works. It starts from an undeformed fluid film at rest which is then squeezed against a mold cavity by the relative motion between
the mold roller and the nip roller in order to fill the mold cavity with it. We will assume that the material properties and process
parameters are such that the mold filling process has been successfully performed.? The final displacement and pressure field of the
mold filling process are in fact the initial displacement and pressure field in the phase change process as it was mentioned before.
Since photochemistry only takes place in the phase change process, both the mass fraction of the melt and the intensity of the light
remain constant throughout the mold filling process, meaning that the laws that govern their behavior are identically zero.

For the sake of completeness in our analysis, both traction and no-slip boundary conditions have been individually considered
in the model. In a complete nonlinear model, these two boundary conditions are a single nonlinear combination which represents
the conservation of Linear Momentum on the boundary. Fig. 12 depicts the initial and final states of mold filling (upper left and
right respectively) and the two possible outcomes of the phase change process. In the first scenario (lower left), the substrate (lower
black line) is subject to traction boundary conditions only. This traction force on the boundary is at equilibrium with the external
radial (vertical in one mold feature) reaction coming from the tension of the substrate web that keeps the mixture inside the mold
cavity. Notice that the vertical fibers on the sides push down to about their original positions whereas the vertical fibers at the center
portion of the substrate are pulled up the direction of the mold cavity which is consistent with how the vertical fibers are deformed
in the mold filling process. In the second scenario (lower right), the substrate boundary is kept fixed at the same position as the
final state of mold filling (upper right) and the boundary condition is given in terms of the classic non-slip condition. In this case,
we notice that the recoiling happens sideways since the displacement restriction prevents any vertical motion. We also notice that
the mesh fiber structure looks more deformed compared to the traction only boundary condition. In the real manufacturing process
we expect to have a combination of both scenarios: the recoiling of the substrate boundary condition due to the internal energy

2 To understand what could go wrong with mold filling, the interested reader is referred to Gomez-Constante et al. (2020).
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Fig. 11. Nondimensional mass fraction of the melt as they evolve in time for different UV-light intensities at the boundary.

1 ‘ 1 ‘
D
| | ~§%Q%Q\%\\\\\\\\\\\\\\
= 0 = 0 .
-0.5 -0.5
-1 -1
-0.5 -0.5

s
/4
/
4

i

0.5

T
4
7740

7
7

]
7
/////////;;/////

N

> 0

i
///7///////
7

/)
)
7
7

2,
27

77
7
7
///

N

7
7,

N
N\

/
i
7
.
S
()

)

T T

Fig. 12. Mixture film (blue fiber mesh) and mold/substrate boundaries (solid black lines) on mold filling and phase change processes for one feature. The
mixture starts as a melt at rest (upper left), then the lower boundary moves up causing the mold cavity to be filled if the material and process parameters are
adequate (upper right) which also determines the initial state of phase change. From this point on, if the traction conditions are enforced then the fluid film
recoils back and the lower boundary is deformed (lower left), but if no-slip boundary conditions are enforced, then the recoiling happens sideways (lower right).

stored in the mold filling process and the substrate boundary remaining flat due to the higher relative stiffness of the web substrate.
In addition, it must be mentioned that even though both mold filling and phase change processes were modeled as non-dimensional
problems, the time scale in which phase change takes place is several orders of magnitude greater than the time scale of mold filling.
What this effectively means is that the mold filling process happens so fast that it is virtually an instantaneous process with respect
to the phase change process, regardless of the web speed.

Fig. 13 shows the Frobenius norm of strain and extra stress as well as pressure distribution across the nondimensional domain
of the feature at the end of phase change when considering the traction boundary condition. It is clear that for most of the domain,
the strain and extra stress are very low except for the mold roller boundary. That can be explained by the fact that the fibers in
contact with the mold roller do not slip maintaining the strain they had at the moment of contact (at the mold filling process). As
for pressure, the values clearly show that it is basically back to zero.

Fig. 14 shows the Frobenius norm of strain and extra stress as well as pressure distribution across the nondimensional domain of
the feature at the end of phase change when considering the displacement boundary condition. In this case, it is clear that the strain
is much higher than for the previous boundary conditions, specially around the upper and lower boundaries. In addition, we notice
that the pressure values are several orders of magnitude higher that the values compared to the traction boundary conditions.

18



J.P. Gomez-Constante et al. International Journal of Engineering Science 169 (2021) 103564

5 -
0.5 y §
> 0 33
2§
-0.5 b §
-] “
05 04 -03 -02 -01 0 0.1 02 03 04 05
i -
<
0.5 38
0 — -~ 2
= — 23
-0.5 = ] B
I
-1 IS
05 ) ) . ) . . . . . S
z

5

, — = 02 §

’ 0o <

. 0.2 3

. g

04 9

=Y

-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

6%
4 5
£
2§
_1 1 1 1 1 1 1 1 1 1 I} “
05 04 -03 -02 -01 0 0.1 0.2 03 04 05
f -
N
3
0.5 = §
-0.5 13
. g
05 04 -03 -02 -01 0 0.1 0.2 03 04 05 S
v x10* —
1.92865 &
1.9286 3
1.92855 5
1.9285 5
1.92845 &
_1 1 1 1 1 1 1 1 1 1 I} E.‘
05 04 -03 -02 -01 0 0.1 0.2 03 04 05
z

Fig. 14. Nondimensional Frobenius norm of strain, extra stress and pressure distribution at the end of phase change.

7.3. Effect of web speed

In this section of our analysis, we will use both boundary conditions previously described and analyzed and compare their
respective effects in order to have a more general idea on what happens in the nonlinear case when the boundary condition at the
substrate is given by the conservation of Linear Momentum.

Fig. 15 depicts the L?(2) norm of the extra stress, strain, pressure and the mass fraction of the melt as they evolve in
nondimensional time at the web speeds of 1 m/min and 10 m/min. In the extra stress we see a sudden jump at the beginning of the
phase change process consistent with the instantaneous mold filling process at both web speeds to then relax to lower values for
both boundary conditions. Notice that the higher the web speed the higher the initial stress and that there is a little stress recovery at
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Fig. 15. L*(2) norm of extra stress, strain and pressure, and mass fraction of the melt for both traction (higher value) and displacement (lower value) boundary
conditions as they evolve in time at web speeds of 1 m/min (solid blue) and 10 m/min (dashed red).

lower web speeds consistent with the solid behavior becoming more dominant as the mixture changes phase. In addition, we notice
that even though the traction boundary condition has lower values, its time evolution exhibits the same behavior. In the figure which
depicts the strain, we again notice a sudden jump during the mold filling process to two high values corresponding to the different
boundary conditions, that then remains about the same for the rest of the process. In this case, we notice that the higher the web
speed the less the strain relaxes, consistent with the higher stress values and the reduced amount of time available for relaxation. As
for the pressure, we see that its value drops back to zero for traction boundary conditions whereas for the displacement boundary
conditions it jumps to a high value and stays approximately constant for the rest of the process, which is consistent with what we
expect. Notice that this behavior is approximately the same regardless of the web speed. Finally, the mass fraction of the melt shows
that the amount of melt decreases steadily (thus the amount of solid increases at the same rate) for both web speeds being faster
and higher the amount of melt being converted into solid for lower web speeds, as expected.

8. Conclusions and future work

From the model development and analyses of the phase change sub-process, it is clear that the most important factors affecting
phase change are the intensity of the UV-light source and web speed. Since our interest is to increase the throughput of the
manufacturing process and based on the simulations we clearly see that any increase of the web speed is accompanied by a detriment
of the amount of melt being converted into solid. Therefore, in order to increase the web speed we could potentially increase the
intensity of the UV-light source, maximize the wrap angle, etc. to compensate the decrease of the amount of melt being converted
into solid.

We can also conclude that the mold filling process is an instantaneous process with respect to phase change regardless of the
web speed. Because of this, the elastic behavior will be dominant. However, if we can guarantee that the material properties and
process parameters are such that the mold cavity will be adequately filled with the melt, then its impact on phase change is not
significant.

With respect to numerical simulations, the isochoric motion assumption enforced on the mixture helps decoupling the photo-
chemistry from the thermomechanical behavior making computations much easier. However, this additional assumption comes at
the expense of constraining the functional space to which the pressure fields belong. The perturbation in the conservation of mass
helps relaxing this constraint but it also inserts a small amount of error in the computations.

The following are potential directions that we will pursue on this topic in the near future.

1. We plan to conduct focused experiments to corroborate the key features of the model as well as to corroborate the model
conclusions from the numerical simulations. These will include testing with various patterns and feature sizes and resin
materials on a R2R UV-NIL testbed. We will also design and conduct material tests that can be used to obtain the resin
material constants needed for optimizing the transport and process conditions for improving pattern quality. Some of the
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material parameters can be obtained from the product manuals of the manufacturers of these resin films and substrates.
However, some are not available, for example, stress relaxation time and surface tension; we plan to run some stress relaxation
and surface tension experiments in the near future to obtain these parameters. Further, we have observed during R2R NIL
experiments that the photochemical reactions associated with the resin coating material we have used are highly exothermal.
Therefore, we also have to design experiments to evaluate whether there is a significant change in material parameters due
to the temperature changes observed during UV light irradiation.

2. Investigate the effect of relaxing some or all of the linearizing assumptions, the isochoric motion of the mixture, and
considering the general problem of interaction between photochemistry and thermomechanics. The general nonlinear problem
is difficult to solve numerically because of the occurrence of stagnation points and zones where the stresses are very high
resulting in fast accumulation of numerical errors. Currently, there are no available stable numerical methods for solving
the general nonlinear model. This is precisely what happens with the high Weissenberg number flow problems, and until we
figure out a proper numerical scheme, linearizing the equations and restricting the solution to a narrow range around the
operating point is the way to avoid this numerical problem.

3. A potential extension is to model the interaction between the mixture and substrate. To pursue this model extension, one
could assume the substrate to behave as a nonlinear elastic solid with traction forces on the left and right boundaries due
substrate tension.

4. Develop a model for the demolding sub-process, which will depend on the upstream conditions associated with the mold
filling and phase change sub-processes. Analysis of the demolding sub-process model can provide conditions (namely material
properties and process parameters) under which the patterned surface can be released from the mold.
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