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ABSTRACT

Displaying emotional states is an important part of nonverbal com-
munication that can facilitate successful interactions. Facial expres-
sions have been studied for their emotional expression, but this
work looks at the capacity of body movements to convey different
emotions. This work first generates a large set of nonverbal behav-
iors with a variety of torso and arm properties on a humanoid robot,
Quori. Participants in a user study evaluated how much each move-
ment displayed each of eight different emotions. Results indicate
that specific movement properties are associated with particular
emotions; such as leaning backward and arms held high displaying
surprise and leaning forward displaying sadness. Understanding
the emotions associated with certain movements can allow for
the design of more appropriate behaviors during interactions with
humans and could improve people’s perception of the robot.

CCS CONCEPTS

« Human-centered computing — Collaborative and social
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1 INTRODUCTION

Nonverbal communication is an important aspect of successful
teaching. It can serve a variety of purposes including supplement-
ing verbal exchanges, revealing emotional states, and influencing
the performance of others [25]. Student nonverbal behaviors such
as attentiveness and use of space can also help teachers be more
successful in teaching [13].

Our work is motivated by the development of a robotic student.
Peer tutoring can be an effective strategy for solidifying learning
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gains [17]. There has been much study into how robots can tutor
children [19], but we are interested in the reverse direction; how
a student can tutor a robot. To move towards this goal, the robot
being tutored must be able to respond emotionally to the student as
human students do to their teachers. The successful identification
of a robot’s nonverbally displayed emotions creates the potential
for an elicited a human emotional response and for the human to
feel more connected with the robot and engaged in their task [18].

Our goal in this work, therefore, is to develop nonverbal robot
movements for the Quori robot (Figure 1) to display specific emo-
tions. This robot has a waist joint allowing it to lean forward and
backward, movement that has been shown to correlate with vari-
ous emotional behaviors [2-4]. Although emotional behaviors are
composed of many modalities (speech, movement, facial expres-
sions, etc.), we focus on body movements exclusively in this work
to explore how even low-DOF motion can convey emotions.

After reviewing existing literature on how humans and robots
use nonverbal movements to display emotion, we chose a computa-
tional approach inspired by [21] and generated 224 movements by
combining torso and arm degrees-of-freedom (DOF) of the Quori
robot. We administered a survey to 145 online participants to evalu-
ate to what extent each of these movements displayed 8 emotional
states. We compared these perceptions of robot emotion to how
humans display those same emotions through their nonverbal be-
havior, and our results indicate many similarities in how emotions
are expressed in humans and Quori.

2 NONVERBAL MOVEMENTS EXPRESSING
EMOTIONS

We will discuss how humans and robots use nonverbal movements
to display various emotions, focusing on educational applications
whenever possible. Nonverbal communication is defined as the
process of stimulating meaning in the minds of others through
messages that are nonlinguistic or non-language based [16]. This
form of communication is composed of several categories including
kinesics (body motions, posture, facial expressions, etc.), paralan-
guage (voice volume, pitch, tempo, etc.), and proxemics (use of
space) [22]. In students, nonverbal messages such as a slouching
position can indicate a lack of interest and leaning forward can
show attentiveness [13]. Nonverbal communication can also con-
vey emotions, with some research suggesting that up to 90% of
emotional meaning is conveyed through nonverbal behaviors [12].

Robots expressing emotions is a highly studied area for both hu-
manoid and non-humanoid robots. Researchers investigated how
changing the poses of the NAO humanoid robot affected the per-
ception of the robot’s affect [1]. This work looks at creating an
Affect Space where the nonverbal behaviors of the robot map to
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Table 1: Torso and arm movements from literature associated with 7 emotions

Emotion From Literature

Happiness Symmetrical up-down motion of arms [4]; Hands kept high, hands made into fists and kept high [24];
Slight lean backwards, arms raised high [3]

Sadness Leaning forward, Hands at sides [2]; Hands over head [24]; Leaning forward, Hands at sides [3]
Leaning backward [4]; Hands out to sides [2]; Body backing, Hands over head, trying to cover body [24];

Fear . .
Leaning backward, Arms slightly forward [3]

Disgust Leaning backward, Arms forward [3]

Anger Leaning forward [4]; Leaning forward, Arms crossed, on hips [2]; Hands on waist, hands into fist or low,
fast hand lift [24]; Leaning forward, Arms forward [3]

Surprise Hands over head [24]; Leaning backward, Hands over head [3]

Interest Leaning forward, Arms resting at side [4]

perceived emotion, with a mapping different from that for humans.
Humans rely on a combination of many features to display emotion
including facial expressions [5], which have been decomposed into
Facial Action Units in [6] to display various emotions.

However, a robot has a different morphology and capabilities to
a human, so must use its unique composition to display emotion.
In our work, we attempt a similar process to the Affect Space, but
with dynamic movements of the Quori robot, and focusing on torso
and arm movement exclusively, as these two types of movements
are the only DOF available aside from translation and rotation of
the entire robot.

Robots performing a teaching role have used nonverbal behavior
to improve the students’ experience. Participants found that a robot
programmed to have a positive mood increased the valence and
arousal of its audience compared to using a negative mood [27].
Researchers have also developed a model for a NAO robot teacher
to express different levels of warmth and competence with its body
postures and hand gestures [15].

Emotional nonverbal behavior has also been studied outside
of a specific educational context. Using designed body language
for a humanoid robot, researchers tested emotion recognition [11].
Emotional behavior by a humanoid robot (NAO or Mini Darwin
Platform) was developed to assist autistic children with emotion
recognition [7]. Researchers developed a framework for displaying
robot traits, moods, and emotions using nonverbal behaviors [14].

Laban movement analysis [10] is an approach to movement pa-
rameterization extensively used, including to convey affect through
flight paths [20]. Using Laban efforts, head movements were used
to convey a robot state using Keepon and NAO robots [9], and the
path of mobile robots was used to create expressive motion [8]. In
our work, we parameterize torso and arm movements with various
properties to determine which properties correlate with each emo-
tion. Similarly, researchers parameterized hand movements (e.g.
waving) by pose and motion parameters that participants used to
create movements corresponding to different moods [26].

We can only modify torso and arm DOF of our robot, so we
focus our attention on which kinds of torso and arm movements
on humans from literature are correlated with displaying different
emotions, again focusing on educational domains whenever possi-
ble. Table 1 summarizes our review of this literature with specific
movement descriptions for each of seven emotions. These are the
six basic expressions of happiness, sadness, fear, disgust, anger, and

surprise from [6], with the addition of interest which is useful in
educational contexts.

3 GENERATING ROBOT MOVEMENTS

-
~

' - 02 1eft

05 Jeft

VU

Figure 1: Torso and left arm angles labelled on the Quori ro-
bot (image from http://www.quori.org/)

Quori (Figure 1) is a robot designed for and by the HRI commu-
nity [23]. It has many features including a waist that can bend (a
rarity in most currently available robots) and gesturing arms. Due
to COVID, the robot is not yet available to us, so we developed
a simulation environment using ROS/Gazebo that allowed us to
command the arms and torso to a desired position at a specified



speed (maximum of 1 rad/s for all joints). The torso has one DOF
(61) and can lean forward to 0.47 rad and backward to —0.21 rad.
Each arm has two co-located joints: a rotational shoulder joint with
no joint limits (02 lefy/right) and a lifting shoulder joint with £1.1 rad
limits (03 jeft/right)-

To constrain the large number of possible movements created by
combining these DOF, we developed a set of design considerations.
For torso motion, we only created movements starting at a neutral
position (f; = 0) and ending forward or backward at a small or
large angle. The torso could move between its start and end position
at a slow or a fast speed. The discretization of the possible end
positions to 4 possibilities and the speeds to 2 levels allowed us to
reduce the number of possibilities but still include a variety of torso
movements.

When choosing possible arm movements, we first determined
whether the movement would be symmetric or asymmetric. For
symmetric movements, both arms would start forward or at the
robot’s sides and could end either forward, at the robot’s sides,
or above the robot’s head. This motion could be performed at a
slow or a fast speed. For asymmetric movements, the left arm was
stationary either forward, at the robot’s side, or above its head. The
right arm could be stationary in either the forward or side position.
It could also move from a forward or side position to a forward,
side, or high position, at a slow or fast speed. By only including
asymmetric movements with the left arm stationary, we eliminated
the mirror-image movement with the right arm stationary and
left arm moving. We believe that the emotion perceived in the
movement is agnostic to which arm is moving. We also chose not
to include movements with both arms moving asymmetrically as
this would exponentially increase the number of movements to
evaluate.

After applying these constraints, we categorize the resulting 224
movements using the 6 properties shown in Table 2, with each
movement taking one value for each property. We decided not to
analyze differences due to arm start position, so that property is
not listed in this table.

Table 2: Movement Properties

Property Value1 Value2  Value3
Torso End forward backward

Torso Degree small large

Torso Speed slow fast

(Arm) Symmetry | true false

(Right) Arm End forward sides high
(Right) Arm Speed | slow fast

4 SURVEY AND DATA ANALYSIS

We developed a survey to test if these programmatically-generated
224 movements were perceived as displaying emotion. This survey,
created using Qualtrics and administered using Amazon Mechanical

Turk, presented 10 randomly selected videos to 145 participants.

Due to the randomization, each video was not seen the same number
of times, but on average was seen 6-7 times. These participants
were mostly in the 25-44 age range with a varied familiarity with
robots. 60% identified as male and 80% as white.

For each video, the participants were asked, “How much is the
robot expressing each emotion?” for the 7 emotions shown in Table
1 plus Neutral. For each of the 8 emotions, the participants chose
from a 5-point Likert scale with labels Not, Slightly, Somewhat, Mod-
erately, and Intensely to indicate their perceived intensity of that
emotion in the robot movement. We chose to collect the partici-
pants’ perceptions using a set of Likert scales to allow for multiple
emotions to be seen at different intensities in the same robot move-
ment. This also allows for no or very little emotion to be seen in a
movement, as opposed to other question styles that may force the
participant to chose a single emotion seen in a movement.

Before this set of 10 questions, each participant confirmed con-
sent to participate in the study and saw a training video (not out of
the 224 videos) to practice answering the Likert-style questions. At
the end of the survey, we asked a series of demographic questions,
including age, gender, ethnicity, and familiarity with robots (chosen
on a 5-point Likert scale).

To determine whether a movement on Quori will be perceived as
conveying the same emotion as a similar human movement (Table
1), we need to determine the movement properties that particular
emotion was associated with from our survey results. We first
grouped the movements by value for a specific property. For the first
property, we have a group of movements with the torso forward and
a second group with the torso backward. We want to see if emotions
were perceived significantly differently between these two groups.
To allow for the same participant to see multiple movements from
the same group, we performed a Friedman Test with a Neymeni
post-hoc that includes a blocking variable (the participant). For each
emotion, we compared the Likert values (as ordinal, categorical
variables) between groups. The output of this statistical test will be
a p-value, with a value below 0.05 indicating the two groups are
significantly different. We repeated these comparisons, comparing
the distributions of Likert values between the different options, for
each property.

5 RESULTS

As described in the Data Analysis section, we compared the distribu-
tion of Likert responses between values in each property (i.e. torso
forward vs. torso backward, arm slow vs. arm fast). The results of
this analysis is shown in Table 1. This table combines two kinds of
information: (1) the significant survey results with p-values below
0.05 and (2) the literature review information (Table 1).

We can see that certain emotions had many more significant
results from the survey than others (black, unitalicized text). Sur-
prise and Sadness each had many properties with significant results;
Happiness and Fear had few properties; and Disgust, Anger, Interest,
and Neutral had either 1 or no discriminating properties. This may
point to the need for additional DOF or variety in the robot move-
ments to display these emotions perceptibly. It may also indicate
that the emotions that had few significant properties are in general
more difficult to recognize due to variety in their expression in
humans due to cultural or contextual differences.

We can also see that certain movement properties were more
distinctive to display emotion. Specifically, the end of the arm move-
ments and the end of the torso movement have significant values
for many emotions, as compared to torso degree and torso speed.



Table 3: The value in each cell indicates the value of the property (Table 2) that was either described in the literature (Table 1)
to be associated with a particular emotion (blue, italicized text) and/or had the highest Likert score compared to movements

with a different value of that property (black, unitalicized text).

Torso End Torso Degree Torso Speed  (Arm) Symmetry  (Right) Arm End (Right) Arm Speed
Happiness Backward Symrr;;tnrilrcngrico.%ﬂ High I(-fig hOlOOl)
Forward (p = 0.001) e
Sadness Forward Large (p = 0.001) (p = 0.001) Slow (p = 0.004)
Forward, Sides, High
Fear Backward Fast (p = 0.073) ;} (;ivvzi:;fl S(f) d:s?z()i;)h
Disgust Backward Fast (p = 0.007) Forward
Anger Forward Forward Fast
Surprise Ba&‘gjﬁ:&: dO'OOI) Large (p = 0.01) Symmetric (p = 0.006) Ialigs IEII: g=h0.001) Fast (p = 0.005)
High, Forward
Interest (p = 0.002)
Sides
Neutral
Literature and Literature and .
Key: Survey Literature

Survey agree Survey disagree

This could indicate specific types of movement convey emotions
more clearly than others, although interactions between movement
properties can complicate this trend.

We are interested to see where the survey and literature results
agree and disagree. As seen by the large number of green colored
squares in the table, there are many cases where these two agree,
especially in the end position of the arms and the torso end position.
Only in one case did the two disagree (red background, dark left
border), which is the end position of the arms for displaying Interest.
This disagreement could be due to there existing a large variety of
behaviors that are associated with human’s display of Interest. For
example, raising one’s hand (arm position high) and reaching out to
shake someone’s hand (arm position forward) could be considered
displaying Interest in specific situations. A difference in contexts
between the emotional expression from the literature and Quori’s
movements could also be a source of this discrepancy.

We additionally looked at demographic trends in the results.
We found that those familiar with robots and those identifying as
Black or African American saw significantly more emotion in the
robot movements. Participants identifying as male saw more of the
negative valence emotions (Sadness, Fear, and Disgust) compared
to those identifying as female. These results indicate that there are
significant differences in how different demographic groups view
robot movements, and factors such as robot familiarity can have
a considerable effect (perhaps more than even the direction of the
torso) on how these movements are perceived.

6 CONCLUSION

This paper presents a user-driven approach for evaluating the per-
ceived emotion in a large set of nonverbal behaviors on the hu-
manoid robot Quori. We compared the results of our survey with

human torso and arm movement in literature shown to be associ-
ated with emotions and found many parallels. We found that certain
movement properties, such as the torso leaning backward or the
arms ending high, were associated with particular emotions.

This work has several limitations. First, the simulated robot
used here may have a different effect compared to the physically
present robot. The data analysis presented does assume that when
comparing groups of movements across different possible values
of a movement property, the remaining properties are sufficiently
varied within the group to allow for that comparison. Despite these
limitations, our work shows strong correlations between what is
found in literature for emotion and how people perceive emotion
on our humanoid robot.

Future extensions of this work are two-fold. First, because some
emotions, such Anger and Interest, had very few distinguishing
properties, we can conclude that it takes something more to char-
acterize these emotions on Quori. Adding additional DOF can help
humans distinguish these emotions correctly. Second, the robot was
moving in isolation in this study with no context. Placing the robot
in a human-robot interaction scenario in which it reacts appropri-
ately to the human with these emotional nonverbal behaviors can
allow us to test the effectiveness of the robot’s emotional display
more accurately.
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