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Synopsis Digital photography and videography provide rich data for the study of animal behavior and are consequently
widely used techniques. For fixed, unmoving cameras there is a resolution versus field-of-view tradeoff andmotion blur smears
the subject on the sensor during exposure. While these fundamental tradeoffs with stationary cameras can be sidestepped
by employing multiple cameras and providing additional illumination, this may not always be desirable. An alternative that
overcomes these issues of stationary cameras is to direct a high-magnification camera at an animal continually as it moves.
Here, we review systems in which automatic tracking is used to maintain an animal in the working volume of a moving optical
path. Such methods provide an opportunity to escape the tradeoff between resolution and field of view and also to reduce
motion blur while still enabling automated image acquisition. We argue that further development will be useful and outline
potential innovations that may improve the technology and lead to more widespread use.

Introduction
Animal behavior occurs on multiple scales

Animal behavior is a multiscale phenomenon in which
details of the movement of body parts, often very intri-
cate and fast, can be decisive while the body as a whole
makes large-scale movement through the environment.
For example, the head angle of a bumblebee is critical
for the visual cues learned that enable the bee to re-
turn to the nest (Doussot et al. 2021). Unfortunately, ac-
quiring video footage that simultaneously captures an-
imal movement at both fine and large scales is tech-
nically challenging. This is particularly challenging for
small animals such as insects that are capable of trav-
eling kilometers or more but whose appendages may
be millimeters or smaller in dimension. In this review,
we cover technologies that solve this challenge by au-
tomatically tracking a moving animal with a moving
camera.

There are several ways in which using amoving cam-
era to automatically record images of an animal could
be useful. First, there may be some behaviors in which
the moment of small body parts is important specifi-
cally in relation to the larger scale. The visual navigation
of bumblebees mentioned above is one such example in
which the alignment of the head to distant visual land-
marks is thought to be important for navigating in this
species. Second, while it may be possible to establish a
high-resolution video recording setup covering a small
region of space and waiting for an animal to perform a
behavior of interest in this region by chance, it may be
tedious and inefficient to do so. In some cases, it might
be possible tomodify conditions such that this becomes
more likely, but in other cases this may not be possi-
ble. Third, by actively tracking the animal in real-time,
a new ability to interact with an animal becomes possi-
ble. The experimenter might create interactive sensory
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feedback via custom computer programs that reacts to
the details of the animal’s behavior. This could be used
to create virtual reality by automatically updating sen-
sory input to the animal. As a special case, we could con-
sider collective behavior, which by definition depend on
the interaction between animals. In this case, live track-
ing of a focal animalmay open the possibility of creating
hybrid biological-artificial systems in which the rules
of dynamic, real-time interaction can be altered experi-
mentally and inwhich these rules depend on subtle cues
of fine scale movement.

Muybridge’s “Horse in Motion” as inspiration
for automatic tracking during movement

Since the early days of photography, animal behav-
ior and biomechanics have long been subjects of and
even drivers of technical innovation. Eadweard Muy-
bridge, for example, was commissioned by Leland Stan-
ford to employ a novel photographic technique to ad-
dress the question of whether the horse lifts all feet off
the ground simultaneously during trotting and gallop-
ing. In a now famous example of early high-speed pho-
tography, he rigged multiple cameras arranged along
a racetrack to acquire images as the horse passed in
front of them and pulled tripwires. The resulting im-
age series approximates a high framerate camera mov-
ing alongside the horse while maintaining the animal
in its field of view (Muybridge 1878) and is an ances-
tor of the “bullet time” special effect made famous by
The Matrix movie (Wachowski and Wachowski 1999).
In the case of the trotting and galloping horses, this
new method established unequivocally that they lift all
four legs off the ground simultaneously. Thus, this is
an ideal historical example to set the stage for this re-
view in which we outline photographic systems that au-
tomatically maintain a moving animal in the field of
view of a camera with the goal of addressing biological
questions.

Scope of this review

Here, we review systems that keep an animal in the field
of view of a camera whose optical position or angle is
automatically moved via commands from an automatic
tracking system. Before doing so, we cover two basic
points about the geometry and physics of photography
and explain how these lead to a tradeoff between reso-
lution versus field of view and potential problems with
motion blur when using stationary cameras. We focus
mainly on small animals such as insects. We conclude
with a discussion of common problems and ideas about
the future of these technologies.

Problem 1:Geometry creates a tradeoff
between resolution and field of view

As a consequence of a fixed number of pixels of a given
camera sensor, lenses with low magnification will have
a large field of view but a given object will cover rela-
tively few pixels. Fine detail will be lost due to the object
image being recorded by few pixels. With higher mag-
nification in the absence of other limiting factors, more
object detail will be recorded in the available pixels, but
this detail comes at a cost of a reduced field of view. This
tradeoff between resolution and field of view is thus a
fundamental consequence of sensor pixel count and ba-
sic geometry.

Problem 2:Motion blur is a physical limit to
image sharpness of moving animals

Fundamentally, photon counts and sensor noise limit
the performance of photography (and animal vision),
ultimately leading to motion blur in photographs and
videos. This is the appearance of blurred or streaked
objects that were moving relative to the camera during
exposure. Motion blur can be used for aesthetic effects.
For example, photographers often intentionally track a
fast moving subject with the camera to create a blurred
background that conveys a feeling that the subject is
moving quickly. However, motion blur is often a prac-
tical problem with stationary cameras in which visible
detail of moving animals is limited by motion blur.
The reasons for motion blur are intrinsic to the

physics of light and light detection. Even in bright sun-
light, photon counts are limited. Short exposures are
necessary for high framerate video or for “stoppingmo-
tion” to eliminate motion blur. Short exposures, how-
ever, limit the amount of light that can be collected. Due
to the quantum nature of light and properties of detec-
tors, this creates a fundamental physical problem. Con-
cretely, in semiconductor-based photosensors—the cat-
egory to which modern digital cameras and photodi-
odes belong—incoming photons are detected by trig-
gering electron displacement and thus generating elec-
trical current. High-end sensors are designed to maxi-
mize the conversion from photons into displaced elec-
trons (measured as quantum efficiency), and to min-
imize spontaneous current unrelated to photons that
would occur even in complete darkness (dark noise).
Saturation of the readout can also be a problem. CCD
and CMOS image sensors have an array of pixels in
which photons are converted to electrical charge. This
is accumulated for a given integration time, also called
exposure time, and then read it out. Photodiodes are
typically amplified via “transimpedance amplifier” that
converts electrical current to voltage. Regardless of the
specific type, readout technology, and performance of
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a particular sensor, these limits of quantum efficiency
and dark noise establish what is possible with any
given sensor (Hobbs 2009; Lambert and Waters 2014).
Real cameras are limited by these factors and conse-
quently a robust market exists for high-performance
sensors. In some instances, a high-performance sensor
can reduce motion blur to the point where it not prob-
lematic, but the limit is established by the physics of
light.

A proposed solution: automatically tracking
the animal with a high-resolution camera.

The basic problems outlined above have been under-
stood by photographers and cinematographers since the
creation of these technologies. So too, has one solu-
tion: keep the subject fixed at the focus of a camera
that is moved to maintain this relation. The camera
can be translated linearly, rotated in angle, or both to-
gether. Themagnification of a zoom lens can also be ad-
justed. In this way, the field of view of moving camera
can be used to dynamically cover a large volume while
still obtaining high detail and minimizing motion blur.
The earliest historical precedent we know for this con-
cept is the system developed by Muybridge (1878) de-
scribed above. In that case, since it was known in ad-
vance that the horse would follow a particular trajec-
tory, the track could be prepared with tripwires that
would serve as the technological ancestor of an auto-
matic tracking system. Today, this general approach, us-
ing a moving camera to obtain visual information, falls
under the term active vision in the computer vision and
robotic community. Note that even when overall rela-
tive motion between an animal’s body and the camera
is minimized, rapid limbmotionmay still cause motion
blur due to the residual relative motion between these
body parts and the camera. Indeed, close inspection of
Muybridge’s photos reveals motion blur of the airborne
legs.
While we focus here on tracking of animals, parallel

systems are also used for other purposes. For example,
related optical tracking systems for military use have
been developed for decades. Many companies in the se-
curity industry sell products advertising “auto tracking”
in their pan-tilt-zoom (PTZ) camera systems that typ-
ically support tracking humans. Auto tracking is now
also available in drones for consumer and professional
use. Even compact disc and Blu-Ray players use similar
principles to keep the optical reader aligned with data
tracks on the disc.
Before we mention developments that enable auto-

matic tracking of animals, we note that a sufficiently
skilled camera operator can bypass the need for such
automation. Professional camera operators are often ca-

pable of tracking quickly moving animals, athletes, or
objects. The optical systems can be specialized to sup-
port the camera operator in tracking and they can be
additionally instrumented to record the tracking move-
ments made by the camera operator. For example, a
custom rotating telescope was built such that a skillful
operator can track a flying bird with its stereo-view to
track the bird in 3Dby recording azimuth, elevation and
convergence angles (Margerie et al. 2015). This system
was used to show that swifts (Apus apus), despite their
great maneuverability, spend only a surprisingly small
amount of time (25%) flapping during foraging flights
(Hedrick et al. 2018). Haalck and colleagues developed
a related concept in which an operator moves handheld
or drone-mounted camera to follow animal in their nat-
ural habitat and, using techniques from computer vi-
sion, reconstructs both the animal path and the cam-
era path (Haalck et al. 2020). So far, they have applied
this method to beetles, ants, woodlice and wild dogs in
a variety of challenging imaging conditions. Similarly,
Brady (2021) built a system that reconstructs animal
trajectories and environmental approximations. Here,
we discuss systems that can automatically keep an an-
imal in the field of view of a moving camera without
relying on the skills of a human operator.
Sufficient speed is a prerequisite for automatic track-

ing to keep a camera pointed at a moving animal.
Clearly, the optical system must react to animal move-
ment with sufficiently short delay to keep the animal
in the field of view of the camera. For high magnifi-
cation and fast maneuvering animals, this puts a pre-
mium on low-latency operation and the systems de-
scribed here all have dealt with this latency issue. The
sensors involved used to generate signals must be fast,
any processing that runs on these signalsmust complete
quickly, and to move the optical system quickly, power-
ful motors or low-mass parts (or both) must be used.
For a mathematical treatment of the required system
speed given optical and organism motion parameters,
the reader is referred to Ogawa et al. (2005).
In many of the systems described below, the signal

used to update the camera position is from the camera
sensor itself or shares part of the optical system but uses
a different sensor such as a quadrant photo-diode. In
these feedback-driven closed-loop schemes, sensor sig-
nals are used to generatemovement that in turn changes
subsequent sensor signals (Fig. 1). Using a closed-loop
system is accompanied by the challenge that a single
momentary loss of tracking can result in an inability to
resume tracking later and thus a fast and robust system
is required. Open-loop schemes, in which the camera is
directed by an external sensor system, comewith the re-
quirement of bringing the external sensor system into
calibration with the motor system.
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Closed loop
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Fig. 1 Closed-loop and open-loop configurations for tracking animals with a moving camera. (A) An example closed-loop configuration
consists of a camera mounted on a pan-tilt motor system and a computer to perform low-latency image processing and steer the motors
(left). A block diagram indicates a system in which the controller seeks to keep minimal error angle by constantly updating steering the
camera via motors such that the detected object in each new image is near the reference position (right). If tracking is lost with a
closed-loop system, it may be difficult to recover. (B) In an example open-loop configuration, and additional wide-area camera is added to
the system (left). The algorithmic structure of the open-loop system steers the high-magnification camera via motors in a feed-forward
way such that the image processing from the wide-area camera is not affected by moving the motors, which steer the high-magnification
camera (right). This system is robust to loss of tracking but requires an additional camera and calibration of the system.

Camera systems that move
automatically to keep moving organisms
in view
Closed-loop systems based on digital image
analysis

Our examples in this section track an animal with a
moving camera whose output is used both for closed-
loop motor control and saved for later analysis. The
camera itself may move or may look through a mov-
ing optical system. Nowadays this approach is enabled
by the comparatively low cost and simple infrastructure
required to perform high-speed image processing using
digital cameras as sensors and is referred to as visual ser-
voing in the robotics community.

The first historical example of automatically moving
the optical system based on live tracking from a mov-
ing organism is a Paramecium tracker that used an early
high-speed digital camera developed in collaboration
with the company Hamamatsu Photonics KK (Ogawa
et al. 2005). In this work, the authors described a novel

high-speed sensor readoutmechanismused to analyze a
high-magnification view of the ciliate through a micro-
scope at a framerate of one kilohertz (1000 frames per
second). Fast linear voice coil motors were used drove
an XY microscope stage with micron precision and al-
lowed the authors to achieve a closed-loop “lock on” of
this microscopic organism. The authors further estab-
lished closed-loop control of the micro-organism’s be-
havior by using electrical stimulation to induce animal
turning and could trap it in a 1 mm area. This system
thus implemented a form of the virtual reality described
in the introduction in which artificial sensory input is
generated based on the fine details of the organism’s be-
havior. A few years later, a similar system was used to
track spermatozoa of ascidians (sea squirts) in a micro-
scope (Oku et al. 2008).
The idea of using a high-speed camera to imple-

ment a closed-loop “lock on” tracking was used in the
macroscopic world by applying similar image acquisi-
tion and processing techniques to a new optical sys-
tem. Okumura and colleagues built a lens system that
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transferred the optical path through a pair of fast-
moving mirrors that could thus rapidly shift the field
of view and they named their system the “saccade mir-
ror” in analogy to saccadic human eye movements
(Okumura et al. 2011). By actuating only mirrors, the
authors eliminated the mass of the optics and sensors
that would have otherwise been moved and thus in-
creased themotion speed possible. Asmotors, voice coil
galvanometers were used to rotate the mirrors and shift
the field of view by 30◦ in 3ms. Custom optics shifted
the pupil near the mirrors, enabling the system to have
a wider field of view. This system was used to create
stunning images of a rapidly moving ball during which
the ball is fixed in the center of the frame while the
background changes as a player hits it with a racquet
(Okumura et al. 2011). Although not demonstrated, the
authors proposed the interesting idea of acquiring im-
ages from multiple targets by rapidly shifting gaze be-
tween them. Shortly after the Okumura paper, a similar
conceptwas employed by another group tomake a high-
resolution video of a flying Muscina stabulans fly, with
a simpler optical system in which two cameras shared
an optical path by combining views with a beam splitter
and one camera was used for tracking while the other
was used to record high-resolution videos (Sakakibara
et al. 2012).Okumura and colleagues also later extended
their “pupil shift” optical system to incorporate an addi-
tional camera sharing the optical path and this system
was also capable of recording videos using alternative
hardware than that used for tracking (Okumura et al.
2015).
In the middle-ground between the microscopic

world of single celled organisms andmacroscopic world
of flying insects, the “Flyception” and “Flyception 2”
systems have been developed to perform brain imag-
ing in freely walking Drosophila melanogaster (Grover
et al. 2016, 2020). Based on similar ideas as above, these
systems use galvomirrors and low-latency digital image
processing to achieve a tracking lock of the head of a fly
walking in a 4 cmarena.Using an additional camera and
illumination system operating in a different part of the
spectrum from the infrared wavelengths used for track-
ing, the authors were able to record epi-fluorescence
images of genetically encoded calcium indicators
and thus record brain activity during unrestrained
behavior.
Beyond microscopes and galvo mirrors, these ideas

have been explored using alternative motion platforms
such as a pan-tilt motor gimbal system with a tracking
algorithm that removed visual motion expected from
background movement due to motor commands to de-
tect and lock on to the subject, in this case an unmanned
aircraft system (Doyle et al. 2014). An XY gantry driven
with servo motors can be used to maintain a camera di-

rectly above a larval zebrafish swimming in a shallow
tank (Johnson et al. 2020). Three-dimensional record-
ing of freely flying insects was achieved through the use
of an open frame onto which cameras and infrared il-
lumination are mounted and then moved via motor-
ized winches (Pannequin et al. 2020). Drones represent
an attractive platform for automatic animal tracking us-
ing closed-loop image analysis, for example to combat
poaching, but present a number of challenges (Olivares-
Mendez et al. 2015).
In the last few years, the success of artificial neural

networks trained via “deep learning” in computer vision
has begun to displace the type of heuristic-based im-
age analysis approaches used by the works cited above
in this section. While many neural networks are too
computationally heavy to be used for low-latency track-
ing, there nevertheless are several software systems op-
timized for reduced latency such as the “You Only
Look Once” (YOLO) framework (Redmon et al. 2016;
Redmon and Farhadi 2018). This YOLO framework is
used in a recent microscope-mounted tracking system
for Caenorhabditis elegans (Dong et al. 2020). In the
past few years, drones sold for the consumer and pro-
fessional videography market have introduced image-
based tracking called a “follow me” mode. Although
the principles of operation of these systems are propri-
etary, they command the drone’s flight trajectory based
on real-time image processing, likely via the use of neu-
ral networks, and thus also qualify here as closed-loop
systems.

Closed-loop systems based on photodiode and
photomultiplier sensors

Due to their almost ubiquitous use for many purposes,
we introduced digital cameras as the first sensor type
used for automatic animal tracking with a moving cam-
era system. However, they were not the first technol-
ogy employed, nor are they the fastest. In 1971, Howard
Berg published a system for tracking Escherichia coli
bacteria in 3D that achieved tracking lock at the focus
of a microscope (Berg 1971). This system was the basic
technology used to collect the data for the important
run and tumble model of bacterial chemotaxis (Berg
and Brown 1972). In this case, the center of the micro-
scope optical path was focused at the center of four fiber
optic fibers arranged in a cross. One photomultiplier
tube at the focus of each optic fiber transduced light to
electrical signals with negligible delay and Berg’s system
detected deviation from the center of the microscope
system as an imbalance of the luminance signal across
the arms of the cross. A similar opto-electric system col-
lected light from focal planes slightly above and below
the primary focal plane of the microscope and was used
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to adjust focus. Based on these XYZ error signals com-
puted using analog electronics from the raw photomul-
tiplier outputs, the microscope stage was moved using
linear voice coil motors.

A related system based on quadrant photodiodes—
a prepackaged array of four photodiodes that can be
directly placed at the focus of an optical system—was
used to track C. elegans in a microscope. This sys-
tem separated light into spectral regions and optical
paths to enable simultaneous lock on tracking and cal-
cium imaging based recording of neuronal activity in
an unrestrained worm (Faumont et al. 2011) and is the
historical precedent for brain imaging based on auto-
matic tracking of a freely moving animal. A deriva-
tive of this system is now commercially available as the
Phototrack device from Applied Scientific Instrumen-
tation. Although not described in the publication, the
commercial website describing the system describes an
astigmatism-based autofocus system (http://asiimaging
.com/docs/phototrack_tracking_theory). Using astig-
matism to compute depth based on photodiode out-
put is an optical technique used in CD players and mi-
croscopy (Pohlmann 1992; Li et al. 2012).
Photodiodes have also been used in the macroscopic

domain. A system based on quadrant photodiodes as
the sensor and galvo-actuated mirrors was used in con-
junction with a spectrally separate optical system to
make videos of freely flying insects onto which a track-
ing lock had been established (Vo-Doan and Straw
2020). Due to the use of fast photodiodes, the dom-
inant source of latency in this system was the move-
ment of the galvo mirrors, and the entire system was
characterized to have total latency in the millisecond
range.

Closed-loop systems based on
animal-mounted radio emitters

Commercially available camera-carrying drones can
film while automatically pointing the camera at a “bea-
con” consisting of a GPS location receiver and a wire-
less network access point. Based on data from the bea-
con and an onboard GPS receiver, the drone-mounted
camera is steered to record video of the beacon. This
approach avoids the challenges of image-based process-
ing while introducing requirements of good GPS cov-
erage and animals large enough to carry such a trans-
mitter. Smaller radio transmitters that transmit only a
carrier signal can be tracked from a drone if the receiv-
ing system can provide bearing or range signals. This
approach has recently been validated to track iguanas
in field conditions (Hui et al. 2021), although so far no
drone-mounted camera was used to image the animal
carrying the transmitter.

Open-loop tracking systems that direct moving
cameras

In contrast to the closed-loop systems described above
where motion commands come from sensors looking
through themoving optical path, open-loop designs use
an alternative sensorwhose output drives themotor sys-
tem with camera. Such an open-loop system thus re-
quires a calibration between the sensor used for tracking
and the motors used to localize the high-magnification
camera. Iosifidis and colleagues built a human track-
ing system in which live image analysis from a wide-
angle stationary camera was used to command a high-
magnification PTZ system (Iosifidis et al. 2011). A sim-
ilar idea was used in the “Fly Mind Alteration Device”
in which a freely walking Drosophila fly was tracked
via a stationary camera. The low-latency tracking in-
formation was used to command a galvo mirror system
to align a laser and high-magnification system to acti-
vate neurons through thermo- and opto-genetics while
recording high-resolution videos (Bath et al. 2014). An
open-loop system based on large motorized mirrors
with commands from a separate wide-area camera was
used to obtain high-resolution videos of freely flying
birds at an airport (Hatori et al. 2016). Here, too brain
imaging has made an appearance with the system by
Kim and colleagues aiming a microscope objective at
the brain of a freely swimming zebrafish larvae through
the use of a stationary infrared camera that drivesmove-
ment of an XY stage with a nearly planar swimming
arena (Kim et al. 2017). Moving beyond 2D, when the
terrain of the animal and its movement is more com-
plex, a multi-camera 3D tracking system can be used
as the source of motor commands. This was the ap-
proach used by Nourizonoz and colleagues to track
mice and mouse lemurs in their EthoLoop system that
commands servo motors and an electronic tunable lens
to control focus also based on low-latency 3D track-
ing data (Nourizonoz et al. 2020). Earlier work adjusted
focus of a high-magnification, high frame rate camera
to record a high-resolution video of a landing fly (van
Breugel andDickinson 2012) based on input commands
from a low-latency 3D tracking system (Straw et al.
2011).

Discussion
Above we provided a brief review of the technology of
camera systems that automatically follow a moving or-
ganism with a moving optical system by use of auto-
mated tracking. Both closed-loop and open-loop de-
signs have been used to automatically control the mo-
tion of an optical system based on low-latency sensor
output. Such systems allow bypassing the geometric and
physical tradeoffs associated with stationary cameras

http://asiimaging.com/docs/phototrack_tracking_theory
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and thus enable the study of animal movement in ways
not otherwise possible.
One limitation of the above automatic tracking sys-

tems is that most of these systems operate within a lab-
oratory environment.While laboratories are convenient
for methodological development, many important ani-
mal behaviors do not occur indoors. Hence, one clear
direction for future research is to move these systems
outdoors. We can anticipate this will happen soon, be-
cause computer vision techniques for object detection
and tracking in complex environments have made ex-
tremely rapid progress in the last few years. Historically,
the heuristic based image-processing algorithms used
inmost of the camera-based tracking systems described
above have difficulty when confronted with dynamic
outdoor scenes. Uncontrolled movement of leaves from
wind, time-varying illumination conditions, and visu-
ally complex backgrounds all make these traditional al-
gorithms challenging or impossible to use outdoors. Be-
cause the recently developed deep learning approaches
are more robust in outdoor conditions, we might ex-
pect progress here if latency from such image process-
ing can be short enough. As discussed above, one sys-
tem is already able to close the feedback loop from a
camera using an artificial neural network for process-
ing images and ultimately tomove amicroscope stage to
track aworm in the lab (Dong et al. 2020). It seems likely
that similar systems will soon take advantage of the in-
creased image processing robustness offered by such
neural networks to track animals with moving cameras
in an outdoor situation. Commercial drones already of-
fer image-based tracking to record videos of humans
and vehicles. Drones and other fully mobile platforms
offer dramaticallymore flexibility for cameramovement
than the other systems discussed here, and develop-
ments in this space offer great promise.
For an ideal, outdoor-capable system, we could imag-

ine capabilities that have not yet been demonstrated. To
study animal communication and collective behavior, it
would be useful to track more than one animal simul-
taneously. Okumura et al. (2011) proposed to do this by
rapidly switching a single camera system between mul-
tiple targets sequentially in time. For a single closed-
loop system, this would require substantial refinement
of the real-time processing to maintain estimates of an-
imal position while gaze was directed elsewhere. An al-
ternative approach might be to use multiple individual
systems operating in parallel but targeting different in-
dividuals.
Multiple systems operating in parallel could also

be used on a single individual to provide additional
perspectives, literally, on the animal’s behavior. Such
multiple views would facilitate reconstructing three-
dimensional representations of the animal’s position

and pose. Fusing information from multiple perspec-
tives is a subject that has received much attention in the
field of photogrammetry (Hartley andZisserman 2004).
Most of this could be adapted to moving cameras by
considering camera calibrations as dynamic functions
of time. In addition to providing additional information
regarding the 3D position of animals, multiple cameras
allow tracking despite occlusions in single camera views
and to increase the volume over which the combined
system functions (Straw et al. 2011). With appropriate
software, similar benefits could be expected with mov-
ing viewpoints, as well.
Regarding three-dimensional information, even a

single camera view can provide quantitative three-
dimensional position estimates when viewing objects
of known dimension (Hartley and Zisserman 2004).
Other optical techniques for obtaining depth informa-
tion might also be employed. Astigmatism introduces
different focal lengths along different image axes and is
used for focus control in some applications as described
above. Lidar (light detection and ranging) is a rapidly
developing technology seeing use inmobile phones and
automobiles that enables generating depth data using an
active light source and light sensor and measuring the
time of flight of light. Both astigmatism and lidar offer
opportunities for future improvement from even a sin-
gle viewpoint.
Beyond moving outdoors, other further innovations

in this space appear possible in the next few years.While
automated pose estimation from pre-recorded and real-
time video is being facilitated by several recent soft-
ware packages (Mathis et al. 2018; Graving et al. 2019;
Pereira et al. 2019; Kane et al. 2020), the tracking data
output from these packages have so far not been inte-
grated with movement data from automatically mov-
ing cameras to compute world coordinates of animals.
Such a step seems feasible, and with approaches that
reconstruct animal trajectories in addition to environ-
mental surfaces (Haalck et al. 2020; Brady 2021), this
could prove a productive future direction that would
allow high-resolution views of animals as they travel
over large areas while also building precise 3D models
of those large areas. As mentioned, automatically fol-
lowing animals with drones would also be useful, and
while there are a number of nontrivial technical and
nontechnical challenges with such approaches such as
how robust tracking is implemented, whether the drone
itself may disturb animal behavior, and regulatory and
social issues (Olivares-Mendez et al. 2015), the benefits
of overcoming these challenges will be substantial.
One challenge confronting anyonewishing to employ

these technologies is the financial and technical invest-
ment that must be made to get a system operational.
With a single known exception mentioned above, none
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of the systems in this review are available commercially.
Consequently, despite their potential utility in address-
ing scientific questions, potential users must decide to
incur substantial risk to build a system themselves. The
current trend in favor of releasing source code for soft-
ware and detailed hardware instructions is helpful here
and should be encouraged. For their work to be widely
utilized, developers of such systems should also seek to
facilitate reproducibility. However, without appropriate
support from funding agencies and incentives for ca-
reer advancement, it can be difficult for the developers
to justify working on technical documentation and user
support.

To conclude, while automatically tracking the animal
with a camera has already opened up some exciting ex-
perimental capabilities, it is a techniquewith substantial
potential to improve. Notably among these, automati-
cally making high-resolution videos of animals moving
outdoors remains a tantalizing but challenging goal that
will likely be greatly assisted by recent advances in using
artificial neural networks for computer vision and other
technologies. Achieving this goal is likely to be worth-
while because it will allow new insights into animal be-
havior at multiple scales.
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