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Abstract— Achieving and maintaining line-of-sight (LOS) is
challenging for underwater optical communication systems,
especially when the underlying platforms are mobile. In this
work, we propose and demonstrate an active alignment control-
based LED-communication system that uses the DC value
of the communication signal as feedback for LOS mainte-
nance. Utilizing the uni-modal nature of the dependence of
the light signal strength on local angles, we propose a novel
triangular exploration algorithm, that does not require the
knowledge of the underlying light intensity model, to maximize
the signal strength that leads to achieving and maintaining
LOS. The method maintains an equilateral triangle shape in
the angle space for any three consecutive exploration points,
while ensuring the consistency of exploration direction with
the local gradient of signal strength. The effectiveness of the
approach is first evaluated in simulation by comparison with
extremum-seeking control, where the proposed approach shows
a significant advantage in the convergence speed. The efficacy
is further demonstrated experimentally, where an underwater
robot is controlled by a joystick via LED communication.

I. INTRODUCTION

LED-based underwater wireless optical communication is

emerging as a promising, low-to-medium range alternative

or complementary technology for acoustic communication,

because of its attributes of low power consumption and high

data rates [1], [2]. Many of the recent studies focused on

increasing the range and data-rate of transmission. Examples

include achieving a data rate of 4.8 gigabits per second

(Gbps) over 5.4 m using a 450 nm laser diode [3], 7.2

Gbps for 6.8 m in seawater [4], and 15 Gbps for 20 m [5].

However, an inherent challenge associated with the optical

communication systems is the requirement of the line-of-

sight (LOS) between the communicating modules.

Several approaches have been proposed and implemented

to address the issue of LOS. The use of multiple LEDs and/or

photo-diodes has been reported [6], [7], [8], which eliminates

the need for active alignment for the LOS. The redundancy

in these systems leads to increased cost, power consumption,

and system complexity. Modulating-retro-reflector (MRR)-

based alignment systems have been developed for laser-based

free-space optical communication (FSOC) systems [9], [10],

[11], [12], where an MRR terminal is attached to a mobile

platform, and most of the weight, power, and alignment

mechanism requirements are placed on an active stationary

ground station. This asymmetry makes the MRR-based sys-

tems unsuitable for mobile robot applications. Simulation
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studies on the use of 4 Quadrants Detectors (4QD) using

step track and gradient ascent/descent algorithms [13], as

well as Kalman filter [14], have been reported for optical

beam tracking. Theoretical results supported by simulation

studies have been presented by Bashir et al. [15] on the

use of estimation techniques for a photo-detector array.

These aforementioned systems also use redundancy at the

receiver end, which is not desirable. A bi-directional free-

space optical communication system that can auto-locate and

align itself is demonstrated by Abadi et al. [16]; however, the

system uses GPS and camera for redundancy in operation.

In this work, we propose and demonstrate an active align-

ment control-based LED-optical communication system for

the underwater setting that uses a single LED (transmitter)

and a single photo-diode (receiver). The signal from the

photo-diode is used for both communication and feedback

for alignment control. In our prior work [17], we have

shown the tracking of an LED beam using an extended

Kalman filter (EKF) in simulation and experiments in air.

However, that approach assumes the knowledge of a precise

light intensity model and hence requires significant effort in

model identification. Furthermore, the approach relies on a

constant scanning motion to ensure observability and thus

convergence of the estimate. In this paper, we propose a

novel triangular-exploration algorithm to achieve the maxi-

mum of light intensity, which corresponds to LOS with the

transmitter.

The proposed algorithm moves the transceiver pointing

direction in an equilateral triangular grid pattern and

guarantees the pointing direction to be consistent with the

local gradient direction. The method only requires the light

intensity to be a unimodal function of the angle offsets from

LOS, and does not require an explicit model for implemen-

tation. Furthermore, the approach also works directly for the

setting of bi-directional communication. To benchmark the

performance of our algorithm, we compare it with a pertur-

bation based extremum-seeking control algorithm [18], [19],

as it is also model-free and applicable to the bi-directional

version of the alignment control problem. Simulation results

show that the proposed triangular-exploration approach has

more than one order of magnitude faster convergence to

the point of maximum light intensity than the extremum-

seeking algorithm. We further experimentally demonstrate

the efficacy of the proposed triangular-exploration algorithm

in simultaneous communication and tracking using an

underwater robot. Considering the model-free and generic

nature of our approach, it is applicable to a general scenario

of local active alignment for single beam signals.
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techniques, and hence we consider a quasi-static light source,

where it is assumed that the terms containing d and γ are

constant or vary slowly as compared to φ and θ. The function

g characterizes the receiver’s field of reception and can be

approximated by curve fitting of light intensity data collected

for multiple values of φ and θ at constant d and γ, illustrated

in Fig. 4. The figure shows that the function g is unimodal,

which is the only requirement for the algorithms discussed

in the next section.
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Fig. 4: Light intensity data for curve fitting of g(φ, θ).

To facilitate the presentation, next we define the states of

our system as the receiver’s pointing direction as expressed

in the base coordinate system, denoted by x = [x1, x2]
T ,

where the system dynamics evolve in the discrete time as:

[

x1,k+1

x2,k+1

]

=

[

x1,k + u1,k

x2,k + u2,k

]

(2)

The unknown but fixed direction of LOS is denoted by x
∗ =

[x∗1, x
∗
2]

T , which can be approximated the by the following

relation
[

x1 − x∗1
x2 − x∗2

]

≈

[

φ

θ

]

, (3)

The approximation works well at low-elevation pointing

direction of the receiver (state x2) and is also used in

modeling for simulation discussed in Section IV . The exact

mathematical details are omitted for readability; however, it

is implemented in the experiment. Henceforth, the output

equation becomes

yk ≈ C
′
g(x1,k − x∗1, x2,k − x∗2), (4)

with C
′

denoting a new constant which also captures γ and

d. The desired control algorithm should steer the states x

to a small neighborhood of x
∗ from any admissible initial

value.

III. ALIGNMENT CONTROL ALGORITHMS

In this section, we first present the proposed alignment

control algorithm and then briefly describe the implementa-

tion of the two-dimensional discrete-time extremum-seeking

algorithm that is used for comparison in this work.

A. Triangular Exploration Algorithm

Given any initial condition [x1,0, x2,0]
T , we choose

[

u1,0

u2,0

]

=

[

δ cos(ψ0)

δ sin(ψ0)

]

,

[

u1,1

u2,1

]

=

[

δ cos(ψ0 +∆ψ0)

δ sin(ψ0 +∆ψ0)

]

where δ > 0 is the step-size, with ψ0 chosen randomly

from (−π, π] and ∆ψ0 = ± 2π
3

, where the sign is chosen

randomly. The above initialization places the first three

values of the states x0,x1, and x2) in an equilateral triangle

pattern. Now, define the control law uk = [u1,k, u2,k]
T as

follows:

uk =

{

xk−1 − xk−2, if ∆yk ≥ 0

xk−2 − xk, if ∆yk < 0,
(5)

where ∆yk = yk+yk−1

2
− yk−2. The control algorithm

with the initialization ensures that the next, present and the

previous states form vertices of on an equilateral triangle,

as illustrated in Fig. 5. Consider three points, illustrated

in Fig. 5 as, xk, xk−1 and xk−2 forming an equilateral

triangle with side δ. There are only two possibilities for

the next point xk+1; when ∆yk < 0, the next point xbk+1

comes back to the second previous point xk−2, and when

∆yk ≥ 0 the next point xak+1
completes the rhombus with

the last three points. Further, the approximate gradient at

point Mk (midpoint of segment joining xk−1 and xk) along

the local coordinate axes x̂k (direction of xk−xk−1) and ŷk
(direction orthogonal to x̂k), computed by finite difference is

∇yk =

[

yk−yk−1

δ
yk+yk−1−2yk−2√

3δ

]

.

The second component of the gradient is a scalar multiple

of ∆yk, and the next point always lies on the local ŷk axis,

which is orthogonal to the previous direction of motion, in

the increasing direction of the component of the gradient in

ŷk.

B. Benchmark Approach: Extremum seeking (ES) Control

For comparison, we consider a two-variable version of

the discrete-time extremum seeking control algorithm [19].

The block diagram in Fig. 6 illustrates the details of the

implementation. The perturbation signals A sin(ωpk) and

A cos(ωpk) are applied to each of the current mean of the

states: x̂1,k and x̂2,k, and then the perturbed states are put

into the plant. The resulting plant output yk is passed through

a high-pass filter (HPF). The filtered output is multiplied by

the corresponding perturbation signals to generate the biases

ξ1,k and ξ2,k, which are then used to update the mean of

the states (through a discrete-time version of “integration”)

completing a feedback loop with the plant. The initial value
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(∆yk ≥ 0)

(∆yk < 0)

xk−1
xk

(xak+1)

(xbk+1)xk−2

M

ŷk

x̂k

Fig. 5: Illustration of the triangular-exploration method.

of the mean of the states is chosen as the initial condition

[x1,0, x2,0]
T .

Plant

High Pass

Filter

×

×

x̂1,k+1 = x̂1,k + ξ1,k

x̂2,k+1 = x̂2,k + ξ2,k

+

+

A sin
(

2π
fp
fs
k
)

A cos
(

2π
fp
fs
k
)

x∗1 x∗2

yk

ξ1,kx̂1,k

x1,k

ξ2,kx̂2,k

x2,k

Fig. 6: Block Diagram for extremum seeking control.

IV. SIMULATION RESULTS

In this section, we run simulation to study the performance

of the two approaches to alignment control as described in

the previous section. For generating the simulated intensity

measurement y for the system, the measurement function

g(φ, θ) is taken to be a Gaussian function that is fitted to the

data shown in Fig. 4:

g(φ, θ) = exp

(

−
φ2 + θ2

a2

)

(6)

with a characterizing the width of the reception of photo-

diode. For a fair comparison between the triangular-

exploration algorithm and the extremum-seeking (ES) algo-

rithm, we choose the same sampling frequency fs for each

of them. Furthermore, the perturbation frequency fp of the

ES algorithm is chosen to be one-third of fs so that the

two-dimensional perturbation pattern of the ES algorithm

becomes an equilateral triangle as well. Next, the size of the

equilateral triangle of each of the algorithms is also made

equal by choosing appropriate step-size δ and perturbation

amplitude A respectively. Table I lists the values of all the

parameters used in the simulation.

TABLE I: Parameters used in simulation.

Parameter Value Description

a 20
◦ Gaussian width for function g

fs 100 Hz Sampling frequency

fp 33.33 Hz Perturbation frequency

A 1
◦ Perturbation amplitude

K 500
Summation gain for
extremum-seeking

r 5
√

3
◦

Amplitude of circular motion
for time varying optimum case

δ
√

3
◦

Step size for triangular-
exploration algorithm

Fig. 7 shows trajectories of the states from the starting

point S, under the proposed triangular exploration algorithm

and the ES algorithm, respectively. It can be seen that, under

each algorithm, the state converges to the neighborhood of

the optimum point O. The triangular exploration algorithm

moves in a zig-zag way but in a fixed direction for some

time in the beginning. It then corrects itself frequently

to follow the gradient and reach the neighborhood of the

optimum point. The mean path of the ES algorithm follows

the gradient and goes straight towards the optimum point.

However, it is to be noted that while traversing the path, it

spends a considerably large amount of time on exploration,

and hence the actual speed of convergence is slower than

the triangular exploration algorithm. It is important to note

that both of the algorithms continue to oscillate around the

optimum even after reaching a finite neighborhood around it.

These oscillations are necessary in reality, especially when

the optimum point is time-varying (for example, when the

two communicating parties are moving with respect to each

other), as we study next.

We consider a case when the optimum point has the

following dependence on time:
[

x∗
1,k

x∗
2,k

]

=

[

r cos(2πfMk/fs)

r cos(2πfMk/fs)

]

(7)

which essentially means that the optimum circles the origin

at the rate of fM (frequency of motion) cycles per second

at the radius of r degrees. Fig. 8 illustrates the evolution

of states and the output for both of the algorithms for this

time-varying optimum scenario. It can be observed that the

states of the triangular exploration approach converge to the

trajectory of optimum significantly faster than the states of

ES approach. Further, there is a small lag in the tracking

for the ES approach. The outputs of both of the approaches

eventually converge close to the maximum value. which is 1
V.
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Fig. 7: Illustration of the paths traversed by extremum-seeking and
triangular exploration algorithms.
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Fig. 8: Illustration of tracking of optimum points by the two
algorithms, when the optimum is time-varying with fM = 0.05
Hz.

To further characterize the performance and limitations

of the algorithms when tracking a moving optimum, we

simulate the algorithms over a range of speeds of motion;

fM ∈ [0.001, 10] Hz. To illustrate the average tracking

performance, we consider a metric called mean steady-state

error em, which is defined as

em =
1

100

nf
∑

k=nf−99

‖xk − x
∗
k‖, (8)

where nf is the total number of iterations in one simulation

run of an algorithm and ‖·‖ denotes the Euclidean norm

of a vector. The number 100 is considered to effectively

capture the average of steady-state points. Next, for each

of the considered frequency of motion, we generate 1000

10-3 10-2 10-1 100 101
0

20

40

60

80

Extremum Seeking

Triangular Exploration

Fig. 9: Average mean steady-state errors in tracking a moving
optimum over a range of fM by each of the two algorithms.

initial points from the set (x0 ∈ (−30o, 30o)× (−30o, 30o))
using the Latin Hypercube Sampling (LHS) technique in

Matlab, and perform a simulation run for each of these

initial conditions. The average and standard deviation of

em from all of these runs yield the cumulative tracking

performance at the particular frequency of motion. Fig. 9

shows the average tracking performance with the error bars

over a range of speeds of motion. Fig. 9 suggests that

the triangular exploration algorithm can track the moving

optimum by at least one order of magnitude faster as

compared to the extremum-seeking approach. Hence for the

experimental work, presented next, we have only considered

the triangular exploration algorithm. It is to be noted that ES

algorithm shows a plateau as it converges to the center of

the circle of motion however triangular algorithm shows high

variation in the tracking performance as it does not show any

convergence at high frequencies.

V. EXPERIMENT SETUP AND RESULTS

In this section, we first describe our experimental setup,

which comprises an underwater robot and an optical wireless

joystick. Fig. 10 shows an underwater robot equipped with

the transceiver module, described in Section II, inside a

transparent casing. It consists of three T100 thrusters from

Blue Robotics: two for horizontal motion and the other one

for vertical motion of the robot. The robot is kept neutrally

buoyant for ease of operation. For on-board processing and

computation, a BeagleBoneTM blue computer board is used.

Fig. 11 shows an optical communication-based joystick

controller, where a PS4 joystick is integrated with the LED

communication circuitry. The joystick is inspired by diver in-

terface module [20], where high-level commands were trans-

mitted by a human scuba diver to a robotic fish using acoustic

communication. The joystick in this work is intended to

direct the aforementioned robot in the underwater scenario

by sending commands ”go up”, ”go forward”, ”turn left”,

etc. The commands corresponding to the buttons pressed on

the joystick are received by an on-board BeagleBoneTM blue
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