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ABSTRACT Ocean quahogs (Arctica islandica) are the longest lived bivalve on Earth. Individuals on the deep continental shelf
oft Georges Bank can survive for centuries, and in the colder, boreal waters of Iceland, ages over 500 y can be reached. Ocean qua-
hog landings in the United States represent a $24 million industry, yet assessment models operate with no age data because of the
substantial sample size required to develop adequate population age distributions for such a long-lived species, the unknown error
associated with age estimates, and the extensive time and financial investment required to create production-scale age datasets.
Inclusion of age data for this species requires precision metrics to evaluate aging uncertainty such as percent agreement, percent er-
ror, coefficient of variation, and tests of bias. To move forward using error-validated age-composition data, a 3-fold error protocol
was developed using a large dual-reader dataset (n = 610) from Georges Bank. First, a proxy age-validation study was performed
to corroborate an aging method, followed by error evaluation in the context of age-reader bias, precision, and error frequency.
Error thresholds were established for each of the three error methods. Georges Bank samples ranged from 33 to 261 y of age and
met the predetermined error thresholds for bias (conditionally because of significant and nonsignificant results), precision (average
coefficient of variation less than 7%), and error frequency (less than 10%). Consequently, age estimates were deemed acceptable to
support age frequency analyses. Precision and bias error were greatest for the youngest animals and, in the context of age-reader
bias, error rates were higher for young male ocean quahogs than for young females. Improved age validation of young, sex-differ-

entiated A. islandica will constrain aging error and guide refinement of both aging and age-error protocols.
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Calcified structures (e.g., fish otoliths, vertebrae, coral skel-
etons, and bivalve shells) are commonly used to age animals
in the marine realm (Hudson 1981, Pentilla & Dery 1988,
Richardson 2001). As the animal grows, calcium carbonate is
secreted in layers around the calcified structure and concentric
growth rings are created. Growth rings reflect the rate of car-
bonate deposition correlated with seasonal and annual growth
patterns and often retain information on environmental con-
ditions such as temperature and available food (Schone et al.
2011, Swart 2015, Purroy et al. 2018). The age of an individual
can be determined by the sum of its annual growth rings and
a collection of ages from a population sample can be extrapo-
lated to construct an age distribution for the population. Age
data are critical for managing fisheries as they are the corner-
stone records used to estimate recruitment, spawning stock bio-
mass (i.e., fecundity), and mortality rates (Brooks et al. 2008,
Martell et al. 2008, Lee et al. 2011, Minte-Vera et al. 2019).

Age compositions are often estimated directly or by age-at-
length keys (Mohn 1994, Harding et al. 2008, Stari et al. 2010).
In either case, a sample size sufficient to resolve the age distri-
bution at length in the population is essential (Kimura 1977,
MacDonald & Pitcher 1979, Hoenig 2017, Hulson et al. 2017).
The amalgamation of many ages within small-length divisions
in adult animals (Weinberg 1999, Hofmann et al. 2006) poses

*Corresponding author. E-mail: kathleen.hemeon@usm.edu
DOI: 10.2983/035.040.0206

ocean quahog, Arctica islandica, error, precision, bias, age-reader

a particular challenge. Species that reach extremely old age,
such as the ocean quahog Arctica islandica, provide an excep-
tional example (Ridgway et al. 2012, Pace et al. 2017a, 2017b,
2018). For long-lived species such as A. islandica, with upward
of 200 possible age classes, the total number of aged animals
required to provide a defensible age-at-length key is very large.
Techniques used to create chronologies for this species, particu-
larly cross dating and isotope dating (Butler et al. 2009, Schone
etal. 2011, Reynolds et al. 2017), often cannot provide the num-
ber of ages necessary for population age compositions at any
affordable cost. Accordingly, traditional visual aging methods
must be used (Ropes 1988). Given the life spans involved for
this species, an inordinately large number of chances for reader
error can occur and close attention must be paid to the precision
at which ages can be determined under the constraint of high
sample number and accurate age estimations where possible.
Error is a valued statistic used to appraise data quality and
consistency across datasets, laboratories, researchers, and meth-
odologies and error analysis is routinely used in the develop-
ment of population age data for fisheries assessment purposes
(Pentilla & Dery 1988, CARE 2006). Error is classically defined
as the difference between an estimated value and the true, or
accurate, value that is often categorized as either sampling
error, observational error, or processing error. Sampling error
influences data integrity and challenges typically stem from
insufficient sample size or measurement bias (Duval & Tweedie
2000, Hjellvik et al. 2002, Pennington et al. 2002, Johnsen 2003,
Jacobson et al. 2010, Costa et al. 2016, Ritter et al. 2016, Powell
et al. 2017). Observational error can amass from the human
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interpretation of sample data, whereas process error reflects
variability in biological processes compelled by biotic and abi-
otic forces. In the case of determining the age of an animal such
as the ocean quahog, age data are susceptible to observational
error, as annual growth rings (i.e., annuli) need to be interpreted
by different readers with varying experience levels, to distin-
guish annuli from subannual growth patterns where process
errors can be substantial dependent on extreme oceanographic
conditions (e.g., yearly, seasonally, and monthly) (Jones 1980,
Campana et al. 1995). When sampling error is either negligible
or inescapable, observational error is an important facet that
can be improved and constrained to elevate data quality with
high-precision and low-systematic bias. Reduction of obser-
vational error may not always drive the data toward the true
value as that value is not known for many species; however, low
observational error can improve precision and allow reproduc-
ible age data in future studies, which is a noteworthy alternative
(Kimura & Lyons 1991).

Observational error is best evaluated by precision and bias
metrics using paired blind age comparisons between two age
readers. Precision is the scale of reproducibility, or agreement
between readers, over time and is conventionally reported as
average percent agreement (Beamish & Fournier 1981), average
percent error (Beamish & Fournier 1981), and/or average coeffi-
cient of variation (ACV) (Chang 1982). Age bias is the system-
atic difference between paired age estimates and is the product
of individual reader interpretation, aging methodology, age
class of the animal, and the individual animal itself (processing
error) (Kimura & Lyons 1991, Hoenig et al. 1995). Age-reader
bias occurs when one set of age determinations is consistently
higher or lower than a comparative set of age determinations
for identical samples. Bias may be present even when precision
is high, therefore, simple precision statistics alone are not suffi-
cient to describe the quality of an age dataset (Campana et al.
1995, Hoenig et al. 1995, Kimura & Anderl 2005).

The evaluation of observational error is well described in
fisheries literature by means of precision metrics (Campana et
al. 1995, Campana 2001) and, more recently, tests of symmetry
(McBride 2015). Many state and federally managed fisheries are
aged at a production scale to inform population models used to
set harvest limits, and precision in aging is a critical metric in
establishing the degree of uncertainty present in age-composi-
tion data used in these population models. The bivalve Arctica
islandica is an exceptionally valuable clam commercially har-
vested and managed at the federal level, but age-based models
do not exist for this species (NEFSC 2017) because of its long
lifespan (greater than 200 y in the Mid-Atlantic, United States)
and the difficult interpretation of growth patterns for consistent
aging. As a result, A. islandica is not aged at production scale
because of the aforementioned constraints and eliminates any
opportunity for managers to use quality-controlled age data. To
produce age-composition data at production scale for poten-
tially forthcoming A. islandica population age models, the same
level of quality control must exist for this exceptionally long-
lived species as it does for other commercially managed fisheries.

The objective of this paper was to assess three methods of
observational error analysis, namely, age bias, age precision,
and error frequency, for a large Arctica islandica age dataset
(n = 610) created from a proxy age-validation study. Error
thresholds for the sample population and both sexes were estab-
lished and tested for each of the three error methods.
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MATERIALS AND METHODS
Sample

In 2017, 706 live Arctica islandica clams were collected from
Georges Bank (40.72767° N, 67.79850° W) at a depth of approx-
imately 72 m by the ESS F/V Pursuit using a Dameron-Kubiak
dredge (https://scemfis.org/wp-content/uploads/2021/01/DK_
dredgel.pdf) that offered variable bar spacing to collect animals
smaller than market size (i.e., less than 80 mm in shell length).
Clams greater than 70 mm in shell length were retained for this
study. Clams were measured for shell length, sex was identified
by smear slide, and shell valves were cleaned by immersing in a
bleach solution and stored dry for aging. A random subset of
valves was chosen for age estimations and included as close to
100 animals per 5-mm size class as possible (n = 645) and equal
numbers of males and females per size bin when possible. If
100 shells were not available per size class such as for rare size
classes (<80 mm or >100 mm), all available shells were aged.
Sizes ranged from 72.6 mm to 119.8 mm and resulted in 10 size-
class groups based on the 5-mm delineations.

A single valve from each selected animal was sliced along the
axis of greatest growth (largest height dimension) as close to the
shell origin as possible using a Kobalt wet tile saw and the sec-
tioned valve was progressively exfoliated with silicone carbide
abrasive paper at 240, 320, 400 and 600 grit sizes (Pace et al.
2017a). Exfoliation removed excess shell to bring the cut edge as
close to the shell origin as possible while also removing coarse
shell texture. Shells were then polished to a reflective finish with
a polycrystalline diamond suspension fluid (6 pm and 1 pm dia-
mond sizes) to clearly display the annual growth lines. After
processing, shells were imaged using a high-definition Olympus
DP73 digital microscope camera. Segmented images of the
hinge and umbo region were stitched together using Olympus
CellSens microscopic imaging software. Stitched images created
a single, comprehensive image of the entire hinge. Additional
details on cleaning, processing, imaging, and aging Arctica
islandica shells can be found at https://www.vims.edu/research/
units/labgroups/molluscan_ecology/publications/topic/ocean
quahog_arctica/index.php.

Age Validation Proxy

Of the 645 clams that were processed for aging, 610 clams
were used for final error analysis. The excluded were specimens
with images that did not display consistently clear growth lines
(Ropes et al. 1984a) or those aged by consensus for training
using two age readers and consequently pairwise data did not
exist. Image]J software (Object] plugin) was used to annotate
annual growth lines on each comprehensive hinge image for
aging. Annuli determination was vetted through a comparative
aging-technique analysis using two strategies (Fig. 1). The first
strategy applied a grouped hypothesis, where lighter gray lines
or repeating patterns (e.g., doublets) were posited to represent
periods of reduced growth within season and not terminal
annual growth lines. Noticeably, repetitive patterns of lighter
gray lines were more commonly observed when the animal was
“young” and experiencing periods of rapid growth, but dou-
blets and triplets were routinely observed through much of the
growth history. The necessary ignorance of light gray lines in
early years of life is a common occurrence in aging bivalves as
these are routinely produced during periods of rapid juvenile



ARcTICA ISLANDICA AGE-READER ERROR

growth (Jacobson et al. 2006, Harding et al. 2008, Shirai et al.
2018, Huyghe et al. 2019), but such ignorance may be incor-
rect in later years. Hence, the second strategy applied a singular
hypothesis, where observed repetitive growth patterns such as
doublets were judged not to be seasonal, but a manifestation of
annual periodicity. The singular hypothesis posits that growth
lines, particularly those observed in the middle and later years
of life, are true annuli.

Both hypotheses can be supported biologically, yet an arbi-
trary choice cannot be made because of the extreme differen-
tiation in age estimates between the two aging strategies. To
resolve this fundamental problem, shells from 20 of the oldest
animals collected from both Georges Bank and Long Island
were carbon-14 dated, in addition to two age readers (readers A
and B) visually aging the samples using the grouped and singu-
lar strategies. The mean age was used for each sample for both
visual aging strategies to compare with the carbon-14 results as
it was not known which aging protocol was correct.

A Dremel tool removed between 0.018 g and 0.044 g of car-
bonate dust from the cut shell surface as close to the shell ori-
gin as possible (earliest carbonate deposited) without carbon
contamination from the shell exterior. Samples were sent to the
Keck Carbon Cycle AMS Facility at University of California
Irvine for dating. Birth years were estimated by isotope analysis
using “prebomb” carbon-dating techniques. Additional details
on carbon-14 sampling can be found at https://www.vims.edu/
research/units/labgroups/molluscan_ecology/_docs/lab_manu-
als/2020-4-carbon-14-quahog-protocol.pdf.

Carbon-14 ages were corrected for the marine reservoir effect
using a 400-y correction factor. Animals used for carbon-14 dat-
ing were collected in the cold pool, south of Long Island and off
Georges Bank (for cold pool, see Sha et al. 2015, Lentz 2017,
Chen et al. 2018). This region of the continental shelf has been
the site of relatively few reservoir age evaluations (Weidman &
Jones 1993, Sherwood et al. 2008) in comparison with extensive
work in the northeastern Atlantic (Tisnérat-Laborde et al. 2010,
Heaton et al. 2020). The few values available approximate the
average marine value; thus, the average marine value was used
(Stuiver & Polach 1977, Heaton et al. 2020).

Age Bias

Observational error was redefined for each of the three sub-
sequent error methods. Error, in the context of bias, is defined
as the difference between age estimates of two age readers. A
test of symmetry can identify systemic bias in ages between
age readers when comparing aging methodologies (e.g., scales
versus otoliths), or testing for age-reader drift over time (e.g.,
age reader A versus age reader B, age reader A versus reference
dataset, and age reader A at start versus age reader A at end).
The detection of age bias should be completed before precision
estimates are made, as a bias will confound precision interpre-
tations through artificial inflation of values (Campana & Jones
1992, Campana et al. 1995, Hoenig et al. 1995). Significant dif-
ference (asymmetry) is determined using the chi-square statistic
for observations falling off the matrix diagonal (diagonal values
represent 100% agreement between the two groups being tested)
(Bowker 1948). The McNemar test maximally pools data on
each side of the diagonal to create one group for chi-square
analysis above and below the diagonal for a single comparison.
In contrast, the Bowker test is an unpooled test that treats each
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Figure 1. Comparative aging techniques. The grouped hypothesis
assumed seasonal growth patterns, whereas the singular hypothesis
assumed that growth lines are annual. Black circles indicate where an
annulus is counted for each strategy. White vertical lines at the bottom
of the grouped image (top) highlight dominant growth lines used to dis-
tinguish annuli because of their dark/bold appearance. The grouped aging
strategy assumes pale growth lines are subannual as they often disappear
at the lateral edges of the hinge (out of range of these images). Arrows
in the singular image (bottom) designate additional annuli added when
the singular aging strategy is used including doublets (white arrows below
annuli) and weak annuli that appear fainter than surrounding annuli
(black arrows above annuli). The singular strategy added 13 annuli.

pairwise comparison off the diagonal as an independent group,
thereby using numerous comparisons. The Evans—Hoenig test
pools (semipools) pairwise data immediately off the diagonal
and compares these data with pooled groups at incremental lev-
els off the diagonal (£2 y, £3y, etc.).

The AgeBias function from the “FSA” package (Ogle et al.
2021) in R (R Core Team 2018) was used to calculate tests of
symmetry for the McNemar (Eq. 1) (McNemar 1947), Bowker
(Eq. 2) (Bowker 1948), and Evans—Hoenig (Eq. 3) (Evans &
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Hoenig 1998) equations (equation formatting taken from
McBride 2015).
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where X” is the chi-square statistic, i is the reader A age (row),
J is the reader B age (column), 7 is the frequency of age esti-
mates at row i and column j, m is the number of readings, and
pisj—i.

To better understand where a potential bias may exist, an
age-bias plot was used to compare reader A ages as the refer-
ence ages to reader B. The designation of the reference reader
is arbitrary when an age-validated reference collection is not
being used, and age readers have similar experience levels (as is
the case with readers A and B in this study), because the true
ages are not known. If experience levels had differed, the expert
reader would have been designated as the reference.

Raw absolute error would be expected to increase with age
as error should accumulate with each additional annulus over
the lifespan of an animal. If the absolute error is standardized
by age to create an error rate (a similar statistic to CV), the
slope of these data should be near 0 if no aging bias of this
type exists (Kimura & Lyons 1991). Accordingly, the absolute
value of the error, or the absolute difference between the age
estimates between readers (presented in the age-bias plot on the
Y axis), was standardized by age to understand how this type of
error changed with age and thus create an error rate (specified
as errors per year) (Eq. 4).

|Error]

| Age difference|
Error rate = =

ge Reference Reader

Age Reference Reader (4)

As the number of animals aged per birth year was often
sparse, once the error rate was determined for each reference
age, the data were ordered by birth year and smoothed in 10
sample increments to refine any underlying pattern in error rate.
The median for each 10 sample increment (i.e., rolling median)
of error rate and reference age was used for error rate analysis
and fitted to a trendline to elucidate any patterns of underlying
bias.

Age Precision

Precision is an error metric represented by several statis-
tics including the coefficient of variation (CV). Coefficient of
variation is the more rigorous precision measurement when
compared with the more traditional percent agreement and
was thus chosen as the best statistic to validate age precision
in this study (Beamish & Fournier 1981, Campana et al. 1995,
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Campana 2001, Kimura & Anderl 2005). In the context of this
project, precision error occurred when the ACV is greater than
an accepted threshold for pairwise age comparisons (Eq. 5).

3 (é * 100%)
ACV()=—2 7,
" )
where s is the standard deviation, X is the mean for each set of
pairwise ages, and 7 is the total number of samples. Coefficient
of variation standardizes precision across size classes, which is
valuable for a long-lived species such as Arctica islandica. Age
analyses in marine fisheries often use age estimates that meet
a precision error threshold of less than 7.6% ACV (Campana
2001). A 7% or less ACV threshold was chosen for A. islandica
to mirror methods used by federal and state resource managers.

Error Frequency

Error, in the context of error frequency as used in this study,
is any sample with a dual-reader CV greater than 10%. Age esti-
mates are deemed acceptable if the error frequency (i.e., num-
ber of samples with CV greater than 10%) is less than 10% of
the total dataset (expected probability of error = 0.1) using a
binomial test. A significant binomial test, or elevated frequency
of samples with CVs greater than 10%, is an indication that at
least one age reader is aging differently than another age reader
and too many large errors are present in the age data. If the
error frequency threshold is exceeded, samples with the high-
est CV can be aged by consensus (i.e., the sample can be aged
jointly by at least two age readers) until the error frequency is
less than 10%, but this approach is only useful if all specimens
are aged by both readers.

RESULTS
Age Validation Proxy

Carbon-14 dating is a useful approach to validate aging
techniques in animals of lifespans too long to easily follow
the time course of growth from birth to death (Witbaard et al.
1994, Wanamaker et al. 2009, Shirai et al. 2018). A total of 20
shells were sampled for carbon-14 aging, but samples 4, 5, and
13 were contaminated with modern carbon and therefore not
used in this analysis. Compared age estimates from the grouped
and singular aging options, with the minimum and maximum
error bounds for carbon-14 results (Fig. 2), indicated that the
singular hypothesis better captured the validated results from
the carbon-14 isotope analysis. Singular age estimates fall
within the error bounds of carbon-14 ages more frequently
(n = 12) than those of the grouped age estimates (n = 3). A one-
way, repeated analysis of variance test coupled with pairwise
comparison t-tests (Bonferroni correction), demonstrated that
the grouped hypothesis was significantly different from both the
singular (P =1.69¢-9) and carbon-14 age estimates (P = 2.37e-5).
The singular and carbon-14 age estimates were not significantly
different (P > 0.05) (Fig. 3).

Although isotope dating can be used for age validation
for select samples, the carbon-14 data presented herein only
apply to a small number of individuals of a similar age caste.
Furthermore, the error bounds on the prebomb carbon-14 ages
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Figure 2. Age estimates using each of the two aging techniques. Solid
black lines indicate the upper and lower error bounds inherent in car-
bon-14 ages. Age estimates from the grouped technique (dark, circle
symbol) are consistently lower than estimates from the singular technique
(medium gray, triangle symbol). The singular age estimates fell within
carbon-14 error (black lines) more frequently than the grouped age
estimates (12 and 3, respectively).

are too large to be used as definitive reference ages. Despite these
shortcomings, these carbon-14 results are currently the best val-
idation tool for this set of Arctica islandica samples and serve
as a proxy age validation to support aging-technique selection.
As a result, the singular aging technique was applied for all age
estimates listed herein. This approach is consistent with conclu-
sions of Butler et al. (2009, 2013) and Pace et al. (2017a) for 4.
islandica (Schone et al. 2005, Harding et al. 2008) and for other
long-lived species (Shirai et al. 2018) but diverges from other spe-
cies frequently showing within-season growth checks of similar
appearance to annuli (e.g., summer breaks and spawning breaks;
Goodwin et al. 2001, Fan et al. 2011, Kubota et al. 2017).

Age Bias

Each of the three tests of symmetry pool age frequencies
differently, resulting in varying degrees of freedom and signif-
icance levels (Table 1). The McNemar test produced the most
significant results across all three sample types (Population P =
1.37e-06, Female P = 0.03, and Male P = 3.27e-06), followed by
the Evans—Hoenig test (Population P = 0.02, Female P = 0.18,
and Male P = 0.02) and finally the Bowker test that detected
no significant bias (Population P = 0.28, Female P = 0.47, and
Male P = 0.45). The gradient of significant test results sug-
gested a slight bias that is not detected uniformly across pooling
methods or sample type. The female age estimates were only
significantly different with the McNemar test, whereas the male
age estimates were significant for both the Evans—Hoenig and
the McNemar tests and likely influenced the significant bias in
the population sample results for the same two tests.

To better understand what differences are driving significant
asymmetry, the age-bias plots were reviewed for error trends
(Fig. 4). The X axis values at y = 0 represents 100% agreement
between readers and a nonbiased dataset would demonstrate
errors randomly distributed around the X axis. Between the
ages of 60 and 100 y, errors are disproportionately distributed
above or below the X axis on the Population and Male age-
bias plots, indicating the likely age range driving significant test
results. The mean error (difference) for the Population is +1.54
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Figure 3. Comparison of aging strategies relative to carbon-14-estimated
ages. A type I1I repeated analysis of variance identified significant differ-
ence in ages between hypotheses (P = 5.16e-9). Ages estimated using the
grouped and singular strategies (Fig. 1) are significantly different (****),
whereas no significant difference is observed between ages using the singu-
lar protocol and carbon-14 ages (ns) [posteriori pairwise comparison (pwc)
t-test]. A Bonferroni correction was used to adjust for multiple comparisons.

y, Female is +0.40 y, and Male is +2.6 y using a standard devi-
ation of 1.96. In other words, reader B, on average, ages 1.54 y
higher than reader A on an animal that can live up to 261 y of
age when the entire population sample is analyzed, but reader B
ages, on average, 2.6 y higher than reader A when the male sam-
ple is analyzed. The higher mean error in the male data signified
that young male samples may drive the bias results detected in
the tests of symmetry, whereas error in the female dataset is
evenly distributed around the agreement line (X axis, y = 0).

TABLE 1.
Test of symmetry results for pairwise age comparisons to
identify bias.
Symmetry Degrees of Chi-square
test Sample freedom statistic P value
Population 30 48.90 0.02*
Evans- Female 29 35.80 0.18
Hoenig
Male 26 42.10 0.02*
Population 494 512 0.28
Bowker Female 263 264 0.47
Male 275 277 0.45
Population 1 23.32 1.37e-06*
McNemar  Female 1 5.01 0.03*
Male 1 21.65 3.27e-06*

Three tests were applied to an identical dataset. Significant P values
(*) indicate a bias between the two age readers.
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Figure 4. Difference in age estimates of a second reader (reader B) from the age estimates of the reference reader (i.e., reference age). Black points
represent the mean difference in age between the two readers at a reference age and the vertical black lines represent the range of values if more than one
error exists for that age (i.e., multiple samples). The two horizontal solid lines represent the 95% confidence intervals of the mean difference using a 1.96
standard deviation. The two horizontal dashed lines represent the 95% agreement bounds using a 1.96 standard deviation. Reader agreement is 100%
at y = 0. The histogram on the Y axis denotes the frequency of difference values and the histogram on the X axis denotes the number of reader B ages
at a given reference age. Mean Population error is +1.5 y (n = 610), mean Female error is +0.40 y (n = 298), and mean Male error is +2.6 y (n = 312).
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Figure 5. Rolling median absolute error per year smoothed over 10 sample increments (Y axis) versus the rolling median age of reference ages smoothed
over the same 10 sample increments (X axis). A type III analysis of variance indicated a significant difference between median error rate (median
absolute error per year) and median age (Population: P = 3.0e-44, Female: P = 6.48e-12, and Male: P = 1.79¢-23). A logarithmic relationship provided
the best fit for all sample groups. Population f{x) = (—0.0452)In(x) + 0.27 (R’ = 0.33, P = 2.2¢-16), Female f(x) = (—0.0241)In(x) + 0.17 (R* = 0.16,
P = 8.423e-13), and Male f(x) = (—0.0553)In(x) + 0.32 (R* = 0.34, P = 2.2¢-16).
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Figure 6. Frequency of coefficient of variation (CV) results. Average coefficient of variation (ACV) is 4.6% for the entire population and both the

female and male subsets.

Extreme errors (outside the 95% agreement bounds using a 1.96
standard deviation) occurred across the entirety of the refer-
ence age range, and the absence of a trend indicated that these
errors are the result of particularly challenging samples to age
and not an underlying bias (i.e., processing error).

The age-bias plot indicated that a bias may be present in
the younger animals of this study and the error rate was
examined for similar trends in errors at age (Fig. 5). A nega-
tive logarithmic model best fit the data (Population: R?> = 0.33,
P =2.2¢-16; Female: R*=0.16, P = 8.423¢-13; Male: R> = 0.34,
P = 2.2e-16) and the level of significance indicated a decline in
error rate with increasing age. A type III one-way analysis of
variance was performed to test the significant effect of specimen
age at death on the error rate and all three sample types had a
significant effect (Population: P = 3.0e-44, Female: P = 6.48e-
12, and Male: P = 1.79e-23). The highest rate of error occurred
at approximately 60 y of age and declined steadily with age and
was highest for the male and population datasets. The error
rate of a 60-y-old animal (0.12 errors/year) was 3.5 times higher
than the error rate of a 220-y-old animal (0.034 errors/year). A
significant relationship existed between female age at death and
error rate, but both linear and negative logarithmic models fit
the data similarly (linear: R* = 0.15, P = 6.48e-12) with a linear
slope of nearly 0 (—1.96e-04). The combined data from the age-
bias plots and the smoothed error rate plots revealed that the
underlying bias is likely manifested in the youngest animals and
males produced higher error rates in these young animals. Bias
results indicated that age estimates can be accepted condition-
ally, where the greatest error rate and bias error occurred for the
youngest, male animals in the population.

Age Precision

The Georges Bank samples had a population and sex-based
ACYV of 5% (Fig. 6); therefore, Georges Bank precision was high

and met ACV precision thresholds. Linear regression depicts a
declining CV with the mean age for each set of pairwise ages
(Fig. 7). The R’ values are low (0.05-0.07) indicating that mean
age may not be the primary source of variability in the data.
Conversely, the relationship between mean age and CV is sig-
nificant (Population: P = 2.09e-10, Female: P = 4.45¢-05, and
Male: P =9.03e-07) where for every year increase in mean age,
on average, CV declines by 0.03%.

Error Frequency

Samples aged from Georges Bank met the conditions of a
10% error frequency; 54 samples had CVs greater than 10%,
a number fewer than expected by chance (binomial test, P =
0.19). The female dataset (n = 298) contained 24 errors and
the male dataset (n = 312) contained 30 errors, both sexes fell
within the 10% error frequency. When binomial tests were cal-
culated using a range of expected probabilities (expected error
frequency) between 0.01 and 0.2, the 53 population errors are
significant with an error frequency set at less than or equal to
7%, the 24 female errors with an error frequency at less than or
equal to 6%, and the 30 male errors with an error frequency at
less than or equal to 8%.

DISCUSSION

The development of Arctica islandica age compositions for
applications in standard fisheries assessment models requires
solutions for the challenging nature of this species age-at-length
data including the necessity for large sample sizes, constraining
age precision and accuracy for an animal with greater than 200
age classes, and the time commitment and cost of aging such
substantial sample sizes. Pace et al. (2017b) identified that num-
ber of cohorts in an A. islandica population, and the number
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Figure 7. Relationship of coefficient of variation (CV) versus mean age of two age-reader age estimates. Linear regressions of the three samples have
identical slopes (—0.03) and significant regressions: Population y = —0.03x + 7.95 (R* = 0.06, P = 2.09e-10), Female y = —0.03x + 8.08 (R* = 0.05,
P = 4.45¢-05), and Male y = —0.03x + 7.85 (R* = 0.07, P = 9.03e-07). R? values are low, an indication of a significant but poorly defined relationship

between CV and mean age.

of cohorts within a narrow length class, required aging more
than 20 animals per size class (i.e., greater than 200 animals) to
construct robust population age compositions. Given the sam-
ple numbers needed and the time and cost commitment (Ropes
1984), maximizing precision in age determination is essential,
as the employment of multiple readers to continuously age by
consensus is infeasible.

Age determinations require levels of interpretation that
inherently introduce error into the data. Historically, pre-
cision statistics including percent agreement, percent error,
and CV were the only methods to assess error in fisheries age
data (Campana et al. 1995, Campana 2001, McBride 2015).
Precision statistics do not account for age effects and therefore
can change based on the age of the animal (Hoenig et al. 1995).
Early analyses regarding age precision in fisheries assumed that
variability in age determinations was homogenous across a sam-
ple and consequently could be averaged across all age classes
(Beamish & Fournier 1981, Chang 1982), yet it is now apparent
that the precision of age determinations varies with the age of
an animal and that age effect is an important variable to con-
sider. Species as taxonomically divergent as Arctica islandica
(Fig. 7) and the lemon shark (Negaprion brevirostris) (Brown
& Gruber 1988) both demonstrate high CV and percent error
(i.e., low precision) at young ages, whereas species such as wall-
eye pollack often show low precision in the older individuals
(Kimura & Lyons 1991, Hoenig et al. 1995). Precision variabil-
ity within a species proves that precision is highly dependent on
the species themselves and the age distribution of the sample. In
other words, a sample dominated with young A. islandica will
likely have lower precision than a sample primarily composed
of older clams.

For many species without validated reference age collec-
tions, constraining precision and bias of age estimates is the

best strategy to improve the quality of the ages when accuracy
is unknown, and a single test of error (e.g., CV) is not sufficient
to accept age data (Beamish & McFarlane 1983, Campana et
al. 1995). Error frequency was introduced in this paper as an
additional method for evaluating error, but it is not a proto-
col used in many evaluations of aging precision. Because of
the longevity of Arctica islandica, and the tendency of CV to
obscure large differences in age estimates between readers for
old animals because of age standardization, an option to eval-
uate exceptionally large CVs was desirable. The imposed error
frequency threshold of 10% defined a limit on how many excep-
tionally large precision errors could arise in a dataset before the
dataset is deemed to be unacceptable. A binomial test can then
be applied to investigate alternative aging scenarios and deter-
mine the maximum number of errors a dataset can incur before
it significantly exceeds a 10% error frequency. One such scenario
is to identify how many errors would create an error frequency
larger than 10%. For a 610-sample dataset, 74 population errors
(or 40 female errors and 41 male errors) or more would exceed
the designated acceptable error frequency. An alternative sce-
nario is to test a more typical aging strategy where a second age
reader only aged a random 20% subset of the sample (Kimura
& Anderl 2005). In such a case, only 18 errors or fewer can be
made within the 122-sample subset to maintain a 10% error fre-
quency (or fewer than 10 errors in each of the female and male
datasets). This approach to error also allows flexibility in imple-
mentation, either by changing the definition of an error to be
more conservative, such as to match our acceptable ACV cutoff
of 7%, or to allow more errors to occur so that the probability
of error frequency surpasses 10%.

Accepting that a designated number of large precision errors
can exist in a dataset, the identification of systematic patterns
of error across age classes is critical to account for age effects. In
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the age-bias plot (Fig. 4), the 95% agreement bounds are seem-
ingly large (£19 y from the mean), yet when compared with the
data on spiny dogfish (Squalus acanthias) provided by Beamish
and Fournier (1981) for which 95% agreement was within 8.3%
of the total lifespan of the species (5 y for 95% agreement;
60-y lifespan), the 95% agreement for Arctica islandica appears
reasonable. For A. islandica, the 95% agreement was within
7.3% of the total lifespan of the oldest individual from Georges
Bank (19 y for 95% agreement; 261-y lifespan) or within 3.8%
of the lifespan of the species (approximately 500 y).

Tests of symmetry to identify age bias have only recently
been adopted in fisheries science and are often not reported
alongside precision results (McBride 2015). Three tests of
symmetry are easily calculated in contemporary age analyses,
yet test selection and interpretation are easily confounded as
evidenced by Table 1 where results are vastly different. The
McNemar test was designed to perform a single paired test for
the entire dataset, and in the case of age contingency tables,
age is never accounted for. Regardless of whether the species
has five age classes or 500 age classes, only one degree of free-
dom exists. The Bowker test is a pairwise comparison, where
every cell is compared with its mirror image across the diagonal
and no pooling occurs. When the Bowker test is used to ana-
lyze a species with many age classes, the degrees of freedom (or
number of paired comparisons) will be high, as evidenced by
Arctica islandica, whereas when a species with few age classes
is analyzed, the degrees of freedom will be low and potentially
similar to that of the Evans—Hoenig test. The Evans—Hoenig
test pools comparisons based on the degree of difference from
the diagonal (or 100% agreement). The Evans—Hoenig test is
the only test of symmetry specifically designed for fisheries sci-
ence to evaluate how age differences are dispersed around the
agreement age (i.e., the diagonal) (Evans & Hoenig 1998).

For Arctica islandica, age-bias plots (Fig. 4) and error rate
(Fig. 5) demonstrated that deviations in age estimates occurred
more frequently in the youngest animals and particularly in
young male animals and that a bias may be present in those
samples. The bias is not necessarily large, but an underlying
trend is observed across all three error methods. The McNemar
test is the most sensitive and always detected a bias in this
dataset. Conversely, the Bowker test was the least sensitive.
Arguably, the Evans—Hoenig test was the most reliable test for
bias detection as female data were not significantly biased in
this test of symmetry, which is supported by error rate, error
frequency, and age-bias plot results. Interpretation of these
three tests would be extremely difficult if multiple representa-
tions of error were not available. Diverse methods to describe
error are critical to identify the origin of uncertainty, and to
implement procedures to target the most significant sources.

In the case of Arctica islandica, uncertainty in age estimates
appears to originate primarily during the first decades of life as
clearly shown by the ascending error rate (Fig. 5) and CV (Fig. 7)
with younger and younger ages. The CV was developed to stan-
dardize error by age and error rate was also calculated on a per
year basis, whereby an older animal will need larger errors [stan-
dard deviation (CV), age differences (error rate)] than a young
animal to manifest the same magnitude of standardized error.
Furthermore, as is common across many sclerochronological
datasets from otoliths to bivalves, as growth rates decline with
age, the ability to observe intraannual (subannual) growth lines
is diminished. As a result, age readers tend to agree more in the
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latter years when every line is viewed as a clear annulus, whereas
early growth increments are large enough to display subannual
changes in growth rates that manifest as repetitive growth lines
that are not true annuli (Pannella 1971). The presence of intraan-
nual growth lines in rapidly growing bivalves is well known and
their discrimination is normally a challenge (Jacobson et al.
2006). Reducing this source of uncertainty is clearly the primary
challenge in aging A. islandica (Harding et al. 2008).

Growth lines are created when shell carbonate production
slows, and more protein is secreted into the shell matrix. These
dark, protein-dense growth lines reflect seasonal depressions in
carbonate production because of reduced food supply, spawn-
ing events, or unfavorable stratification/mixing that result in
suppressed metabolic functions required for growth. Normally,
the winter cessation of growth generates the strongest growth
line (annulus) in most bivalve species because of cold water
temperatures that mark the end of the annual growth period
(Jones & Quitmyer 1996, Fan et al. 2011, Chute et al. 2016).
A high temperature-induced growth line may produce the pri-
mary annulus in some species, however (Peterson et al. 1985,
Goodwin et al. 2001). The transition zone from fast juvenile
growth to slower adult growth is the most challenging sec-
tion of the hinge to age when a reader must decide when each
growth line is a true annulus. For this reason, the expectation,
clearly demonstrated by this Arctica islandica dataset, is that
precision will be low (i.e., high CV) for young animals where
many of the annuli are intermixed with subannual growth lines
and in which increased scope for growth permits growth over a
longer season than observed in the adult animal (Hofmann et
al. 2006, Munroe et al. 2013).

Bias error was higher for male clams (Table 1, Figs. 4 and
5) despite an identical ACV between sexes and for the entire
population sample (4.6%) (Figs. 6 and 7); clear evidence that
precision alone is not a sufficient metric to describe the quality
of age estimates. Ropes et al. (1984a) noted that gametogenesis
was initiated in males at a smaller size and younger age than
females. Possibly, the earlier onset of maturity might increase
the number of subannual growth lines in young males, though
the physiological mechanism is unclear. The expression of addi-
tional subannual growth lines in males relative to females is
thus unexplained, but clearly present and results in an increase
in contrasting interpretations of true annuli between age read-
ers and an increased occurrence of aging error in males.

The carbon-14 dating used a selective sample of old animals
to illuminate what an accurate age for an old Arctica islandica
may be. A critical realization is that high precision does not
necessarily mean high accuracy. Independent validations of
accuracy are important. For A. islandica and other bivalves,
age validations have generally been provided by carbon-14 dat-
ing, amino acid racemization dating, cross dating (as used in
dendrochronology), or oxygen isotopes (Weidman et al. 1994,
Machitto et al. 2000, Schone et al. 2011, Wanamaker et al. 2011,
Mette et al. 2016, Reynolds et al. 2016). None of these methods
can provide an adequate sample size for fisheries assessment
purposes; hence, continued focus on reader precision in deter-
mining age, whereas accuracy validation from small subsamples
will remain essential (Beamish & McFarlane 1983). As growth
rates continue to accelerate over time in portions of the A.
islandica range (Pace et al. 2018), younger and younger animals
will be available to the fishery and these young animals will
bring higher rates of error. Thus, both precision and accuracy
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can be best improved by focusing on the shell growth dynamics
of young (but sexually determined) male and female animals,
thereby improving the discrimination of subannual increments
from annuli.

CONCLUSIONS

A 3-fold error study indicated that the 610-sample Arctica
islandica age dataset from Georges Bank met the predetermined
error thresholds for bias (conditionally because of significant
and nonsignificant results), precision (ACV less than 7%), and
error frequency (less than 10%). Pending improved age-valida-
tion data for this species, particularly for the younger animals
entering the fishery, these age data are within acceptable error
bounds proposed in this paper to be used for age compositions
and suggest that the reader aging protocol can be used in future
age-structure studies. These analyses also establish the degree
of uncertainty to attach to age compositions derived for imple-
mentation in fisheries assessment models. The representative-
ness of the Georges Bank population for error applications
generally is, as yet, unknown, though published growth rates
on Georges Bank are thought to be higher than other locations
at similar latitudes (Ropes & Pyoas 1982, Lewis et al. 2001, but
see Pace et al. 2018). Also unclear is the degree to which these
higher growth rates might provide reduced precision relative to
animals aged from other regions, as lower precision in this study
was associated with periods of higher growth rate. Regardless,
the degree of uncertainty places a detection limit on identifying
the shortest detectable period of low recruitment, a consider-
ation of some importance, given the population dynamics of
this species. Age frequencies derived are, in effect, smoothed by
this degree of error and pose a limitation on the interpretation
of fine-scale variations in the inferred cohort dynamics within
the population.

Given the cost of processing and the number of aged
animals required to provide an adequate age-at-length relation-
ship across many ages wherein high variability exists in age at
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length (Pace et al. 2017a, 2017b), attention to increasing pre-
cision is necessary and potentially result in the reduction of
required sample size. The differential error rate between males
and females provides a possible opportunity to reduce age deter-
mination bias by focusing on the females. Precision was clearly
greater and bias less for females. The tendency for females to
be larger than males (Ropes et al. 1984a, Thorarinsdottir &
Steingrimsson, 2000) would suggest some bias in the sex ratio
of landings as well, which would support the preferential use
of female SSB in an assessment (Wilderbuer & Turnock 2009,
Powell et al. 2013, Okamura et al. 2014). Although a number of
studies have examined Arctica islandica aging methods in the
Mid-Atlantic region (Jones 1980, Murawski et al. 1982, Ropes
1984, Ropes et al. 1984b, Weidman et al. 1994), a focus on the
increased uncertainty in age determination at small size, which
is conflated with the number of males in those size classes, has
not occurred (Harding et al. 2008). Nonetheless, this study sug-
gests that a focus on females would reduce uncertainty in the
age frequency and possibly reduce the required sample number
to produce a reliable age-at-length key and subsequent popula-
tion age-frequency distribution.
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