Liner Implosion Experiments Driven by a Dynamic Screw Pinch
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This paper expands upon recent experimental results [P. C. Campbell et al. Phys. Rev. Lett. 125, 035001
(2020)], where thin-foil liner implosions were driven by a dynamic screw pinch (DSP) and found to have
magneto-Rayleigh-Taylor instability (MRTT) amplitudes up to three times smaller than in implosions driven
by a standard z-pinch (SZP). The expanded discussion presented herein includes: (1) a detailed comparison
of the MRTT growth measured in experiment with that calculated from theory; (2) measurements of axial
magnetic field injection into the liner interior prior to the implosion, as well as the subsequent compression of
this field during the implosion; (3) an in-depth description of how the helical geometry of the DSP can result
in earlier implosion and stagnation times relative to the SZP; and (4) particle-in-cell simulations showing
different electron drift behavior in the anode-cathode gap of the DSP relative to the SZP, and how this
difference may be related to the different current waveforms recorded during the experiments.

I. INTRODUCTION

One of the most commonly studied plasma compres-
sion techniques is the fast z-pinch implosion,? where an
electrical current density J = J, z flows along a conduct-
ing cylindrical shell and generates an azimuthal magnetic
field B = By 0, resulting in a J x B force density (due
to the Lorentz force) that accelerates the cylindrical shell
radially inwards. We will refer to this configuration as the
standard z-pinch (SZP). This platform is used to study
material properties,®?* laboratory astrophysics,>® radia-
tion generation,”® and magneto-inertial fusion concepts
such as Magnetized Liner Inertial Fusion (MagLIF).% 11
MagLIF is currently being studied on the 25-MA, 100-
ns Z facility at Sandia National Laboratories, where a
thick metal tube (or “liner”) is imploded to compress
preheated and premagnetized fusion fuel.!?13

In order to reach the extreme conditions needed for
high energy density physics applications, the cylindri-
cal implosion must remain sufficiently uniform. How-
ever, the fast z-pinch process is susceptible to magne-
tohydrodynamic (MHD) instabilities (MHDI), including
the sausage instability, the kink instability, higher-order
helical instabilities in general, and the magneto-Rayleigh-
Taylor (MRT) instability (MRTI).!4 2! Instability modes
where the wave vector k and the driving magnetic field
B satisfy k- B = 0 will be the fastest growing modes
since they will not be affected by the stabilizing influ-
ence of magnetic tension. In the SZP case, this means
that the fastest growing modes will be azimuthally sym-
metric (with an azimuthal mode number m = 0).

Several techniques have been employed to stabilize z-
pinch implosions.?%22728 For initially solid-metal liners,
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many of the techniques have involved mitigating the ef-
fects of the electrothermal®®3% and electrochoric®!' in-
stabilities (ETI and ECI, respectively). These insta-
bilities result in early-time, non-uniform material abla-
tion/expansion away from the liner’s outer surface, which
is thought to seed MRTT growth later in time. To tamp
the material expansion, dielectric coatings have been ap-
plied to the liner’s outer surface.?9:39:32 Additionally, ETI
and ECI are material dependent and have been combated
through liner material choices—e.g., tantalum liners ap-
pear more stable than aluminum and titanium liners.33

Another instability control technique is the use of thick
liner walls. Since MHDI growth is driven primarily at
the liner’s outer surface, MagLIF liners on the Z facility
use thick liner walls to prevent MHDI feedthrough from
perturbing the fusion fuel enclosed inside.?*3% However,
using such thick liners reduces the implosion velocity and
thus reduces the achievable fusion yield.

An instability control method that does not rely on
the use of thick liner walls, dielectric coatings, or spe-
cific material choices is the dynamic screw pinch (DSP).
This technique was originally used to stabilize gas-puff z-
pinch implosions in Refs. 36-38. For initially solid-metal
liner implosions, this concept was proposed and studied
numerically in Ref. 39, studied in simulation in Ref. 40,
and studied in experiment in Ref. 41.

In contrast to the straight return-current structure of a
SZP, the DSP is generated using a helical return-current
structure (see Fig. 1). The helical return-current path re-
sults in a helical magnetic field, B(t) = By(t)0 + B.(t)z,
which drives the implosion. At the liner’s outer sur-
face, with a radius of r4(t), the two field components are
given by By(t) ~ pol(t)/[2mr(1)] and B.(t) =~ poncl (),
where n. is the number of turns per unit length of
the helical return-current structure. Note that the ra-
tio B,(t)/Bg(t) o r¢(t) and the helical pitch angle
of the magnetic field ¢p(t) = arctan[B.(t)/By(t)] =
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FIG. 1. CAD models of the return-current structures tested in
these experiments. (a) The straight return-current structure
of the SZP with an illustration of the power feed. (b) The
low-field DSP return-current structure, predicted to have a
peak axial field of 2 T. (c¢) The mid-field DSP return-current
structure, predicted to have a peak axial field of 14 T. (d) The
high-field DSP return-current structure, predicted to have a
peak axial field of 20 T. Heights are measured from the top
of the anode plate (blue) to the bottom of the return-current
structure’s lid. Diameters are measured from the inside edges
of the return-current posts/twists. The imploding foil liner
has an initial radius of 3.175 mm and a height of 10 mm.
Reproduced with permission from Phys. Rev. Lett. 125,
035001 (2020). Copyright 2020 American Physical Society.

arctan[2mn.r¢(t)] remain fixed until the liner starts to
implode. As r4(t) decreases, ¢p(t) decreases, and B(t)
approaches a pure azimuthal field (see Fig. 2).

As a DSP-driven liner implodes, the perturbation pitch
angle that satisfies k - B = 0 changes continuously, since
¢p(t) changes continuously. By contrast, in a SZP-
driven implosion, the magnetic field is purely azimuthal
[B = By(t)6)], and thus ¢p = 0 throughout the implo-
sion. In the SZP case, k- B = 0 is satisfied only for
azimuthally symmetric modes with axially directed per-
turbation wave vectors (i.e., m =0, k = k,2).

The rotating ¢p(t) in the DSP case results in less
cumulative instability growth relative to the SZP case.
For example, in Ref. 39, linear perturbation theory was
used to study single-mode instability growth in thick-
shell liner implosions. The results suggested that by an
implosion convergence ratio [C). = r¢(0)/re(t)] of 4-8, the
cumulative exponential growth for a DSP-driven implo-
sion could be 1 to 2 orders of magnitude less than that of
a SZP-driven implosion for modes with final perturbation
wavelength magnitudes of 200-400 pm.

It is important to note that the B.(t) ~ uon.I(t) de-
scribed above for the DSP-driven system is distinctly dif-
ferent from the axial magnetic field that is pre-imposed
in the standard MagLIF concept. In standard MagLIF,
the pre-imposed axial field, B,y ~ 10-20 T, is applied
by pulsing a pair of external Helmholtz-like coils over a
long timescale (~ms). The coils surround the entire load
region, including both the liner target and the return-
current structure (see Fig. 2 in Ref. 42, for example).
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FIG. 2. An illustration of a DSP-driven liner implosion along
with representations for how the magnetic field components
will evolve as the liner implodes. The axial component is
proportional to the driving load current, I(¢), throughout the
implosion, while the azimuthal component is proportional to
I(t)/7e(t), where ro(t) is the radius of the liner’s outer surface.
Thus, as r¢(t) goes to zero, the magnetic field’s pitch angle
¢B(t) goes to zero. Note that the field components being
illustrated here are along the liner’s outer surface, not the
inner surface.

Because of the long timescale, the pre-imposed axial field
diffuses into all structures (including the metal liner and
the metal electrodes) and permeates the entire experi-
mental region prior to the start of the relatively fast liner
implosion (~100 ns). Because of the large size of the coils,
the fully diffused field (just prior to the implosion) is ap-
proximately uniform throughout the load region; thus,
since there is no significant magnetic pressure gradient,
the background axial field does not contribute to driving
the implosion. Once the background axial field has fully
diffused into the load region, the Z machine is triggered to
drive the implosion. Thus, we refer to standard MagLIF
as a SZP-driven system in the presence of a background
axial magnetic field.

During a standard MagLIF implosion, the pre-imposed
axial field inside the liner (within the fuel region) is am-
plified to >1000 T via flux compression. That is, on the
timescale of the implosion (~100 ns), the pre-imposed
axial field is trapped inside the liner and frozen into the
preheated MagLIF fuel. The amplified field is needed to
insulate the hot fuel from the cold liner wall and to trap
charged fusion products (e.g., a particles and tritons) in
the fuel for self-heating.*

In contrast with the axial field in SZP-driven MagLIF,
the fast B.(t) ~ pon.I(t) in a DSP configuration con-
tributes to driving the implosion and is nominally ex-
cluded from the liner interior (though there are excep-
tions to the flux exclusion—see Sec. IITA in this pa-
per as well as Refs. 40 and 44). It is also important to
note that a DSP-driven configuration can accommodate



a Helmholtz-like coil system, thus a background B,y can
be applied in addition to the B, (t) &~ uon.I(t) generated
by the DSP’s helical return-current structure. In fact,
a background B,y was included in the DSP configura-
tions explored in Ref. 39 (the original concept paper for
DSP-driven MagLIF). However, we emphasize that the
experiments presented in this paper and in Ref. 41 do
not include a background B,.

In standard MagLIF, the pre-imposed axial field does
not contribute to driving the implosion, but it does affect
the development of MHDI. For example, in SZP-driven
liner implosion experiments conducted on the Z facility
with B,y = 10 T, penetrating radiography revealed that
helical instability modes developed with m &~ 6 and heli-
cal pitch angles of approximately 30° by the time the
liner’s inner surface had imploded to an inner-surface
convergence ratio [Crin = 7in(0)/min(t)] of approxi-
mately 7.4° These experiments showed less instability
feedthrough than experiments conducted without a back-
ground axial field, where only non-helical (azimuthally
symmetric) instability modes were observed.?*3% Simi-
larly, helical modes were observed in SZP-driven thin-
foil liner implosions in the presence of a background
B,y =~ 0.5-2 T on the 1-MA, 100-ns MAIZE facility at
the University of Michigan.*6

In the SZP-driven experiments of Refs. 45 and 46 (con-
ducted with a pre-imposed B.g), the pitch angle of the
global magnetic field just outside the liner [i.e., the su-
perposition of the pre-imposed B,y and the implosion-
driving By(t)] should rotate rapidly from 90° (just prior
to the pulsed-power machine firing) to nearly 0° (when
the pulsed-power machine reaches peak current). How-
ever, since nearly all of this rotation happens prior to the
implosion (i.e., prior to liner acceleration and thus prior
to MRTT growth), the pitch-angle rotation of the mag-
netic field is not expected to be a dominant stabilization
mechanism (as it is expected to be in DSP-driven implo-
sions). The reason for the enhanced stability (and the
development of helical instability structures) in the ex-
periments of Ref. 45 and 46 is still the subject of some
debate, but it may involve magnetic shear,?%?? flux com-
pression of B, in the low-density plasma surrounding
the liner,*”*® a Hall instability in the low-density plasma
surrounding the liner,* and/or field-aligned (force-free)
currents.??

The results of Refs. 45 and 46 (SZP-driven with a pre-
imposed B.g) should not be confused with the results of
Ref. 41 (DSP-driven without a pre-imposed B.g). The
reason for possible confusion is that both systems involve
axial magnetic fields and both systems excite helical in-
stability modes (e.g., see Sec. III B below). While there
are likely overlapping physics issues pertaining to the de-
velopment of MRTT in both systems, we emphasize that
the two configurations are in fact distinctly different.

Beyond enhanced stability, the DSP also provides ben-
efits in power coupling. For example, due to the addi-
tional magnetic drive pressure from the B, component, a
DSP-driven MagLIF implosion is expected to reach stag-

nation about 10 ns earlier than a standard MagLIF im-
plosion, assuming the same current pulse is delivered to
the load in both cases.?? Alternatively, for the same im-
plosion time, the DSP can drive a liner with a larger
initial radius and thus impart more kinetic energy into
the imploding shell.?® An extended discussion on some of
the subtler points of how the DSP configuration results
in additional drive pressure is provided in Appendix A.

The remainder of this paper reviews and expands upon
the DSP experiments presented in Ref. 41. It is organized
as follows. In Sec. II, the experimental setup is reviewed
with new details provided, such as the initial magnetic
field pitch angles tested. In Sec. IIT A, we present new
measurements of axial magnetic field injection into the
liner interior prior to the implosion, as well as the subse-
quent compression of this field during the implosion. In
Sec. III B, we review the stability results of Ref. 41 while
also presenting new comparisons of the MRTI growth
measured in experiment with that calculated using the
analytic theory of Ref. 51. In Sec. III C, we present stag-
nation timing data for the SZP/DSP cases tested, along
with attempts to calculate these data using simple thin-
shell modeling. In Sec. IIID, we present new particle-in-
cell simulation results that show different electron drift
behavior in the anode-cathode gap of the DSP relative
to the SZP, which may be related to the different current
waveforms recorded during the experiments of Ref. 41.
In Sec. IV, we summarize this work and discuss oppor-
tunities for future DSP research.

Il. EXPERIMENTAL SETUP

The DSP and SZP experiments presented in this pa-
per and in Ref. 41 were conducted on the COBRA pulsed
power facility at Cornell University. COBRA is a Marx-
generator-based, low-impedance (0.5 ) driver used for
high-energy-density plasma experiments.’2:53 In short-
pulse mode, COBRA’s load current rises to approxi-
mately 1 MA in 100 ns, while in long-pulse mode, the
current rises to about 0.9 MA in 200 ns.

To study the physics of liner implosions on COBRA,
thin-foil liners are used, since 1-MA, 100-ns machines
lack the energy needed to implode massive, thick-walled
MagLIF-like liners. For these experiments, 650-nm-thick
aluminum foils were used, along with an initial liner ra-
dius of 3.175 mm.

An important parameter for characterizing the liner’s
susceptibility to MHDI feedthrough is the liner’s initial
aspect ratio, A.g = re/do, where rgg is the initial radius
of the liner’s outer surface, and &g is the liner’s initial
wall thickness. For our thin-foil liners, A,q ~ 6,000.
By contrast, the more robust MagLIF liners on the Z
facility typically use Ao ~ 6, where ryy =~ 3 mm, and
0o ~ 500 pym. Thus, for MagLIF on Z, the wall thickness
is greater than the electrical skin depth, 6. ~ 100 pm.
This is not the case for our 650-nm-thick thin-foil liners
on COBRA.



One may rightfully question how this large difference
in A, could result in experiments that are relevant to
MagLIF. The answer is that because dy < J, intense
ohmic heating causes the thin-foil liner wall to expand
rapidly to d ~ 100-1000 pm well before the implosion
starts.?®5% This lowers the effective Ao to 3-30. Addi-
tionally, MRTT growth is governed primarily by the ac-
celeration history of the implosion,'* thus our MagLIF-
relevant implosion trajectories (roughly 3 mm in 100 ns)
should result in MagLIF-relevant MRTI growth. Fur-
thermore, we note that other thin-foil liner implosion ex-
periments have already demonstrated relevancy to MRTI
growth in MagLIF.46:56

The thin-foil liners used in our experiments are not
nearly as robust as the freestanding liners used in
MagLIF experiments on Z. Thin-foil liners are easily crin-
kled, resulting in larger seed perturbation amplitudes.
Furthermore, the liners are not self-supporting. Thus,
following Ref. 57, the liner loads were assembled by wrap-
ping a rectangular foil onto a plastic dumbbell-shaped
support structure (see Fig. 1). The dumbbell ends have
the same diameter as the chosen liner diameter, while
the connecting rod in the central portion of the support
structure has as small of a diameter as possible to al-
low as much implosion convergence as possible. For our
experiments, the central portion of the dumbbell (the on-
axis support rod) had a radius of 0.65 mm, which allowed
for a nominal thin-shell convergence ratio (C, = 14 /7r¢f)
of up to 4.9. However, the maximum convergence ra-
tio observed in our experiments (for the liner’s outer
surface) was approximately 2. Finally, there is a thin
seam where the rectangular foil, wrapped into a cylin-
drical shell, overlaps itself. This seam was positioned
azimuthally to minimize interference with imaging diag-
nostics and instability measurements.

For these experiments, one straight return-current
structure (SZP) and three different helical return-current
structures (DSPs) were designed, simulated, fabricated,
and tested (see Fig. 1). For the design, CST EM
Studio,®® a 3D electromagnetics analysis software pack-
age, was used. The goal was to keep the load inductance
below 10 nH, as this is the inductance that COBRA
was designed to drive. Despite their helicity, the DSP
return-current structures had inductance values similar
to that of the SZP return-current structure, because the
SZP structure was both taller and wider than the DSP
structures. The simulated inductances for these return-
current structures were 8.32 nH for the SZP, 6.61 nH
for the low-field DSP, 6.98 nH for the mid-field DSP,
and 9.76 nH for the high-field DSP. The SZP return-
current structure was machined out of 304 stainless steel,
while the twisted DSP structures were 3D printed using
a binder jetting process from a mixture of 316 stainless
steel and bronze (60% steel, 40% bronze). Useful metrics
for characterizing the helical strength of each SZP/DSP
design tested on COBRA are provided in Table 1.

Note that these experiments did not involve a pre-
imposed /background axial magnetic field like that used

TABLE I. Parameters to characterize the four return-current
structures tested on COBRA, including the peak B. gener-
ated, B peak, the number of turns per unit length, n., the
initial ratio of the magnetic field components at the liner’s
outer surface, S0 = [B:/Bs],,_,,,, the initial pitch angle of
the driving magnetic field, ¢p,0 = arctan [BZ/BQ}W:WU, and
the gain in magnetic pressure, Go = (27renc)? - 100%, that
the DSP provides when the liner is at its initial position,
reo. Note that 8 = fo, ¢ = ¢B,0, and G = Gy all remain
constant until the liner starts to implode.

Pinch Type B peak (T) ne (1/cm) Bo  ¢o  Go

SZP 0 0 0 0° 0%
Low-Field DSP 2 0.014 0.028 1.6° 0.08%
Mid-Field DSP 14 0.094 0.19 10.6° 3.5%
High-Field DSP 20 0.138 0.28 15.4° 7.6%

in MagLIF—i.e., supplemental/external Helmholtz-like
coils were not used in any of the SZP or DSP experi-
ments reported herein.

1l. EXPERIMENTAL RESULTS
A. Axial magnetic field injection and compression

The axial magnetic fields generated by the return-
current structures were measured with a micro B-dot
probe®® placed 3 mm radially outward from the liner
surface. The uncertainty in the probe measurements is
+10%.%° The drive current was measured using a Ro-
gowski coil in COBRA’s power feed. Examples of outer
axial field and current measurements are presented in
Fig. 2 of Ref. 41.

The axial field measurements agree reasonably well
with the values predicted by CST design simulations.
The low-field experiments had measured peak values of
3.5+2.1 T, while the mid-field experiments had measured
peak values of 11.5 +5.3 T. The probe failed on the only
high-field shot. Note that, in Fig. 2 of Ref. 41, the B, (t)
waveform matches the drive current waveform very well
during the rising edge of the pulse. After peak current,
however, the micro B-dot probe appears to short out (as
is indicated by this time-integrated signal not returning
to zero). This behavior was consistent across other shots
as well. During post-shot inspections, it was discovered
that the dielectric insulator that covers the probe was
compromised, which is likely related to the probe fail-
ures after peak current.

The simulation results presented in Refs. 40 and 44
suggest that the DSP configuration could be used to in-
ject B, into the MagLIF fuel, potentially removing the
need for external B, coils. Thus, micro B-dot probes
were placed inside the liners on COBRA to measure B,
injection and compression (see Figures 3 and 4). The
probes were housed within the on-axis support rod to
minimize interference with the liner implosion. The on-
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FIG. 3. Experimental data from shot 5396, which used the
mid-field DSP configuration. (Top) Measured radius of the
liner’s outer surface (black filled circles), calculated radius of
the liner’s inner surface (dashed line), a fit to the liner’s outer
surface trajectories (black line), and drive current (blue line).
The radius of the inner support rod is also shown. (Bottom)
Plots of the measured axial magnetic field inside and out-
side the liner (orange lines; the orange shading represents the
measurement uncertainty). Note that the signal for the in-
ner axial field measurement clipped on the oscilloscope prior
to probe failure, so the measured peak value is lower than
it should be. Further note that failure in these probes is in-
dicated consistently (across many different experiments and
many different experimental platforms) by the probe voltage
swinging strongly negative.

axis B-dot probe configuration was fielded on several low-
field and mid-field shots, along with the one high-field
shot. The measurements had large shot-to-shot varia-
tions (even for the same DSP case being tested multiple
times). The large variations may be explained by the
somewhat random timing of when the probes failed. In
some cases, probe failure occurred when the liner stag-
nated upon the on-axis support rod. In other cases, the
B-dot probes failed before stagnation. Additionally, in
some cases, the signal was clipped on the oscilloscope.
For the probes that failed before stagnation and/or the
signals that clipped, the full flux compression was not
measured.

These measurements can be explained and modeled as
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FIG. 4. Experimental data from shot 5403, which used the
low-field DSP configuration. (Top) Measured radius of the
liner’s outer surface (black filled circles), calculated radius of
the liner’s inner surface (dashed line), a fit to the liner’s outer
surface trajectories (black line), and drive current (blue line).
The radius of the inner support rod is also shown. (Bottom)
Plots of the measured axial magnetic field inside and out-
side the liner (orange lines; the orange shading represents the
measurement uncertainty). Note that the signal for the in-
ner axial field measurement clipped on the oscilloscope prior

to probe failure, so the measured peak value is lower than it
should be.

follows. Early in the current pulse, the electrical skin
depth is greater than the foil thickness, and thus the B,
component of the drive field can penetrate the liner inte-
rior rapidly during this period. Note that the By compo-
nent can also penetrate during this period if there is an
axial current path available within the liner interior. If
there is no internal path available, then By will be con-
fined to the liner wall and radially outside of the liner
wall. By contrast, the B, component does not require an
internal current path for B, to fill the liner interior. The
B, penetration continues even as the foil thickness in-
creases due to ohmic heating, melting, and vaporization,
since the unionized liquid-vapor state is highly resistive.
Once the liquid-vapor state ionizes into a highly con-
ductive plasma, both components of the external drive
field become largely excluded from the liner’s interior.
However, whatever B, flux penetrated the liner’s inte-



rior prior to plasma formation is now trapped within the
liner and can be flux compressed by the subsequent im-
plosion of the liner. Note that these initial processes (up
to and including plasma formation) occur early in the ex-
periment, when the drive current is still low and the liner
is still at its initial radius, r49. Also note that during this
period of B, injection, the current density in the liner
wall will be predominantly axial. Upon plasma forma-
tion, the current density will become helical, acquiring
a stronger azimuthal component to exclude B, from the
liner’s interior.

Once the liner has become a highly conductive plasma
shell, the trapped B, flux will be compressed by the in-
ward motion of the liner’s inner surface, with a radial
trajectory denoted by ri,(¢). This trajectory can be es-
timated using our on-axis B,(t) measurements and as-
suming perfect flux conservation throughout the implo-
sion. To do this, we assume that the probe fails when
the liner’s inner surface hits the on-axis support rod that
houses the probe. The radius of the on-axis support rod
is rroq = 0.65 mm. The B, value measured just prior to
probe failure is the peak value, B, pcax. Thus, the axial
flux at this point is ®, = 7rrr20d - B, peak- With &, con-
served throughout the implosion, we obtain 7i,(t) from
our B, (t) waveforms using ®, = 712 (t) - B,(t).

In Figs. 3 and 4, the calculated ri,(t) trajectories are
presented. Moving backwards in time from the point
of probe failure, the ri,(¢) curve approaches the liner’s
outer surface radius, r¢(t). At some point during this
approach, which happens rapidly near 50 ns, the shell
thickness, 0(t) = r¢(t) — rin(t), becomes too thin to iso-
late the interior B, field from the exterior B, field. To
estimate the shell thickness where this transition occurs,
we used the diffusion time®! 7;4(t) = 62(t) o/ pe, where p
is the material’s electrical resistivity. To evaluate p., we
used a SESAMES? conductivity table for aluminum. The
SESAME table uses the quantum Lee-More-Desjarlais
(QLMD) conductivity model, generated by tuning the
wide-ranging Lee-More-Desjarlais algorithms®? to quan-
tum molecular dynamics/Kubo-Greenwood calculations
of the conductivity.®* This table, and thus p., depends
on temperature and density. We obtained reasonable es-
timates of the temperature and density from previous
thin-foil simulations.*®%% With 74(¢) evaluated at each
point along the trajectory ri,(t), we then found the point
where 74(t) becomes equal to the rise time of the driving
current pulse, 7. = 100 ns. The time when this condi-
tion is met is denoted as t*. In general, t* =~ 50 ns. For
t > t*, 6(t) is thick enough for 74 > 7., and thus the
internal and external fields are isolated from one another
and flux compression is possible. For ¢ < t*, §(¢) is thin
enough for 74 < 7., and thus the external drive field can
penetrate the liner interior. Following this procedure, we
found that 0* = 6(¢*) ~ 500 £ 100 ym. In Figs. 3 and
4, we allowed 4(t) to grow linearly from §; = 650 nm at
t =0 to 0* =500 pm at t = t*. Beyond t = t*, ri,(¢)
follows the trajectory determined from flux conservation.

Note that for ¢ > t*, the magnetic Reynolds number

is estimated to be in the range of 1-10. Also note that
since the signals from the inner B-dot probes clipped on
the oscilloscope, Figs. 3 and 4 provide upper bounds on
the liner shell thickness, 6(¢) = r¢(t) — rin (), and lower
bounds on the liner’s inner surface implosion velocity.
That is, if the full signals had been measured (no clip-
ping), then larger B, peax and @, values would have been
obtained. In Figs. 3 and 4, this would shift the points
where the dashed black lines touch the solid black lines to
later times, resulting in a thinner §(¢) up until the time
of probe failure (when the dashed black lines touch the
inner support rods). In Figs. 3 and 4, the points where
the dashed black lines touch the inner support rods are
not affected by clipping, because these points are fixed
by the probe failure times and the known radius of the
rods (104 = 0.65 mm).

The inner surface trajectories illustrated in Figs. 3 and
4 could be due to low-density “precursor” plasma be-
ing ablated from the liner’s inner surface and then being
advected towards the on-axis B-dot probe ahead of the
bulk liner motion. Note that with the liner’s interior vol-
ume pre-filled with low-density gas (or ablated /advected
plasma), subsequent bulk liner motion (even very small
motion) can drive shockwaves through the low-density
gas/plasma.%® Shockwaves would further complicate our
flux compression analysis, but they may also help to ex-
plain some subtleties in the data. For example, refer-
ring to the inner B,(¢) signal shown in Fig. 4, a com-
pressional wave passing through the system (in very low-
density plasma), reflecting off the support rod, and sub-
sequently being impacted by an incoming shockwave may
explain the dip and subsequent rapid rise in the signal at
t ~ 130 ns. Also note that a low-density precursor plasma
would be more strongly affected by the back pressure due
to the injected B, field. Based on the small amount of
flux assumed to be injected early in time and the lim-
ited implosion convergence provide by the on-axis sup-
port rod, the back pressure due to the injected B, (t) is
not expected to significantly impact the implosion tra-
jectories. However, the system is complex, and our mea-
surements do not tell us the the field profile within the
ablated plasma layer. Furthermore, we see from the outer
surface trajectories in Figs. 3 and 4 that the implosions
occur at different rates, suggesting that back pressure
may indeed be at play. The above phenomena could be
investigated in the future with end-on laser probing, pen-
etrating side-on radiography (perhaps using X-pinches),
and supporting MHD simulations. For now, the analy-
sis presented here shows that, at least in principle, the
measured B, (t) signals could have been generated by flux
injection followed by flux compression.

B. Instability evolution and comparison with theory

To image the liner implosion dynamics and instabil-
ity evolution, visible-light self-emission from the plasma
was imaged using a fast 12-frame camera (see Fig. 5),



and extreme ultraviolet (XUV) self-emission light was
imaged using two 4-frame cameras (see Fig. 6). The
recorded images reveal the profound effects that the DSP
had on the instability evolution. For example, helical
modes were present in the DSP cases, while azimuthally
symmetric modes were present in the SZP case (note
that the helical modes are more easily seen in the XUV
images). These observations are reminiscent of the he-
lical striations observed previously on the surfaces of
non-imploding foil-liner experiments with twisted return-
current structures.%6

As described in Ref. 41, the pitch angles of the im-
ploding helical structures should evolve according to
Gplasma (t) ~ arctan{p/[27wre(t)]} ~ m/[k,re(t)], where
p is the helical pitch.214546 Tmportantly, p and m/k, are
preserved as these helical structures implode, since ax-
ial outflows are not permitted. This allows us to trace
®plasma (t) back to the time when the liner first began
to implode. This initial plasma pitch angle, @plasma,os
can then be compared to the initial pitch angle of the
driving magnetic field, ¢ 5 o = arctan[B,/Bg|,=r,,, Which
should have been constant up until the time when the
liner started to implode. For example, in the XUV im-
age of Fig. 6(b), m/k, = 23+ 8 degree-mm, which traces
back t0 @plasma,0 = 7E£3°, while ¢pp o = 6+1°. These ini-
tial pitch angles are nearly equal (within uncertainties),
implying that the observed @piasma(t) is set by ¢5,o. The
seeding mechanism may involve the excitation of ETT and
ECI at an angle consistent with ¢p . Note that in the
analysis of the high-field shot, we used calculated axial
field values rather than measured field values due to the
B-dot probe failure on the high-field shot.

From the analysis above, we see that @plasma(t) in-
creases throughout the implosion, while ¢5(t) decreases
throughout the implosion (this is represented quanti-
tatively in Fig. 7). This counterrotation implies that
k- B # 0 for the dominant helical structures observed
in the DSP cases, which should imply enhanced stability
for the DSP cases. From Fig. 7, we see that the high-field
DSP case should be the most stable of the configurations
tested. By contrast, there is no rotation of ¢p or ¢plasma
in the SZP case.

In Ref. 41, the visible imaging data were analyzed to
extract the instability amplitude as a function of the
liner’s normalized distance moved, d = 1 — r4(t) /reo (see
Fig. 4 in Ref. 41). The results showed that the instabil-
ity amplitudes for the mid-field and high-field DSP cases
were smaller than in the SZP case by factors of about 2
and 3, respectively, at d = 0.5 (C,. = 2). Specifically, at
d=05 (C, = 2), the MRTT amplitudes for the SZP case
and for the 14-T and 20-T DSP cases were, respectively,
1.140.3 mm, 0.7£0.2 mm, and 0.34+0.1 mm.

The instability amplitudes presented in Fig. 4 of
Ref. 41 were found by tracking the plasma-vacuum in-
terface and taking the difference between the peaks and
troughs along the left and right edges of the imploding
plasma. However, this technique is only able to view the
full depth of the troughs in the case of azimuthally sym-

metric (m = 0) instability structures (i.e., the SZP case).
For the DSP cases, the helical pitch of the instability
structures causes the peaks (spikes) to partially obscure
the camera’s view of the minimum radius in the troughs
(bubbles). This then causes the instability amplitudes to
appear smaller than their true values by some unknown
factor.

To investigate the degree to which the helical view-
ing obstructions could be affecting the amplitude mea-
surements, we constructed a geometrical model of the
implosion for each DSP case. The perturbations were
assumed to be cycloidal (i.e., sharp cusps®”%%) to mimic
the bubble-spike structure of the nonlinear instability de-
velopment observed in the experiments. The perturba-
tions also followed our assumed cascade through m and
k. space as the liner imploded (this cascade is discussed
below). At each point in the implosion, a scale factor
was determined between the true instability amplitude
and the apparent instability amplitude (both amplitudes
being well known in the geometrical model). This scale
factor was then applied to the experiment data to obtain
instability amplitudes that have been corrected for the
assumed viewing obstruction. The results of this anal-
ysis are presented in Fig. 8. We see that the effect is
fairly minimal; however, we caution that nonlinear in-
stability structures are rarely pure cycloids. In future
experiments, penetrating radiography will be attempted
to eliminate this uncertainty.

To compare the measured instability growth with the-
ory, we used the finite-thickness cylindrical shell model
of Velikovich and Schmit (V&S).5! This model is based
on linear perturbation analysis and includes Bell-Plesset
effects. In our experiments, we were not able to directly
measure the position of the liner’s inner surface, only the
outer surface was imaged, so the in-flight shell thickness
of the imploding liners is not known. However, based on
the results of Refs. 54 and 55 (as well as on the flux com-
pression results presented in Sec. ITT A), the thickness is
likely in the range of 100-1000 pm.

In Fig. 9, the cumulative instability amplitude growth,
I (the number of e-foldings), is plotted for the four ex-
perimental cases tested. The assumed liner thickness was
250 ym. These contour plots cover a large range of az-
imuthal mode numbers, m, and axial wave numbers, k.,
and they are computed up to d~ 0.5, which is the maxi-
mum value of d observed in the experiments. These plots
are similar to those presented in Ref. 39. They illustrate
the relative stabilization of m = 0 modes in the higher-
field DSP cases (relative to the SZP case). They also
illustrate the relative excitation of helical modes (with
m < 0 and k, > 0) in the higher-field DSP cases (rel-
ative to the SZP case). Importantly, though, the most
rapidly growing modes in the DSP cases are more stable
than the most rapidly growing modes in the SZP case.

The contour plots in Fig. 9 are useful for analyzing the
cumulative single-mode growth from linear perturbation
theory (i.e., for a single value of m and a single value of
k., which are held constant over the entire implosion).
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FIG. 5. Sample visible-light self-emission images showing the liner implosion dynamics from each of the experimental cases
tested. Note that these images have not been contrast enhanced, but the low-field and high-field cases used an additional
neutral density filter (ND=0.6) to avoid saturating the camera. This was done because the images recorded for the mid-field
DSP case were significantly brighter than for the SZP case.
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FIG. 6. Contrast enhanced XUV images taken near the time
of stagnation for three of the experimental cases tested. (a)
The SZP case. (b) The mid-field DSP case. (c) The high-field
DSP case.
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FIG. 7. Plots of the counterrotating pitch angles ¢g(t) and
@plasma(t) for each of the DSP cases tested. Note that there
is no rotation for the SZP case.

However, in our experiments, we observed that the dom-
inant instability structure cascaded from larger values of
|m| and k, to smaller values of |m/| and k. throughout the
implosion. This inverse cascade is the result of nonlinear
MRTT growth and mode merging events.

To account for the inverse cascade, we used the thick-
shell V&S model to calculate the instability growth for
a dominant perturbation structure that evolves accord-
ing to our experimentally observed dominant perturba-
tion structure—i.e., a perturbation structure with a ro-
tating @plasma(t) and a growing dominant wavelength.
This perturbation was driven by the experimental mag-
netic field, with a pitch angle that rotates according to
¢p(t). For our wavelength evolution, we used A\(d) =
[(Af — Ai)/(cff —d;)]d + X\;. This linear dependence as-
sumption is based on the observations made in Ref. 34.

1.4 —— Averaged SZP Data
E ) Averaged 2-T Data
I 2-T Bubble Modified Data
=1.2 Averaged 14-T Data
3 - 14-T Bubble Modified Data
3 1.0 Averaged 20-T Data
i - 20-T Bubble Modified Data

Inner Support Rod

fos
Py
=0.6
Qo
8
0
2 0.4
o
50.2
<

0.0

0.0 0.2 0.4 0.6 0.8 1.0

Normalized Avg. Distance Moved

FIG. 8. Average instability amplitude as a function of the
normalized distance moved, d = 1 — r¢(t)/r¢0, for the all ex-
perimental cases. This plot shows the degree to which the
DSP measurements could be affected by the helical viewing
obstructions described in the text. The average of the SZP
cases would not be modified and are plotted for reference.
This effect is a minor correction to all DSP cases, in the case
of cusp like instability structures.
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FIG. 9. Contour plots of the cumulative instability growth, T’
(number of e-foldings), for the four experimental cases tested,
assuming a liner shell thickness of 250 ym. The e-foldings
are calculated the using thick-shell model of Velikovich and
Schmit®! across a wide range of azimuthal mode numbers, m,
and normalized axial wave numbers, k = k./(2w/L), where L
is the axial length of the liner (1 cm). (a) The SZP case.
(b) The low-field DSP case. (c) The mid-field DSP case.
(d) The high-field DSP case. In these contour plots, each
point represents an entire implosion simulation, with m and
k- held constant for the entire simulation. By contrast, the
overlaid white and black dashed lines show the m and k.
values used in the inverse cascade model, which was used to
generate Fig. 11. In the cascade model, m and k. evolve
along these dashed lines throughout the implosion simula-
tion, as a function of d, to mimic nonlinear MHDI evolution
and mode merger events. The direction along these dashed
lines is from higher |m| and k. values at d = 0 to lower |m]|
and k. values as d approaches 1. Throughout the evolution,
m/k, = constant = —ryo tan ¢p,0. This cascade model is de-
scribed in detail in the text. The overlaid dashed lines are
presented only to illustrate the m and k. values used in the
cascade model; they are not directly related to the underlying
contour plots.
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FIG. 10. A plot illustrating the evolution of the azimuthal
mode number m as a function of d for all experimental cases.

We set the final wavelength values A¢ to those obtained
from our imaging data: 1.0 mm, 1.0 mm, 1.25 mm, and
1.5 mm for the SZP, the low-field DSP, the mid-field
DSP, and the high-field DSP, respectively. Since we do
not know the initial perturbation wavelength \;, we used
the smallest wavelength observed to maintain a dominant
(coherent) perturbation structure. This value was found
to be approximately 50 um in Ref. 18.

From A(d) and ¢plasma(d), we obtained A,(d) =

A/ €OS @plasma and k. (d) = 2w /A,. The azimuthal mode

numbers were determined from m(d) = —k,re tan¢p o,
since the helical pitch p (and thus m/k,) is preserved
throughout the implosion (see Fig. 10). For the high-
field DSP case, this results in an initial azimuthal mode
number of m a2 —113 (in our experiments, the largest |m|
observed was in the mid-single digits, but this was due
to diagnostic limitations and the much later time periods
imaged in the experiments).

With m(d) and k,(d) constructed, we must still set an
initial perturbation amplitude, which is unknown. How-
ever, since we are only interested in the relative stabil-
ity between the various SZP/DSP cases, we can simply
choose whatever initial amplitude results in a match be-
tween theory and experiment for the SZP case at maxi-
mum convergence (C, =2, d = 0.5) and then apply this
same initial amplitude to all of the DSP cases. Doing
this, we obtain the results presented in Fig. 11.

In Fig. 11(a), at d = 0.5, the resulting amplitudes for
the SZP case and for the 2-T, 14-T, and 20-T DSP cases
are, respectively, 1.27 mm (by construction), 1.27 mm
(i.e., no significant stabilization), 0.60 mm, and 0.34 mm.
These amplitudes agree reasonably well with the am-
plitudes presented in Fig. 4 of Ref. 41. However, it is
important to note that these amplitudes depend on the
M.y values chosen and on the shell thickness chosen (for
which we chose 250 pm in Fig. 11(a), based on the ex-
ploding thin-foil studies presented in Refs. 54 and 55).
The model’s sensitivities to the chosen values of A,y and
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shell thickness are illustrated by comparing Figs. 11(a)—
11(d). Note that a wide range of shell thicknesses were
considered (100-1000 ym) along with a modest range of
final axial wavelengths (1-1.5 mm).

In Figs. 11(a) and 11(c), we used a shell thickness of
250 ym based on the exploding thin-foil studies presented
in Refs. 54 and 55. By contrast, in Figs. 11(b) and 11(d),
we used the upper limit shell thickness of 1000 um. Note
that the relative stabilizations obtained with the DSP
cases increases as the shell thickness increases.

In Figs. 11(a) and 11(b), we used our imaging data
taken at d = 0.5 to set the final axial wavelengths (). ) to
1 mm, 1 mm, 1.25 mm, and 1.5 mm for the SZP, the 2-T
DSP, the 14-T DSP, and the 20-T DSP, respectively. By
contrast, in Figs. 11(c) and 11(d), we set all final wave-
length magnitudes to the same value (A\y = 1 mm) so that

A(d) would evolve exactly the same in each SZP/DSP
case.

In comparing Fig. 11(a) with Fig. 11(c), it may appear
that the relative stabilization obtained with the DSP has
less to do with the counter rotating ¢5(t) and ¢plasma(t)
and more to do with the fact that the higher-field DSP
cases resulted in larger Ay. This suggestion is further
supported by the fact that results very similar to the
ones shown in Fig. 11(a) can be obtained using the very
simple MRTI growth rate formula: v = v/kg, where m
and ¢p(t) have no effect, and where the degree of relative
stabilization is determined solely by the values chosen for
Ay = 2m/ky. If it holds true that the relative stabiliza-
tion obtained in the experiments is due to the higher-field
DSPs driving a cascade to larger Ay, then this would be
an interesting discovery. However, it is presently unclear
as to why the DSP cases would drive the cascade to larger
final wavelengths. Additionally, the relative stabilization
obtained in the experiments may still be explained by
the counter rotating ¢p(t) and @plasma(t) if the ohmi-
cally expanded shell thickness is large. For example, in
Fig. 11(d), the use of a very thick shell (1000 ym) resulted
in relative stabilizations that matched the experimental
stabilizations reasonably well, even though the same A
values were used across all the SZP/DSP cases. In this
scenario, all of the SZP /DSP cases would follow the exact
same A(d) progression, and thus using the simple MRTI
growth rate v = /kg would result in no relative stabi-
lization, which is clearly not the case in the experiments.

To resolve whether the relative stabilization obtained
in the experiments is due to the DSP cases driving the
inverse cascade to larger final wavelengths or due to the
counter-rotating ¢p(t) and @plasma(t) (or some combi-
nation of both), a good measurement of the ohmically
expanded liner shell thickness is needed (perhaps from
penetrating X-pinch radiography). Additionally, for the
analyses presented in this paper, we have used a linear
perturbation theory to describe a fundamentally non-
linear process (i.e., a wavelength cascade due to mode
merger events). To model these nonlinear experiments
more appropriately, 3D MHD simulations like those pre-
sented in Ref. 40 should be used. For example, this would
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FIG. 11. Plots of the relative instability amplitude growth of a dominant perturbation structure with a pitch angle that rotates

according to our experimentally observed ¢plasma(t).

These plots were generated using the thick-shell Velikovich and Schmit

theory,?' assuming a liner thickness of 250 um (a,c) or 1000 ym (b,d). In applying the instability growth model, the initial
perturbation wavelengths were all set to 50 ym, the initial perturbation amplitudes were set to either 60 nm (a,c) or 2 nm
(b,d), and final axial wavelengths were set to either individually measured values for each SZP/DSP case (a,b) or to the same
final wavelength value (Ay = 1 mm) across all SZP/DSP cases (c,d). Note that the different A, values for each SZP/DSP case
in (c,d) are due solely to the geometrical projection A,y = Af/c0S Pplasma, Where only @piasma is different in each SZP/DSP
case; in (a,b), both Ay and ¢plasma are different in each SZP/DSP case. The case shown in (a) likely represents the best overall

match to our experiments.

allow us to investigate whether the corrective term to the
growth rate, proportional to k - B, explains the cascade
to larger Ay values in the higher-field DSP cases. Such
investigations will be pursued in the future.

C. Power coupling

In Ref. 41, it was noted that the DSP cases often stag-
nated 10-40 ns earlier than the SZP cases when consid-
ering only the short-pulse experiments (see the implosion
trajectories presented in Fig. 2 of Ref. 41, for example).
To provide further examples, here in Fig. 12, we have
plotted the stagnation times collected from several short-
pulse SZP and DSP experiments, along with the stagna-
tion times predicted from simple thin-shell modeling.

For the thin-shell modeling in Fig. 12(a), 100% of the
measured load current was assumed to flow along the
liner’s outer surface at r = r4(t). The modeling that con-
sidered only the drive pressure due to By(t) (triangles)
indicates that shot-to-shot variation in current delivery
alone (~10%) accounts for only 5-10 ns of variation in
stagnation times across the SZP/DSP cases. When we
include the drive pressures due to both By(t) and B, (t)
(squares), we find that the differences in stagnation times
across the SZP /DSP cases does not increase by more than
5 ns. Also, when compared to the experiments, the mod-
eled stagnation times for all of the SZP /DSP cases are too
early by ~70 ns. This large discrepancy could be an indi-
cation that substantially less current was delivered to the
liner than was measured in the experiments (~50% less,
which we have little reason to suspect), or it could be an
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FIG. 12. Experimentally measured stagnation times, along
with the stagnation times predicted from simple thin-shell
implosion modeling. The thin-shell modeling was conducted
in two ways: (1) considering only the drive pressure due to
By(t) (triangles), and (2) considering the drive pressure due to
both By and B, (squares). Note that the low-field DSP case
has been excluded from these plots since the additional drive
pressure due to B, is so small. (a) 100% of the measured load
current is applied to the liner’s outer surface. (b) 78% of the
measured load current is allowed to run within the interior
volume of the imploding liner, at a radius r < 7¢(¢). This
interior current generates magnetic pressure that opposes the
implosion, thus increasing the stagnation times. The tuned
fraction of 78% was chosen so that the modeled stagnation
times matched the experimentally measured stagnation times
in the SZP case. This same fraction was then applied to
the DSP cases to observe the effects of adding B.. Note the
rescaling of the y-axis from (a) to (b).

indication that a significant fraction of the current deliv-
ered to the liner is flowing somewhere within the interior
volume of the liner, at a radius r < r¢(t). For example,
interior currents could potentially flow along the surface
of the on-axis support rod or somewhere within the low-
density precursor plasma that is assumed to be streaming
inward from the bulk liner material towards the on-axis
support rod. Based on the flux compression measure-
ments presented in Sec. III A, surface flashover of the on-
axis support rod seems unlikely, because if the surface
flashed over, then the measured B, (t) signal would have
been excluded from the rod’s interior, which is where
the B-dot probe was housed. Therefore, it may be that
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much of the current was distributed at r < 7,(¢) in the
rapidly advecting precursor plasma. Nevertheless, an in-
terior current generates a magnetic pressure that opposes
the liner implosion, thus increasing the stagnation time.

In Fig. 12(b), we present the effects of interior currents
on the modeled stagnation times. These results were gen-
erated by adding an interior magnetic pressure source to
our thin-shell model and repeating the analysis presented
in Fig. 12(a). To generate Fig. 12(b), the fraction of the
total measured load current that runs in the liner’s in-
terior volume was tuned so that the modeled stagnation
time matched the experimentally measured stagnation
times of the SZP case. This same fraction was then ap-
plied to the DSP cases to observe the effects of adding
B,. In doing this, we see better agreement with the ex-
perimental measurements. However, this method raises
many questions, because to get this agreement, the inte-
rior current had to be set to 78% of the total measured
current. Additionally, we are not able to fully account
for the earlier stagnation times in the DSP cases, even
when including the additional drive pressure supplied by
B,.

To help resolve these discrepancies in the future, more
shots would be useful for improving the statistics. Ad-
ditionally, axial imaging diagnostics and more detailed
multi-physics MHD modeling would be useful to bet-
ter understand how current and low-density plasmas are
flowing in these thin-foil systems with on-axis support
rods. Also, a more aggressive DSP design, one with a sig-
nificantly higher G value than the ones tested in these
experiments (see Table I), would be helpful in trying to
maximize the separation in stagnation times. Finally,
to test coupling effects more directly, future experiments
should be conducted using SZP/DSP cases that all use
the same return-current radius and height. The subtle
reasons for why this is important is discussed in detail in
Appendix A.

D. Charged-particle dynamics in the power feed

An observation relevant to power flow dynamics was re-
vealed by the drive-current waveforms presented in Fig. 5
of Ref. 41. For a given SZP/DSP configuration, the cur-
rent waveforms were very reproducible. However, for the
SZP case, the Rogowski coil appears to have shorted out
(or become shielded by plasma) around 300 ns (as indi-
cated by these time-integrated signals not returning to
zero). By contrast, in most of the DSP experiments, the
Rogowski coil continued to measure the drive current for
the duration of the pulse.

One explanation of this behaviorf9~72 is that, in the
anode-cathode (A-K) gap, both the power flow and
plasma flow reverse directions with voltage reversal,
which occurs after peak current in these pulsed inductive
systems, since V' & LI. This is illustrated for the SZP
configuration in Fig. 13. Before and after peak current,
the magnetic field B is in the same azimuthal direction,



FIG. 13. Illustrations of the power feed in the SZP case with
the direction of ExB (the Poynting vector) indicated at two
times during the current pulse. (a) During the current rise,
near the top of the swooping power feed, the electric field
points radially inward, thus ExB points upward at this loca-
tion. (b) During the falling edge of the current pulse (after
peak current), the electric field vector has flipped directions,
thus ExB points down the power feed, towards the Rogowski
coil.

since the current continues running in the same direction.
However, the direction of the electric field E changes sign
after peak current, since F ~ V/d ~ LI/d, where d is
the A-K gap spacing. Thus, both the electromagnetic
energy flux (i.e., the Poynting vector S = E x B/p) and
the charged particle drift velocity (vans = E x B/B?)
reverse directions after peak current—from radially in-
ward and axially upward (towards the liner) to radially
outward and axially downward (away from the liner and
back towards the Rogowski coil, which is located in the
power feed a few cm away from the liner).

The system power reversal can also lead to material
ejection from electrode surfaces (including the liner’s
outer surface) into the A-K gap due to the inverse skin
effect.9 70 Before peak current, the magnetic field and
the magnetic field pressure pmag = B?/(2u0) continu-
ously increase on the vacuum side of vacuum-electrode
interfaces. This drives material into the electrodes, while
the field and pressure also continuously diffuse into the
electrode material. After peak current, the magnetic field
at the vacuum-electrode interfaces can decrease faster
than the magnetic field trapped inside the electrode bulk,
because it takes time for the decreasing vacuum mag-
netic field to diffuse into the electrodes. Thus, the mag-
netic pressure in the A-K gap can become lower than
the magnetic pressure trapped inside the electrode bulk.
This can cause the outer layers of the electrode material
(near the electrode surfaces) to explode outwards, into
the A-K gap. Since pmag = B?/(2p0) o< I?/r? [with
B = ppI/(27r)], the largest variations in magnetic pres-
sure will occur at the smallest radii in the system [e.g.,
r¢(t)], where the most intense ohmic heating can also
take place, due to the large current densities at small
radii. Therefore, the inverse skin effect can source low-
density plasma into the A-K gap, which begins predom-
inantly near the liner and then propagates radially out-
wards and axially downwards, towards the Rogowski coil,
at the charged particle drift velocity vasig = E x B/B2.
Note that the drift velocity is the same for any charged
particles (e.g., electrons and ions), as long as the parti-
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cles are magnetized (i.e., as long as the their gyro radii
are less than the A-K gap spacing, d).

It is possible that the bulk low-density plasma flow in
the A-K gap could interfere with magnetic probe mea-
surements, as observed in Ref. 71. This might then also
explain the current waveforms observed for the SZP con-
figuration in Fig. 5 of Ref. 41. Additionally, this may
indicate that the DSP configuration somehow prevents
low-density liner plasma from moving into the power feed
towards the Rogowski coil, since the Rogowski coil was
able to measure the drive current for the duration of the
current pulse in the DSP-driven experiments of Fig. 5 in
Ref. 41.

To further study this phenomenon, and to check how
accurate our simple picture of the power feed is, 3D
particle-in-cell (PIC) simulations were performed using
CST EM studio software.?® A geometrically simple power
feed was constructed in the simulation using the A-K gap
spacings of the COBRA power feed (d =~ 1 ¢cm). From
the bottom of the power feed (see Fig. 14), the simula-
tion drives a prescribed current pulse with a 1-MA peak
and a 100-ns rise time through the system. Current and
voltage monitors were placed throughout the power feed
to monitor the drive conditions. Open boundary condi-
tions were used at five of the six simulation boundaries.
The boundary where the bottom of the power feed sits is
held at ground potential. Charged particles (electrons)
were initialized with a Maxwellian distribution centered
at 10 eV, in a cylindrical shell around the liner, since
most of the plasma in our experiments was sourced from
the ablated thin-foil liner. Electrons were added to the
simulation in bunches of a thousand every 10 ns, start-
ing at 70 ns, and stopping at 170 ns. Space-charge effects
were included in the simulation but had a negligible effect
due to the small number of particles.

The simulation results for the SZP case are presented
in Fig. 14(a). Prior to peak current, the electrons bunch
together and are well confined in the liner region. After
peak current (e.g., at 160 ns), the electron bunch begins
to drift towards the power feed. Eventually, all of the
electrons pour down into the power feed, as described by
our simple picture above.

The simulation results for the mid-field DSP case are
presented in Fig. 14(b). Interestingly, regardless of the
simulation time, due to the different magnetic topology
of the DSP, electrons are continuously ejected radially
outward through the gaps in the twisted return-current
posts. Very few particles make their way into the power
feed, even after peak current. Additionally, relative to
the SZP case, the acceleration of the electrons to higher
energies in the DSP simulation might be related to the
brighter visible self-emission observed in the DSP images
of Fig. 5.

The simulations presented for the SZP case in
Fig. 14(a) do not prove that the Rogowski coil in our
experiments would be affected by the electrons in the
power feed, since the electrons in the simulation remain
close to the cathode, while the Rogowski coil on CO-
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FIG. 14. Screenshots from 3D particle-in-cell simulations of electrons in the load region and power feed of (a) the SZP
configuration with discrete straight return-current posts modeled and (b) the DSP configuration with discrete twisted return-
current posts modeled. The screenshot times are indicated by the orange dot superimposed on the corresponding plot of the
simulation’s driving current pulse in column (c). The electrons were initialized with a Maxwellian energy distribution centered
at 10 eV, in a cylindrical shell around the liner. In case (a), during the current rise, the electrons are well confined to their
initial positions near the liner, but after voltage reversal, they are driven down into the power feed, where the Rogowski coil
would be located in a COBRA experiment. In case (b), during both the current rise and fall, the electrons are continuously
ejected out of the load region, through the gaps in the return current structure. Very few electrons make their way into the
power feed, where the Rogowski coil would be located in a COBRA experiment.

BRA is embedded in a notch along the surface of the
anode (see Fig. 13). However, we note that these prelim-
inary simulations only included a few thousand electrons
at any given moment, whereas in the experiments, there
should be many orders of magnitude more particles (in-
cluding magnetized hydrogen ions from desorbed surface
contaminants) that could potentially fill the AK gap and
interfere with the Rogowski coil. Furthermore, in Ref. 71,
the use of two probe locations in MITLs provided exper-

imental data that are consistent with low-density plasma
moving away from the liner (after peak current) at a ve-
locity of vaite = E x B/B2. In these experiments, the
probe signals flatlined after peak current at times that
were roughly proportional to the probe’s distance from
the liner.

The simulations presented for the DSP case in
Fig. 14(b) show that charged particles created in the
load region of the DSP configuration are not likely to



find their way into the power feed. Thus, these particles
are not likely to interfere with the Rogowski coil, which
may explain why the Rogowski coil was able to measure
the drive current for the duration of the current pulse in
the DSP-driven experiments of Fig. 5 in Ref. 41.

IV. SUMMARY, CONCLUSIONS, AND FUTURE WORK

The experimental results presented in this paper and
in Ref. 41 have demonstrated enhanced stability in DSP-
driven thin-foil liner implosions relative to comparable
SZP-driven thin-foil liner implosions. At a convergence
ratio of 2 (C, = 2, d = 0.5), the MRTI amplitudes for the
SZP case and for the 14-T and 20-T DSP cases were, re-
spectively, 1.1£0.3 mm, 0.7+0.2 mm, and 0.3+0.1 mm.
While the maximum convergence ratio in these experi-
ments was low (e.g., the MagLIF program is interested
in maintaining stability up to C, ~ 4-10 for the liner’s
outer surface), the trends in the data are clear—when the
DSP generates stronger axial magnetic fields, the insta-
bility amplitudes decrease. This trend should continue in
cases where the liner implodes past a convergence ratio
of 2, where the stabilizing effects of the DSP should be
further amplified.

The degree of relative stabilization measured from one
SZP/DSP case to the next agrees reasonably well with
that calculated using the analytic models of Velikovich
and Schmit.?! However, questions remain, as some of the
input parameters to the analytic models are not suffi-
ciently constrained by the experimental measurements—
e.g., shell thickness, perturbation wavelength evolution,
and ¢p(t). Such measurements could be made in the fu-
ture via penetrating radiograph and polarization Zeeman
spectroscopy. Furthermore, 3D MHD simulations are
needed to better understand the nonlinear development
of the helical instability structures, including the cascade
from shorter to longer dominant wavelength structures.

Micro B-dot probe measurements showed that the
return-current structures in the DSP cases generated ax-
ial magnetic fields in line with those predicted by elec-
tromagnetic simulations in CST. Measurements taken in-
side the imploding liners showed a significant amount
of flux injection and compression. A flux conserving
model was used to infer the position of the liner’s inner
surface, 7i,(t). The results showed that the measured
B, (t) signals could have indeed been generated by flux
injection and compression. In the future, more detailed
modeling and simulation, as well as further experimenta-
tion, are needed to fully understand these measurements.
For example, direct measurements of pre-filling “precur-
sor” plasmas as well as the in-flight wall thickness of
the imploding liner shell, perhaps via end-on laser prob-
ing and/or penetrating radiography, would be extremely
valuable. A penetrating radiography capability would
also enable MRTT feedthrough measurements.

Simple thin-shell modeling was not able to account
for the much earlier stagnation times observed in the
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mid-field and high-field DSP cases (relative to the SZP
case), even when adding the additional pressure due to
B,. Additionally, up to 78% of the measured load cur-
rent may be flowing within ablated precursor plasma at
r < 1ry(t), leading to delayed stagnation times across all of
the SZP /DSP cases tested. More experiments are needed
to resolve these discrepancies.

Preliminary PIC simulations of the mid-field DSP con-
figuration found that electrons are continuously ejected
radially outward through the gaps in the return-current
structure, with very few electrons making their way into
the power feed. By contrast, PIC simulations of the SZP
case confirmed that electrons are driven into the power
feed after peak current. This supports the idea that, in
the SZP case, low-density plasma sourced near the liner
can move out into the power feed after peak current,
shield the Rogowski coil, and cause the flatlined SZP sig-
nals shown in Fig. 5 of Ref. 41. This flatlining is absent
in the DSP waveforms of Fig. 5 in Ref. 41, which is con-
sistent with very few electrons making their way into the
power feed in the PIC simulations of the DSP case. In
the future, these simulation efforts could be improved by
including magnetized hydrogen ions as well as plasma
sourcing from the electrode surfaces.

Our experiments on COBRA have demonstrated that
the DSP configuration is an effective concept for liner
stabilization. While MagLIF was the motivation behind
the development of this concept,?® other liner implosion
experiments needing more stable interfaces could also
benefit—e.g., cylindrical liner implosions for studies of
material properties and equation of state.* Additionally,
the power flow and magnetic flux compression results
might be of interest to both fusion and non-fusion-related
z-pinch research. The effects that the DSP has on liner
implosions are profound. Hopefully, this work will serve
as a foundation for further exploration into the various
uses of the DSP.
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Appendix A: Flux concentration in a DSP

In this Appendix, we compare a DSP configuration
with a SZP configuration, where both configurations have
the same return-current radius and height, and thus the
DSP configuration has a higher inductance. We do this to
show that the DSP can still produce more magnetic drive
pressure than its SZP counterpart, even though the DSP
inductance is larger, and thus the total generator current
in the DSP case is smaller.

In the DSP configuration with a perfectly conducting
liner, the current density along the liner’s outer surface
follows a helical path, whereas in the SZP configuration,
the current density follows a purely axial path. Initially,
one might suspect that this simple change in direction
should not result in a net increase in drive pressure. That
is, when comparing a DSP configuration with a SZP con-
figuration, where the same driver, the same power feed,
the same liner, and the same return-current radius and
height are used, the larger inductance of the DSP con-
figuration means that, in the DSP case, the generator’s
I(t) is lower, and thus J, and By are lower along the
liner’s outer surface. Therefore, one might suspect that,
in the DSP case, the lower B3/(2u) pressure exactly
cancels the added B?/(2ug) pressure. However, exact
cancellation does not occur. Whether the result is a net
increase or decrease in total drive pressure depends on
the specifics of the DSP design in relation to the driver
characteristics, as described below.

To aid this discussion, we refer to Fig. 15, which shows
the inner cylindrical conductor of a coaxial system de-
livering a pulsed surface current to a region with helical
current flow (the region with helical current flow would
be the liner in our DSP experiments). In this picture,
both a streamline and vector representation of the cur-
rent density driven along the outer surface of the inner
conductor are shown. The total current supplied by (and
returned to) the generator is I = J, - 2wr, where J, is
the axial component of the surface current density (in
units of A/m). In the section with helical current flow,
an azimuthal surface current density, Jy, is induced along
the liner’s outer surface. The induction comes from the
changing axial magnetic field, B,, generated by the sur-
rounding helical return-current structure (not shown in
Fig. 15). Note that Jy must be induced on the liner’s
outer surface to satisfy the boundary condition for a
pulsed magnetic field in vacuum adjacent to a perfect
conductor: B, = ppJyp. This means that Jy does not
originate from or return to the generator; it simply runs
around the liner in the azimuthal direction, thus forming
a separate circuit (or current loop) from the circuit (or
current loop) that includes the generator.

Referring to Fig. 15(b), note that J, in the helical sec-
tion is equal to J, in the pure axial sections above and
below the helical section. This must be the case in order
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FIG. 15. Representations of the pulsed surface current den-
sity J along the outer surface of a cylindrical conductor, un-
wrapped in the 0 direction. The central region, which repre-
sents the outer surface of a DSP-driven liner, has an induced
Jo, which results in a net helical current flow. (a) Streamlines
of current, where the density of the streamlines indicates the
magnitude |J|. Geometrically, since every streamline of J
flowing into the bottom of the helical section must flow out
the top of the helical section, and since J becomes tilted in
the helical section, the streamline density must increase in the
helical section. Thus |J| must increase in the helical section.
(b) A vector-arrow representation of J, which shows that .J,
(blue arrows) is continuous everywhere along this conductor,
including across the interfaces between regions with helical
and purely axial flows. Were this not the case, a local charge
density p(t) would build up at the interfaces between the re-
gions.

to satisfy the charge continuity equation:

10 19Jy _0J.  dp
VI = oIt e Y T T

0. (A1)

Since Jy is not varying in the 6 direction, we know that

% = 0, and because J, = 0 everywhere, we know that

%(TJT) = 0. This leaves us with [aJ; = —% = 0. This
tells us that J, must be continuous everywhere along the
cylinder’s surface, including across the interfaces between
the helical section and the pure axial sections, or else
there would be an accumulation of charge over time at
these interfaces.

The continuity of J, means that the axial current I,
in the helical section is equal to the axial current in the
sections above and below the helical section. Thus, I,
in the helical section is equal to the total current sup-
plied by the generator. Superimposed on I, in the heli-
cal section is an additional azimuthal current Iy that is
induced along the liner’s outer surface. This current is
equal in magnitude, but runs opposite to the azimuthal
current running in the helical return-current structure.
The additional azimuthal current along the liner’s outer
surface is consistent with the additional magnetic pres-
sure due to the axial magnetic field, B,, which causes
the liner to implode earlier in the DSP case (relative to




the SZP case). This additional azimuthal current should
not cause any alarm, however, as a similar phenomenon
happens in transformers—i.e., the induced current in a
secondary winding can exceed the generator current in
the primary winding if an appropriate turns ratio and
load impedance are used.

The increased current density along the liner’s outer
surface, J = /J2+ JZ, can also be seen geometri-
cally using Fig. 15(a). Note that this is equivalent to
an increased B = /B2 + Bg and an increased pmag =
B?/(2p0) = (B} + B2)/(2uo) at the liner’s outer sur-
face due to the boundary conditions for a pulsed mag-
netic field in vacuum adjacent to a perfect conductor:
B, = ppJp and By = pgJ,. Due to the fact that ev-
ery streamline of J flowing into the bottom of the helical
section must flow out the top of the helical section, and
that J becomes tilted in the helical section, the stream-
line density must therefore increase in the helical section.
And since the density of streamlines represents the mag-
nitude of J (|J| = J), we know that J must be larger in
the helical section (along the liner’s outer surface) than
in the axial sections above and below the helical section.
The boundary condition for a pulsed magnetic field in
vacuum adjacent to a perfect conductor holds in terms
of absolute magnitudes as well—i.e., B = pgJ, where
the directions of B and J are perpendicular to one an-
other, but both B and J follow helical paths along the
liner’s outer surface. This is the same thing as saying
that the J x B force density is directly radially inwards
everywhere, but in the SZP case, there is only one com-
ponent |J,By|(—+), while in the DSP case, there are two
components |J, Bg|(—7) and |Jp B, |(—7), Where the JyB,
component is an additional inward force density due to
the #-pinch effect.

Regardless of the higher current density, and thus the
higher magnetic pressure in the helical section, the total
energy in the system must always be conserved. All of
the energy for the additional azimuthal current and ax-
ial magnetic field in the helical section must come from
the pulsed-power generator. What is special about the
DSP is that it allows us to concentrate the delivery of
magnetic energy to the region where we want it (i.e., to
the helical section with the imploding liner). To con-
serve total driver energy, the increased magnetic energy
in the load region is balanced by having less magnetic en-
ergy present in the magnetically insulated transmission
lines (MITLs). Building up excess magnetic energy in
the MITLs is not useful for driving the implosion, since
the liner is not located in the MITLs. Thus, the ability of
the DSP configuration to change the distribution of mag-
netic energy from the MITL region to the load region is
a distinct advantage of using the DSP configuration.

The redistribution of magnetic energy from the MITL
region to the load region occurs in a DSP as follows. The
pulsed-power generator applies a voltage V to the induc-
tance of the entire vacuum cavity L = Ljpaq + LyiTL-
For simplicity, we will consider a static (non-imploding)
liner. The applied voltage causes a current pulse to be-
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gin rising at a rate of I = V/L, which is just Faraday’s
law for describing the rate of increasing magnetic flux
in each vacuum region due to the applied voltage, or
V = LI (I) = .cbload + (I)MITL Note that ® is di-
rectly related to I and that we are applying a minus
sign to Faraday’s law to simplify the discussion—i.e.,
a positive voltage drives a positive increase in current
and a positive increase in magnetic flux. The smaller I
in the DSP case (due to the larger Ljoag and thus the
larger L = Ligag + LMITL) means that (i)MITL will be
smaller in the DSP case, and thus Cbload will be larger
in the DSP case, since more of the generator’s total
V = <I>10ad + @MITL is applied to the load. This means
that in this particular case, where the DSP return-current
radius is equal to the SZP return-current radius, more
magnetic energy is delivered to the load region of the
DSP case. Also note that in the DSP case, the total
®0aq has both azimuthal and axial components (fbload P
and <I>10ad,z) due to By and B..

Since the volume of the DSP and SZP load regions
are the same in this case (since we are assuming the
same return-current radius and height), and since the
DSP delivers more of the available driver energy to the
load region, the spatially-averaged magnetic pressure
(Pmag) = (B?)/(2u0) in the load region must be higher in
the DSP case. However, for comparing drive pressures,
we must evaluate and compare the local drive pressure
Pmag () at the liner’s outer surface, » = r,. To do this,
we recall that the pressure associated with By(r) is pref-
erentially distributed near the liner’s outer surface, since
Bo(r) = pol/(27r) < 1/r, while the pressure associated
with B, = poIn. is distributed uniformly. Whether the
total drive pressure is higher or lower for a particular DSP
configuration, relative to the corresponding SZP config-
uration (where both configurations use the same return-
current radius and height), comes down to the specifics
of the configuration—e.g., the ratio of the return-current
radius to the liner radius, the strength (or helicity) of
the DSP return-current structure (i.e., the number of
turns per unit length, n.), and the ratio of Ligad/LmiTL-
These comparisons become quite complicated, particu-
larly during the liner implosion, when the ratio of the
return-current radius to the liner radius changes contin-
uously.

To our knowledge, there is presently no convenient an-
alytical way of expressing where the transition occurs
for a DSP configuration to have a higher or lower drive
pressure relative to a SZP configuration with the same
return-current radius and height. Nevertheless, relative
to a given SZP configuration, there are DSP configura-
tions where the liner implodes and stagnates earlier in
the DSP case, even when the same return-current radius
and height are used in both configurations. We have in-
vestigated this numerically. Generally, the DSP provides
higher drive pressure gains when the liner radius is closer
to the return-current radius. As the liner implodes, the
ratio of the liner radius to the return-current radius can
become small enough that the DSP configuration begins



to generate less drive pressure relative to the SZP con-
figuration; however, with proper design, by the time this
transition occurs, the liner implosion can be effectively
ballistic, and thus the overall time to stagnation can still
be smaller in the DSP case.

Some of the cases evaluated numerically include a
MITL inductance of ~ 10 nH, a liner radius of 3-4 mm, a
return-current radius of 6-8 mm, a liner height of 10 mm,
and (for the DSP configuration) an initial B,/By ra-
tio of 0.5-1.0. These cases give load inductance val-
ues of approximately 2-8 nH and initial drive pressure
ratios Pmag,DSP/Pmag,szp Oof 1.05-1.2. Integrating the
DSP’s higher initial drive pressure over time results in
the DSP’s implosion starting earlier than the SZP’s im-
plosion. Later in time, as the liner moves to smaller
radii, the ratio pmag,DSP/Pmag,szp can drop to ~ 0.7-0.9.
Nevertheless, the momentum imparted early in time can
cause the overall time to stagnation to be shorter in the
DSP case.

We stress here that the same return-current radius was
not used in the SZP and DSP cases tested on COBRA.
In our COBRA experiments, the return-current radii se-
lected for the DSP cases were smaller than the return-
current radius used for the SZP case. This was done to
equalize Ljoaq between the cases. With approximately
equal values for Liyaq, the total current I delivered from
the generator to the load is approximately the same in all
the cases. This means that I, is approximately the same
in all cases. However, the DSP cases have an additional
Iy, which is consistent with an additional Jy and B,.
ThU.S, we have Pmag,DSP = (B3+B§)/(2MO) > Pmag,S7ZP =
B2 /(2u0). This means that in our experiments, the DSP
cases should always implode earlier.

To more directly test the potential benefits of the im-
proved coupling efficiency in the DSP configuration, fu-
ture experiments should compare SZP and DSP config-
urations where the load volume is kept constant across
all cases tested—i.e., the same load heights, liner dimen-
sions, and return-current radii should be used in all cases.
With carefully designed experiments, certain DSP config-
urations should reduce the generator current while still
resulting in earlier implosion times.
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