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ABSTRACT
Probabilistic topic models for semantic visualization are useful for
discovering and visualizing latent topics in document collections.
In these models, the inference of topics and visualization is largely
based on word co-occurrences within documents. Therefore, when
documents in a corpus are short in length, these models may not
achieve good results due to the sparsity of word co-occurrences.
In this paper, we propose a word embedding topic model (WTM)
that is robust to data sparsity when detecting topics and generating
visualization of short texts. Extensive experiments conducted on
four real-world datasets show thatWTM is more effective in dealing
with short texts than state-of-the-art models.
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1 INTRODUCTION
Probabilistic topic models for semantic visualization such as PLSV
[6] and its variants [10, 11] are useful for discovering and visualizing
latent topics in document collections. Different from the traditional
topic models like Probabilistic Latent Semantic Analysis (PLSA)
[5] and Latent Dirichlet Allocation (LDA) [1], PLSV jointly learns
a set of latent topics and embeds both documents and topics in a
2D or 3D visualization space for visualizing as a scatterplot. Such
visualization and topic modeling can support exploratory tasks by
allowing the user to easily understand and interpret a huge and
complex set of documents.

In this paper, we consider the problem of visualization and topic
modeling over short texts (e.g., tweets, search snippets, or status
updates which can be as short as 140 characters). Semantic visu-
alization models such as PLSV may work well for normal-length
documents, however, they may be not ideal methods for visualizing
and extracting topics of such short texts. The main reason is that
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in these models the inference of topics and visualization is largely
based on word co-occurrences within documents. Therefore, when
the documents are short, these models may not achieve good results
due to the sparsity of word co-occurrences.

There have been several works on topic modeling for short texts.
PTM [25] uses the concept of pseudo document to aggregate short
texts to deal with data sparsity. Other methods such as GPUDMM
[14], ETM [3] rely on word embeddings that can be learned from
an external large corpus to enrich the learned topic model over
short texts. However, none of these models produces a visualization
of the corpus while learning the topics. Using these models for
visualization, one needs to follow a two-step approach that first
performs topic modeling and then uses a dimensionality reduction
method such as t-SNE [15] to embed the topic distributions into
the visualization space. Although this approach is straightforward,
the results can be mixed because there are two different objective
functions optimized in two separate steps.

In the context of visualization and topic modeling, the most re-
lated work to our work is GaussianSV [12]. GaussianSV relies on
auxiliary word embeddings to build a joint model for generating
both topic model and visualization of short texts. However, Gaus-
sianSV does not scale well to large datasets. Therefore, in this work,
we aim to propose a novel word embedding topic model called
WTM and develop an Auto-Encoding Variational Bayes based [8]
inference algorithm that can scale well to large datasets. To deal
with the sparsity of word co-occurrences, WTM leverages semantic
information of word embeddings to enrich the learned topic model
and visualization. WTM assumes that topics have representations
in both visualization space and word embedding space. WTM ties
together the visualization coordinates, topic embeddings, and word
embeddings into a single generative process to explain the gener-
ation of documents. WTM models the word distribution of topic
using a log-linear model that takes the matrix multiplication of the
word embedding matrix and the topic embedding as inputs. The
word distribution is akin to the likelihood of words used in the
continuous bag-of-words (CBOW) model for learning word embed-
dings [16, 17]. The main difference is that the topic embedding is
used as the context vector instead. In CBOW, the context vector is
formed by summing the context embedding vectors of surrounding
words.

We summarize our contributions as follows:

• We propose a novel word embedding topic model called
WTM for visualization and topic modeling of short texts.

• We develop an Auto-Encoding Variational Bayes based infer-
ence algorithm for WTM that can scale well to large datasets.

• We conduct extensive experiments on four real-world short-
text datasets. The extensive experiments show that ourmethod
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scales well to large datasets and it outperforms state-of-the-
art methods in terms of k-NN accuracy and topic coherence
in most settings.

2 RELATEDWORK
Topicmodeling for Short Texts. Besides traditional topic models
such as PLSA [5] and LDA [1], several topic models have been
proposed for short texts. The first approach is to aggregate short
texts into pseudo-documents before applying topic modeling such
as PTM [25], SATM [22]. In the second approach, we can rely on
auxiliary word embeddings to enrich the learned topics. There are
several proposed models in this category such as GPUDMM [14],
GPUPDMM [13], LFDMM [18], GaussianLDA [2], ETM [3]. Among
these methods, ETM is closer to our work where it also uses the
idea of modeling the word distribution of topic using a log-linear
model that takes the matrix multiplication of the word embedding
matrix and the topic embedding as inputs. A more detailed review
on topic models for short texts can be found in [21].
Topic modeling and Visualization. The above methods are not
designed for visualization. For visualization, we need to use a di-
mensionality reduction method such as t-SNE [15] to visualize the
documents’ topic proportions. This two-step approach for topic
modeling and visualization may not be ideal. Therefore, there have
been proposed joint models for this problem such as PLSV[6] and
its variants [10, 11]. These models work well for normal-length
documents but they are not developed for short-texts. Recently,
GaussianSV [12] has been proposed to tackle this problem for short
texts. GaussianSV is the most related work to our proposed model.
It is different from us where it replaces LDA’s categorical distribu-
tions over words with multivariate Gaussian distributions on the
embedding space.

3 THE PROPOSEDWORD EMBEDDING
TOPIC MODEL

3.1 Generative Process
WTM is a generative probabilistic model of documents and visual-
ization. In its generative process, we assume that each document n
has a coordinate xn in a 2D or 3D visualization space (i.e., xn ∈ RD ,
D = 2 or 3). Let V be a finite vocabulary from documents and
V = |V| is the size of the vocabulary. A word in the vocabulary is
represented by an embedding vector in the semantic space of words.
Let ωv ∈ RP be the embedding vector of word v in the vocabulary
where P is the dimensionality1 of the word embedding. We use Ω
to indicate the P ×V word embedding matrix where its column v
is the word embedding ωv of the word v in the vocabulary.

In our model, a topic is represented by three latent representa-
tions in three different spaces. In the same semantic space of words,
a topic z is represented as a topic embedding vector τz ∈ RP that
is a distributed representation of the topic z. In the word simplex
space, a topic z is represented as a distribution over the vocabulary
βz . In the visualization space, we assign to each topic z a coordinate
ϕz ∈ RD . By using this representation, we can visualize topics
together with the documents in the same visualization space. The

1In our experiments, P = 300

distances between documents, topics will reflect the topic distribu-
tions of the documents. We tie together the three representations
as follows.

Following [3], we model the word distribution βz of topic z using
a log-linear model that takes the matrix multiplication of the word
embedding matrix Ω and the topic embedding τz as inputs. More
specifically,

βz = softmax(Ω⊤τz + b) (1)
The word distribution βz is akin to the likelihood of words used

in the continuous bag-of-words (CBOW) model for learning word
embeddings [16, 17]. The main difference is that the topic embed-
ding τz is used as the context vector instead. In CBOW, the context
vector is formed by summing the context embedding vectors of
surrounding words. By using topic embedding in Eq. 1, the words
are not drawn from the context of surrounding words, but from
the document context. Different from [3], we introduce the bias
term b in Eq. 1 because we observe that it significantly improves
the performance of the model.

For the topic embedding τz , a multi-layer perceptron (MLP) f is
introduced for transforming ϕz to τz , i.e., τz = f (ϕz ). This transfor-
mation allows the learned topic embeddings are faithfully displayed
in the visualization space. The topic distribution θn of a document
n is defined using a softmax function over its distances to all topics:

θnz = p (z |xn ,Φ) =
exp

(
− 1
2 ∥xn − ϕz ∥

2
)

∑Z
z′=1 exp

(
− 1
2 ∥xn − ϕz′ ∥

2
) (2)

here ∥xn − ϕz ∥ is the Euclidean distance between document
n and topic ϕz . In Eq. 2, the topic probability is high when the
document is close to that topic in the visualization space. This is
useful for visual sense-making of text corpora because the users
can quickly see the topics of documents in the visualization.

Putting everything together, WTM assumes the following pro-
cess to generate documents and visualization. The graphical model
of WTM is shown in Figure 1.

(1) For each topic z = 1, · · · ,Z :
(a) Compute its semantic embedding vector: τz = f (ϕz )
(b) Compute its word distribution: βz = softmax(Ω⊤τz )

(2) For each document n = 1, · · · ,N :
(a) Draw a document coordinate: xn ∼ Normal (0,γ I )
(b) For each wordwnm in document n:

(i) Draw a topic: z ∼ Multi
(
{p (z |xn ,Φ)}Zz=1

)
(ii) Draw a word:wnm ∼ Multi (βz )

In Steps 1a and 1b, we compute, for each topic z, its embedding
vector τz and its word distribution βz (Eq. 1). Step 2a is for drawing
the coordinate xn of a document n. Here xn has a Gaussian prior:

p(xn |γ ) =

(
1

2πγ

)D/2
exp(−

∥xn ∥
2

2γ
) (3)

For each document, we compute its distances to all topics. The topic
distribution is then computed as in Eq. 2. In Step 2b(i), for each word
of document n, we draw its topic z based on the document topic
distribution p (z |xn ,Φ). Finally, in Step 2b(ii), we draw a word based
on the word distribution βz . The computation of βz in Eq. 1 is based
on pre-fitted word embeddings that are learned from a large corpus
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Figure 1: Graphical Model of WTM

by a dedicated algorithm such as the skip-gram model [17]. The
word embeddings can be obtained by training a skip-gram model
on a large external corpus if the domains of the two corpora are
overlapped or on the corpus itself if it is large enough. We assume
that by supplementing short texts with semantic information in
word embeddings learned from a dedicated algorithm, our model is
more robust to the data sparsity, as shown by the experiments in
Section 4.

3.2 Autoencoding Variational Inference
Given a corpus of documents W = {w1, ...,wN }, we want to es-
timate the parameters of WTM including document coordinates
{xn }

N
n=1, topic coordinates {ϕz }

Z
z=1, word distributions of topics

{βz }
Z
z=1, and topic embeddings {τz }

Z
z=1. Let χ ∈ RN×D is the

document coordinate matrix where the row n is the visualization
coordinate xn of document n, Φ ∈ RZ×D be the topic coordinate
matrix where the row z is the visualization coordinate ϕz of topic
z, β ∈ RZ×V be the topic-word probability matrix where the row
z is the word distribution βz of topic z, and τ ∈ RZ×P is the topic
embedding matrix where its row z is the embedding vector τz of
topic z. Let Ψ = ⟨χ ,Φ, β ,τ ⟩. A document n is represented as a
row vector of word counts: wn ∈ Z

|V |
≥ and wv

n is the number of
occurrences of word v ∈ V in the document. The log marginal
likelihood of the corpus is given by:

p(W) =

N∑
n=1

logp (wn |γ ,Φ, β) (4)

where the marginal likelihood of a document is as follows:

p (wn |γ ,Φ, β) =

∫
x

©­«
V∏
v=1

( Z∑
z=1

p(v |z, β)p (z |x ,Φ)

)wv
n ª®¬p(x |γ )dx

=

∫
x

( V∏
v=1

p (v |x ,Φ, β)w
v
n

)
p(x |γ )dx (5)

here β , p (z |x ,Φ) are computed using Eq. 1 and Eq. 2 respectively.
To estimate the model parameters, we maximize the log marginal
likelihood in Eq. 4 based on the Auto-Encoding Variational Bayes
(AEVB) approach [8, 23]. For the simplicity of deriving AEVB for
our model, we collapse the discrete latent topic assignment variable
z, as in [19, 23]. More specifically, we have the following lower
bound to the marginal log-likelihood (ELBO) of a document:

L (η |γ ,Φ, β) =

− DKL [q(x |wn ,η)∥p(x |γ )] + Eq(x |wn,η) [logp (wn |x ,Φ, β)] (6)

where p(x |γ ) is the prior distribution of document coordinate x (Eq.
3), q(x |wn ,η) = Normal

(
µn , Σn

)
is the variational distribution and

µn , diagonal Σn ∈ RD are outputs of the encoding feed-forward
neural network with variational parameters η. The whole inference
network architectureWTM is shown in Figure 2. The KL divergence
between two Gaussians in Eq. 6 can be computed in a closed form
as follows [7]:

DKL [q(x |wn ,η)∥p(x |γ )]

=
1
2

(
tr

(
(γ I )−1Σn

)
+

(
−µn

)⊤
(γ I )−1

(
−µn

)
− D + log

|γ I |

|Σn |

)
(7)

To estimate the expectation w.r.t q(x |wn ,η) in Eq. 6, we sample
x (l ) from the posterior q(x |wn ,η) by using the reparameterization
trick, i.e., x (l ) = µn + Σ1/2n ϵ (l ) where ϵ (l ) ∼ Normal (0, I ) [8]. The
expectation can then be approximated as:

Eq(x |wn,η) [logp (wn |x ,Φ, β)] ≈
1
L

L∑
l=1

logp
(
wn |x

(l ),Φ, β
)

(8)

= log
(
θ
(l )
n β

)
wT
n (9)

where θ (l )n ∈ RZ is a row vector of topic distribution and θ
(l )
nz =

p
(
z |x (l ),Φ

)
is computed as in Eq. 2. For the whole corpus, the lower

bound is then approximated as:

L(Ψ) =

N∑
n=1

[
−
1
2

(
tr

(
(γ I )−1Σn

)
+

(
−µn

)T
(γ I )−1

(
−µn

)
− D + log

|γ I |

|Σn |

)
+ log

(
θ̂nβ

)
wT
n

]
(10)

where µn , diagonal Σn ∈ RD are outputs of the encoding feed-
forward neural network as shown in the left part of the whole
inference network of WTM in Figure 2. In the experiments, we set
H1 = H2 = H3 = H4 = 100. The embedding dimensionality P is
set to 300 and the visualization dimensionality is 2.

4 EXPERIMENTS
4.1 Datasets
We use four short-text datasets for assessing the performance of
WTM.We remove stopwords and documents with less than 3 words.
The first dataset is BBC2 which contains 2,220 BBC news articles
in 5 categories from 2004-2005 [4]. To keep it a short-text dataset,
we only use titles and headlines of articles. The second dataset is
SearchSnippet3 which consists of 12,267 web searched snippets
from 8 different domains [20]. The third dataset is YahooAnswers
from the Yahoo! Answers Comprehensive Questions and Answers
version 1.0 dataset [24]. YahooAnswers has 10 classes and 50,000

2http://mlg.ucd.ie/datasets/bbc.html
3http://jwebpro.sourceforge.net/data-web-snippets.tar.gz

http://mlg.ucd.ie/datasets/bbc.html
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Figure 2: The Inference Network of WTM

documents (5000 documents per class). We only use the question
title and the question content. The fourth dataset is AGNEWSwhich
contains 119,938 AG’s news articles from 4 classes. We only use
the title and description fields [24]. The average document length
is 12.02 words for BBC, 13.19 words for SearchSnippet, 10.75 for
YahooAnswers, and 15.4 for AGNEWS.

4.2 Comparative Baselines
There are two classes of baselines. The first class includes methods
for joint topic modeling and visualization: PLSV-VAE 4 [6, 19],
GaussianSV5 [12]. The second class includes methods for topic
modeling only. For visualization, we need to use t-SNE6 [15] to
visualize the documents’ topic proportions.We compare ourmethod
WTM with ProdLDA7 + t-SNE [23], ETM8 + t-SNE [3], PTM 9 +
t-SNE [25], and GPUDMM 9 + t-SNE [14]. In our experiments, we
use default parameter settings for all baselines. The batch size is
set to 256 for BBC, 1000 for SearchSnippet, 5000 for YahooAnswers,
and 10000 for AGNEWS. For word embeddings, we train skip-gram
[17] on each corpus and use these for all of the methods that rely
on word embeddings. We use dropout with probability p = 0.2 and
γ = 1. The number of samples L per document is set to 1. We use
Adam as our optimizing algorithm. The learning rate is set to 0.001.
Models are trained with 1000 epochs. All the experiment results
are averaged across five runs on a system with 64GB memory, an
Intel(R) Xeon(R) CPU E5-2623v3, 16 cores at 3.00GHz. The GPU in
use on this system is NVIDIA Quadro P2000 GPU with 1024 CUDA
cores and 5 GB GDDR5.

4.3 Visualization Quantitative Evaluation
In this task, we quantitatively measure the quality of the visualiza-
tion by employing the k-nearest neighbors (k-NN) accuracy in the
visualization space [6, 15]. We rely on the labels of documents and
a k-NN classifier is used to classify documents using their visualiza-
tion coordinates. A good visualization should group documents of
the same label together. Therefore, it will yield a high classification

4https://github.com/dangpnh2/plsv_vae
5https://github.com/tuanlvm/GaussianSV
6https://github.com/DmitryUlyanov/Multicore-TSNE
7https://github.com/akashgit/autoencoding_vi_for_topic_models
8https://github.com/adjidieng/ETM
9https://github.com/qiang2100/STTM
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Figure 3: k-NN accuracy in the visualization space. Vary k
with Z = 50 topics. GaussianSV is not shown in c), d) because
it does not return any results even after 48 hours of running

accuracy in the visualization space. Figures 3 and 4 show k-NN
accuracy of all models across datasets when we vary the k nearest
neighbors (Z = 50 topics) and when we vary the number of topicsZ
(k = 50) respectively. It can be seen from Figure 3 that our method
significantly outperforms other baselines across all settings and
datasets. Amongmethods for joint topic modeling and visualization,
WTM achieves better accuracy than PLSV-VAE because PLSV-VAE
is not designed for short texts. In some settings, PLSV-VAE is better
than the short-text topic models with t-SNE. This may be because
PLSV-VAE is a joint model, therefore it can sometimes beat the two
steps approach for short texts. WTM is better than GaussianSV
while it runs much faster than GaussianSV, as shown in Section 4.6.
GaussianSV are not shown in Figures 3c and 3d because it does not
scale well to these large datasets. It does not return any results even
after 48 hours of running. For other baselines that rely on t-SNE
for visualization, their accuracies are lower than WTM. This shows
that the two-step approach for visualization is not ideal. Results in
Figure 4 also show that WTM is stable across different numbers of
topics and beats all the baselines in most of the settings.

4.4 Topic Coherence
In this task, we aim to show that while achieving good visualization
results, WTM also generates a good topic model. We evaluate the
quality of topic models in terms of topic coherence. We use the Nor-
malized Pointwise Mutual Information (NPMI) [9] estimated based
on a large external corpus.We useWikipedia 7-gram dataset created
from the Wikipedia10 dump data as of June 2008 version 12. The

10https://nlp.cs.nyu.edu/wikipedia-data/

https://github.com/DmitryUlyanov/Multicore-TSNE
https://github.com/akashgit/autoencoding_vi_for_topic_models
https://github.com/adjidieng/ETM
https://github.com/qiang2100/STTM
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Figure 4: k-NN accuracy in the visualization space. Vary top-
ics Z with k = 50. GaussianSV is not shown in c), d) because
it does not return any results even after 48 hours of running

Normalized Pointwise Mutual Information of a given pair of words
is computed as NPMI (wi ,w j ) = log p(wi ,w j )

p(wi )p(w j )
/(− logp(wi ,w j )).

For each topic, we compute its NMPI based on the average of the
pairwise NPMI of its top 10 words. For each method, we average
NPMI of its topics and report the results. Figure 5 shows the NPMI
scores of all the models with respect to different numbers of topics.
Except for YahooAnswers in Figure 5c where WTM achieves an
NPMI score as good as those by other baselines, for other datasets,
WTM can achieve better results. This shows that WTM can find
good topics while producing better visualization. In Table 1, we
show some example topics found by WTM in AGNEWS dataset for
a qualitative evaluation of topic quality.

4.5 Short Texts Visualization Examples
In this section, we show some visualization examples by different
methods. Due to space constraints, we only show the visualizations
by our method and the next three best methods on SearchSnippet
(Figure 6), YahooAnswers (Figure 7), and AGNEWS (Figure 8). It can
be seen that the classes in PTM’s and GPUDMM’s visualization are
often mixed together. In Figure 6b, PLSV mixes some documents
of health and business together while WTM can separate well the
two classes. In Figure 8b, while business and sports are not well
separated in PLSV, WTM can differentiate these two classes.

4.6 Running Time Comparison
We measure the average running time by different methods. Figure
9 shows the results. GaussianSV does not scale well to large datasets.
We do not show GaussianSV in Figures 9c, 9d because it does not
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number of topics Z . GaussianSV are not shown in c), d) be-
cause it does not return any results even after 48 hours of
running

Figure 6: Visualization of SearchSnippet by different meth-
ods (Z = 50 topics)
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Table 1: Example topics found by WTM in AGNEWS dataset

Sci/Tech Business Sports World
Topic27 Topic30 Topic35 Topic6 Topic28 Topic29 Topic43 Topic5 Topic23 Topic37
microsoft space computer rate quarter game game baghdad people minister
search nasa apple reserve profit team bowl killed killed election
window scientist processor federal sale player team iraqi police prime
software moon intel interest third league season iraq official president
google earth company price percent sport coach city reuters iraq

Figure 7: Visualization of YahooAnswers by different meth-
ods (Z = 50 topics)

Figure 8: Visualization of AGNEWS by different methods
(Z = 50 topics)
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Figure 9: Running time comparison

return any results even after 48 hours of running. For two-step
approach methods, PTM, ETM, ProdLDA, and GPUDMM, we do
not count the running time of t-SNE. We can see from the figure
that WTM scales well to very large datasets.

5 CONCLUSION
We propose WTM, a word embedding topic model for jointly gen-
erating topic model and visualization of short texts. To deal with
the sparsity of word co-occurrences, WTM leverages semantic in-
formation of word embeddings to enrich the learned topic model
and visualization. WTM assumes that topics have representations
in both visualization space and word embedding space. WTM ties
together the visualization coordinates, topic embeddings, and word
embeddings into a single generative process to explain the gen-
eration of documents. The extensive experiments show that our
method scales well to large datasets and it outperforms state-of-
the-art methods in terms of k-NN accuracy and topic coherence in
most settings.
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