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tious disease remain unclear. In this paper, we propose an eco-epidemiological model of
prey and predator interactions with assumptions that (1) The predator has cooperative
social behavior in hunting prey; (2) The predator experiences component Allee effect gen-
erated from limited mating; (3) The disease can spread among predators. Our proposed

giﬁx(;ricésémiological model model is novel to study the joint effects of cooperative behavior, mating limitation and
Component Allee effect disease in predator. We first investigate the dynamics of the disease-free model in four
Cooperative hunting cases based on whether predators have mate limitation or cooperation as well as one-
Mating limitation and two-parameter bifurcations. Analytical results show that the introduction of mate lim-

itation generates a strong Allee effect and Hopf bifurcation. It is found that increasing
mate limitation in a reasonable region stabilizes the system, but excessive limiting strength
would lead the coexistence equilibrium to go extinction. We also study the dynamics of the
predator-prey model in presence of disease. The theoretical result shows that the model
always has a predator-extinction equilibrium which is always locally stable. We then ex-
plore how mate limitation affect the transmissibility of disease among cooperative preda-
tors. The results show that mating limitation can save the predator from disease-driven
extinction and lead the disease to disappear from the system when the cooperation co-
efficient is large, while it drives the predators to die out if the cooperation coefficient is
small. Our results indicate that the proposed model incorporating component Allee effect
exhibits rich and complex dynamic behaviors. The interesting findings provide more per-
spectives on protection and disease control of populations in complex communities.

© 2021 Elsevier Inc. All rights reserved.

1. Introduction

Infectious disease has been an enormous threat to global wildlife conservation and human health. Smith et al. [1] have
shown that 4% of species extinction and 8% of the endangered status of species since 1500 are related to the spread of
infectious disease. Recent study [2] has predicted that human mortality caused by infectious disease remains about 13-15
million annually until at least 2030. These evidence indicate that it is still a major challenge for human public health to
control the exposure of infectious diseases in plants and animals. As we all know, disease outbreaks must take place in
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ecological communities. Generally, there are many species involved in the infection dynamics of disease. In 2015, Johnson
et al. [3] summarized the reasons why infectious disease research needs community ecology, and pointed out that managing
the challenges of emerging infectious disease requires a clear understanding of the full ecological context of infection and
transmission. Since the changes of environmental factors in the ecological community are likely to regulate or enhance the
disease further transmission [4], and the prevalence of disease may also threaten the species’ survival even alter entire
community structure [5]. Thus, it is essential to study the interactions between ecological communities and the related
infectious diseases spreading for implement management efforts.

Mathematical modeling has contributed significantly to our understanding of both the ecosystem and the epidemiology
of infection diseases [6-10]. Eco-epidemiological model describes interspecific interaction between species as well as trans-
mission dynamics of the disease, and is a powerful theoretical tool for analyzing the above eco-epidemiological issues. The
use of eco-epidemiological model to study the impact of the disease on ecological community can date back to the work
of Anderson and May [11]. Since then, there have been many studies focused on the predator-prey models with the dis-
ease among the prey/predator population ([12-16] and the references therein). Sasmal and Chattopadhyay [12] provided a
general eco-epidemiological predator-prey model with the predators subject to weak Allee effect, and demonstrated that
weak Allee effect can create or destroy the predators’ survival. Kang et al. [13] considered strong Allee effect occurring in
the preys, and showed that the disease can save the prey from predation-driven extinction. The two studies assume that
the disease spread among the population of preys, while the infectious disease can also cause trouble in predators. Su et al.
[14] explored the impacts of the disease on the predators which are subject to weak Allee effect in an eco-epidemiological
model. These works provide useful insights into the ecological context of infection and transmission.

The above mentioned eco-epidemiological predator-prey models incorporate weak or strong Allee effect which are de-
mographic Allee effects, i.e., a positive relationship between the overall individual fitness and population density (usually
quantified by the per capita growth rate [17]). Besides the demographic Allee effect, a component Allee effect is also a sig-
nificant subcategory of Allee effect used in the ecology literature which is the positive relationship between any measurable
component of individual fitness and population size or density. Some literature has shown that various ecological mecha-
nisms can generate component Allee effects in the natural community, including mate limitation [18], cooperative feeding
[19] and cooperative breed [20]. Recently, the research by Bourbeau-Lemieux contributes to the evidence that the compo-
nent Allee effects can exacerbate the effects of other environmental drivers and increase the risk of extinction of small-size
populations [21]. Therefore, it is meaningful to understand a particular specie and its ecological conservation by considering
the varying component fitness. Some researchers have recognized the need for the exploration of component Allee effect
by using theoretical models and have achieved some good findings. Terry [22] explored four predator-prey models with a
component Allee effect induced by mating limitation, and they found that the predator will always die out if the initial
density of predator or prey population is sufficiently small. Aguirre et al. [23,24] investigated the Leslie-type predator-prey
models with a component Allee effect induced by the reducing breeding at low densities, and gave the conditions for the
long-term extinction or survival of predator and prey populations.

Group hunting behavior also widely exists in the predator-prey model as well as Allee effect mechanisms ([25-27]). Co-
operative hunting is common among the animals, which benefits the survival of predators as a result of getting enough food
through cooperation [28-30]. There are many living communities that search and attack preys by cooperation, such as lions
[31], African wild dogs [32], wolves [33], birds [34]| and ants [35]. Mathematical modelling of cooperative hunting behavior
has been studied extensively. Cosner et al. [36] proposed a predator-prey model with various forms of functional response
function which takes into account the spatial distribution of predators and opportunities for predation. Berec [37] formu-
lated a generalized cooperative hunting model and showed that the cooperation can destabilize the coexistence of the model
and lead to oscillations. Alves and Hilker [30] did an extended work on a predator-prey model with hunting cooperation in
the predator, and explored the impact of hunting cooperation on the density of population and stability of the ecological
model. Some insightful reviews pointed that the social hunting behavior and component Allee effect can co-occur in sev-
eral species [17,19,38]. Therefore, it is meaningful to incorporate the hunting cooperation into a mathematical model that
described a living community experienced component Allee effect. This is one of our main concerns in the paper.

Many researchers have investigated the eco-epidemiological predator-prey model with social hunting behavior (i.e.,
[28,39]). For instance, Hilker et al. [28] presented a predator-prey model with social predation subject to infectious disease,
and the results showed that the system has bistable dynamics, i.e., the predator population with low-size goes to extinc-
tion driven by disease, while the predator population with high-size survives due to strong hunting cooperation. In reality,
there is such a scenario that the population dynamics of some social species may be influenced by Allee effects and some
diseases simultaneously. For instance, wolves are typical monogamous mammals preying in groups and search for mates
only within a maximum distance [40-42], and various pathogens of wolf disease have been observed in the southern Lake
Superior region where wolves are subject to a weak Allee effect induced by mate-finding. Inspired by the characteristics
of wolves as described in the above example, in this paper, we propose a predator-prey model with the diseased predator
subject to mating limitation and cooperative hunting. This theoretical framework is expected to reveal how the interplay
among disease, mating limitation, and hunting cooperation can affect the dynamical pattern of the system, especially for
the impact on the establishment and extinction of disease.

The rest of this paper is organized as follows: in Section 2, we present the derivation of our model and give the primary
results; in Section 3, we investigate the dynamical behaviors of the disease-free model in four cases, and present bifurcation
diagrams to illustrate the biological effects of mating limitation and cooperation on the dynamics of predator and prey; in
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Section 4, the dynamics of the full model is analyzed, and the bifurcation diagrams are carried out to explore the joint effects
of key factors including the disease transmission rate, the mating limitation parameter and the cooperation coefficient on
the population dynamics; in Section 5, we end this paper with a discussion.

2. Model formulation

In this section, we formulate the eco-epidemiological model with social predation subject to mating limitation and dis-
ease.

The population of prey and predator are denoted by N and P respectively. In the absence of predation, we assume that the
dynamics of the prey population is described by the logistic equation, i.e., ‘L—’;’ = rN(l - %) where r is the intrinsic growth
rate, K is the environmental carrying capacity. In the presence of predation, we assume that the predators are specialists
and generally capture the preys through cooperation. The cooperative behaviour in hunting is considered to increase the
successful attack rate with the increasing density of predators. Alves, Hilker et al. [28-30] propose a density-dependent
function ¢ (P) = a + bP to model the attack rate, where a > 0 is the constant attack rate of individual predator without
cooperation, b > 0 is the strength of cooperation. In this paper, we also choose the above function to describe the cooperative
hunting behaviour of the predator. This gives

dN N
o= rN(l _ R) — @+ bP NP,
Effects of cooperation in hunting
dp
il e(a+ bP)NP — mP, (1)

where m is the natural death rate of the predator. In the case that there is no cooperation in hunting, we have b =0 and
the model (1) reduces to the traditional Lotka-Volterra model

N _ rN(l - ﬂ) — aNP,

dt K
dP
€I eaNP — mP. (2)

Now we consider predator experiences mating limitation that affects its own reproduction. We assume that the repro-
duction of predator is affected by mating limitation that can be modeled by P%a based on the biological support [43]. We

ignore the time delay due to gestation, and assume that the growth rate of predator is proportional to the product of the
predation rate and a component Allee effect due to mating limitation, i.e., ea%,,(a + bP)NP, where 0 < e < 1 is the efficiency

of energy conversion. Based on the above assumptions, the predator-prey model with predator subject to component Allee
effect and hunting cooperation can be described by the following ODE equations:

dN N
dp P
~——

Mating limitation

In the presence of infectious disease in predator, we assume that there is only one disease which spreads among preda-
tors, and the total predators P are divided into two subclasses: susceptible and infectious which are denoted by S and
I respectively. The susceptible predators are assumed to acquire infection of the disease at the rate SSI, where 8 is the
transmission rate of disease. In addition, we also assume that: (a) the infected predator will transmit the infectious disease
vertically; (b) the infected predator can not recover from the disease, and will lead to an additional disease-induced death
rate; (c) the disease has little effect on cooperative hunting behaviour (the successful attack rate in predation) and mating
rate. The assumption (c) indicates that the susceptible and infected predators have the same density-dependent coopera-
tion strength b, and the attack rates ¢(S,I) of the susceptible and infected predators are both described by the function
@ (S, 1) =a+b(S+1), which has been proposed in the paper [28]. The assumption (c) also indicates that the presence of
disease has little effect on predators’ mating, i.e., any individual in predator population has equal opportunity to mating
successfully with rate —3tL.. Based on the assumptions, we have the following differential equations to describe the eco-

a+S+I*
epidemiological predator-prey model with the social predator subject to component Allee effect:

dN N

= rN<1 - E) —la+bS+DINES+1),
ds S+l

v em[a—i-b(SJrl)]NS—,BSI— mS,
dl - S+I

I :em[a+b(s+l)]N1+ﬁSI—ml—;u. (4)

113



L. Wang, Z. Qiu, T. Feng et al. Applied Mathematical Modelling 101 (2022) 111-131

Table 1
Equilibria and their stability of model (3) in case (a), where N, = 2, P, =
& (1 a)-
Equilibrium  Existence  Stability Condition
Ep(0,0) always always unstable
Ex (K, 0) always globally asymptotically stable if % <1
E.(N.,P.) % >1 globally asymptotically stable if it exists
Sink
03 Source
) Saddle
o 0.2

Fig. 1. One parameter bifurcation diagram describes the number of positive equilibria and their changes in stability when « increases from 0 to 2. The
following parameters are used: r=1, K =10, e=0.2, m= 0.3, and a = 3. In Fig. 1, the blue line represents sink, the green line represents saddle, the red
line represents source, and H* denotes Hopf bifurcation.

The purpose of this paper is to understand how the Allee parameter « and the transmission rate of disease S affect the
dynamics of the predator-prey model (4). In order to carry out the investigation, we present some preliminary results first.
Let

Q= {(N,s,z)eRi:0§N§1<,0§N+s+15 M],
m

. Then we have

2
where M = Krm~

Theorem 1. The set 2 is positive invariant, and all solutions of the model (4) are ultimately bounded within the region.

3. Dynamics of the populations without disease in predator

In order to investigate the dynamical behaviors of model (4), in this section let us first study the dynamics of model (3).
Straightforward computation yields that the model (3) always has two boundary equilibria Eq(0, 0), Ex (K, 0). For con-
venience, when the model (3) has a unique positive equilibrium, we define it as E.(N,, P,); when the model (3) has two
positive equilibria, we define them as Ef(Nj, Py), E5(N5, P5) where P; < P;. Next, based on the existence of cooperation and
mating limitation, we discuss the model (3) in four cases.
Case (a): « =0, b=0. In the absence of mating limitation and hunting cooperation, the predator-prey model (3) is the
classical Lotka-Volterra predator-prey model with a logistic growth in prey population. It is well known that the dynamical
behavior of the model (3) in this case is completely determined by ’% which is called the basic reproduction number
of predator. If ’% < 1, the boundary equilibrium Eg is globally asymptotically stable; if % > 1, the model has a positive
equilibrium E, which is globally asymptotically stable. All the above results can be seen in Table 1.
Case (b): o > 0, b = 0. In the absence of hunting cooperation, the model (3) is reduced into

N _ rN(l - ﬂ) — aNP,

dt K
dP
@ =eaa+PNP—mP. (5)

The classification for the existence and local stability of the equilibria is summarized in Theorem 2. In order to illustrate the
impact of « on the stability of coexistence equilibria of model (5), we also present the one-parameter bifurcation diagrams
with varying « as shown in Fig. 1.
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Table 2
Equilibria and their stability of model (5), where Nj,=K-
(eaK—m)F/(m—eaK)2 -4 X ea?mar pro— (eak—m)F+/(m—eak)2—4 K ea?mar

2ea *U12 T .

2Keq?

Equilibrium  Existence Stability Condition

Ey(0,0) always always unstable

Ex (K, 0) always locally asymptotically stable
Ex(N:,P) Kea . 1and o < MGKPr saddle if it exists

E; (N3, Py) Kea - 1 and o < (¢KPr jocally stable if 4 > ea%

Table 3

Equilibria and their stability of model (1).
Equilibrium  Existence Stability Condition
Ey(0,0) always unstable
Ex (K, 0) always locally asymptotically stable if % <1
E.(N..P,) Kea . 1;0or Ko — 1, @ _p  Jocally asymptotically stable if & > ebP,
EX(N;, PY) Kea 9, € _pand saddle if it exists

2(a%+3br) [aﬁ /a2 +3br] +3br
L - 1

27br

E; (N3, P5) % <1, ? < b and locally asymptotically stable if § > ebP;

EE

2(a+3br) [+ /@ +3br ] +3br
m TNV
oK 7B

14 4
Sink Sink

1.2 - Source 3 Source
o2
1
0

0 0.5 1 1.5
b
(a) £e2 >1 (b) Ke2 <1

Fig. 2. One parameter bifurcation diagrams with varying b under two scenarios: % >1 and ’% < 1. The following two sets of parameters are used in

Fig. 2(a) and (b), respectively: (a)r=1,K=5,a=03,e=0.2, m=0.2; (b)r=3,K=10,a=0.1, e= 0.2, m = 0.4. Fig. 2 describes the number of positive
equilibria and their changes in stability as increasing b, where the blue line represents sink, the green line represents saddle, the red line represents source,
and H* denotes Hopf bifurcation.

Theorem 2. The model (5) always has two boundary equilibria Ey(0, 0) and Ex (K, 0), and can have up to two positive equilibria.
Sufficient conditions for the existence and stability of these equilibria are shown in Table 2.

According to Theorem 2, the model may have two positive equilibria E and E} when « is small, where E3 is locally
stable and Ej is a saddle. Under such a scenario, the model has two attractors: Ex and the coexistence attractor E;, and
the predator may die out or coexist with the prey depending on its initial conditions. It implies that the mating limitation
parameter o can generate strong Allee effects in predator when « is not large enough. Moreover, the bifurcation diagram
in Fig. 1 suggests that: (a) Large values of o can reduce the size of predator population; (b) Increasing the values of @ can
destabilize first and then stabilize the system, but too large values lead to the extinction of predator population and leave
only prey to survive in the system.

Case (c): @ =0, b > 0. In this case, the predator-prey model has no mating limitation in predator. The model (3) is reduced
into model (1), which has been proposed in the paper [30]. In [30], the authors show that strong hunting cooperation (b > 0)
can ensure the persistence of the predator population when predators would extinct in the absence of hunting cooperation
by numerical simulations. In this paper, we study the dynamical behaviors of this model theoretically, and provide sufficient
conditions for the existence and stability of equilibria. We summarize the results of model (1) in Theorem 3, and also
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Fig. 3. Two parameter bifurcation diagrams in « — b plane describes the number of positive equilibrium with varying « and b, and the following parameters
are used : r=3,K=5,a=0.1, e=0.2, m=0.3. In the black region, the model (3) has two positive equilibria; in the white region, the model (3) has no
positive equilibrium.

a=05 b=5
1 1
Sink : gink
ource
0.8} - Source 0.8 .
Saddle H Saddle
0.6} 0.6\\
o H o
0.4} 0.4}
0.2f 0.2
00 1 2 3 0O 0.5 1 1.5 2
b o

(a) (b)

Fig. 4. One parameter bifurcation diagrams in Fig. 4 describe the stability of positive equilibrium as increasing b and « respectively. We fix r=1, K =5,
a=03,e=02 m=02, ¢ =0.5in Fig. 4a), and fix r=3, K=5,a=0.1, e=0.2, m=0.3, b=5 in Fig. 4(b). The blue line means sink, the green line
means saddle, the red line means source, and H* denotes Hopf bifurcation.

present the bifurcation diagrams with varying cooperation coefficient b in Fig. 2 to explore the impact of cooperation on the
dynamics of predator.

Theorem 3. The model (1) always has two boundary equilibria Ey(0, 0) and Ex (K, 0), and can have up to two positive equilibria.
Sufficient conditions for the existence and stability of these equilibria are shown in Table 3.

According to Theorem 3, the number of positive equilibrium can be classified into two scenarios: if % > 1, the model

can have only one positive equilibrium; if '% < 1, the model may have zero or two positive equilibria. It indicates that the
basic reproduction number of predator % is very important for the model (1). Under the second scenario, large b enables
the model to exhibit two positive equilibrium E; and E;, where E; may be locally stable while Ej is a saddle. It suggests
that the model has bistability between Ex and E%, and a large cooperation coefficient b can generate strong Allee effect.
Moreover, the bifurcation diagrams in Fig. 2(a) and (b) correspond to above two scenarios respectively, which provide the
additional information that: (a) increasing the values of b can increase first and then reduce the size of predator population;
(b) too large value of b destabilizes the system and leads to a Hopf bifurcation.
Case (d): o >0, b> 0. In this case, the model (3) has both mating limitation and hunting cooperation in predator. The
classification for the existence and local stability of the equilibria is summarized in Theorem 4. In order to explore the
impacts of @ and b on the existence and stability of model (3), one-parameter and two-parameter bifurcation diagrams are
simulated as shown in Figs. 3 and 4.
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Table 4
Equilibria and their stability of model (3) when o > 0 and b > 0. See the Appendix D for the
detailed expressions of y», n and function H(P).

Equilibrium  Existence Stability Condition
Ey(0,0) always always unstable
Ex (K, 0) always locally asymptotically stable
E; (N3, P}) @k~ 1,H(n) <0 or saddle if it exists
ak _1,b> L H'(y;) <0, H(n) <0
E;(N3.P;) % >1,H(n) <0 or locally asymptotically stable

Wb L H () <0 Hm) <0 i > eb i et (a+ bPy)

Theorem 4. The model (3) always has two boundary equilibria Eq(0, 0) and Ex (K, 0), and may have zero or two positive equi-
libria. Sufficient conditions for the existence and stability of these equilibria are shown in Table 4.

Table 4 shows the sufficient conditions for the existence of positive equilibrium. From H(n) < 0, we can get that o <

2 2 . . . . . .
—(% n*+ Zerﬁgi’( n+ 4 :nbgz)fb Kn2 4 ’"’n‘iaK n). It indicates that a smaller value of « is beneficial to the existence of positive

equilibrium. Similarly, b > é implies that the model has a positive equilibrium when the value of b is large. However, due
to the complexity of these conditions, the above implications are part of the information that explains the impact of «
and b on the dynamical behavior of positive equilibrium. Therefore, we take bifurcation diagram in Fig. 3 to illustrate the
effects of both the parameters intuitively. From Fig. 3, large values of b and small values of « favor the existence of positive
equilibrium. Moreover, the one-parameter bifurcations in Fig. 4 suggest that b and « can affect the dynamics of model
(3) in three ways: (a) increasing b as well as « is potential to reduce the size of predator population; (b) too large values of
b destabilize the system and lead to a Hopf bifurcation; (c) large values of « are potential to stabilize the system, but too
large values lead all the predator to go extinction. Fig. 4 also indicates that & and b can generate strong Allee effect since
the model exhibits bistability between the boundary equilibrium Ex and positive equilibrium E3.

4. Dynamics of populations with disease in predator

In this section, we consider the dynamics of full model (4).
Straight forward computation yields that the model (4) always has two boundary equilibria Ey(0, 0, 0) and Eg (K, 0, 0). In
order to classify the existence of other equilibria of model (4), we first define two functions F(P), G(P) as

1
=earopp ™

By using the same arguments in the discussions of model (3), the positive roots of the functions F(P) and G(P) provide
us the information on the number of boundary equilibria of model (4) on N-S and N-I coordinate plane respectively. For
convenience, we denote the two boundary equilibrium on the N-S plane as E§(N§, S3.0), E5(N3. S5, 0) where S§ < S5, and
the two boundary equilibria on the N-I plane as Ef (N}, 0,1}), E5 (N5, 0, 1) where I} <Ii. The model (4) may have zero or
two boundary equilibria on both N-S and N-I coordinate planes depending on the signs of F(S;) and G(I.), where S. and I,
are extreme points such that F/(S¢) =0, G'(Ic) = 0. The detailed sufficient conditions for the existence of Ef, Eg, E% and E£
are summarized in Table 5.

Assume that E,(N,, S,, I.) is the positive equilibrium of model (4). Then we have

N,
«yrf>—m+m&+LHGwH0=Q

S.+1, _

ol b+ LN, — Bl —m =0,
St b A L)N, + BS. —m— =0 (6)
0[+S*+I* % % s * M =u.

Subtracting the third equation from the second equation gives that S, + L, = % Then, by substituting S, + I, = % into the
first equation, we obtain

1 b u
M:Kﬁrm+ﬂ)ﬂ}
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Table 5
Equilibria and their stability of model (4).
Equilibrium Existence Stability Condition
Ey(0,0,0) always unstable
Ex(K,0,0) always locally asymptotically stable
E(N;.S5.0)  F(So) >0 a saddle if it exists
E§(N§,S§, 0 F(Sc) >0 locally asymptotically stable if % >S5 and

7>eb( +e %2 (a+bS5)

+55 (a+53)2
Ef (N 0.1} G()>0 a saddle if it exists
E} (N; 0.1 GU.) >0 locally asymptotically stable if % <[, and
eb”,,+e )z(a+bl‘)

(a+I})
E.(N,,S..1.) F(%) >0, G(%) <0 locally asymptotically stable if a; (E,) > 0,
a;(E.) > 0 and a; (E.)az (E.) > ao(E.)

It then follows that

1 % bu 1 % bu
S*=ﬂ|:m+u_eot+’é(a+,3)N*i|’ I*zﬁ[ea‘l‘g(a—i_ﬂ)l\]*_m}

The existence of positive equilibrium also requires that N, > 0, S, >0, I, > 0, i.e,,

"
B bu b
m<el<a+ﬂ(a+ B [1—(a+ B ﬂ]<m+,u. (7)

Therefore, if the inequality (7) holds, the model (4) has a unique positive equilibrium. Notice that if the model (4) has the
positive equilibrium E., the steady-state of total predator population P, = S, + I, identically equals % for any given 8 and pu.

Substituting P, = 3 into the inequality (7) gives that

m(o +P,) (m+ ) (o +P)
e(a+ bP,)P, ~e(a+bP)P.

It then follows from the expressions of F(P) and G(P) that

F(%) >0, G(%) <0

Therefore, if F(%) >0 and G(%) < 0 hold, the model (4) has a unique positive equilibrium E, (N,, S, L;).

< K[l - %(a+bP*)P*] <

The stability of the equilibria in model (4) is determined by the eigenvalues of its Jacobian matrix. We summarize the
results on the existence and stability of these equilibria in Theorem 5.

Theorem 5. The model (4) always has two boundary equilibria Ey(0, 0,0) and Ex (K, 0, 0). In addition, the model (4) may have
two potential boundary equilibria on the N-S plane and N-I plane and one potential positive equilibrium. Sufficient conditions for
the existence and stability of these equilibria are shown in Table 5.

Notes. Above discussions suggest that the existence of boundary equilibria E3, E5, Ef, E} has an essential role in the
existence of positive equilibrium E,. We illustrate it by the following two scenarios:

e When F(S;) > 0 and G(I) > 0, the model (4) has two boundary equilibria E3, Eg on the N-S coordinate plane as well as
two boundary equilibria E!, E} on the N-I coordinate plane (see Fig. 5(a)). If and only if I, < % <S5 or S < % <1, then
the inequalities F(%) > 0, G(%) < 0 hold, i.e., the model (4) has a unique positive equilibrium E, for any % € (S§ I{)
or (I3, S3).

» When F(S¢) > 0 and G(Ic) < 0, the model (4) only has two boundary equilibria E, E5 on the N-S coordinate plane but no
boundary equilibrium on N-I coordinate plane (see Fig. 5(b)). If and only if S§ < % < Sg. then the inequalities F(%) > 0,

G(%) < 0 hold, i.e., the model (4) has a unique positive equilibrium for any % € (5?5;)

Above two scenarios suggest that if the function F(P) has no positive root, i.e., F(S:) < 0 holds on the interval (0, +0),
then the function G(P) also has no positive root since F(P) > G(P), and there does not exist % such that F (%) >0 and

G(%) < 0 (see Fig. 5(c)). It indicates that if the model (4) has no boundary equilibrium on the N-S plane, then it has no
boundary equilibrium on the N-I plane or positive equilibrium in the first quadrant.
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Fig. 5. Three cases for the functions F(P) and G(P) on (0, +00). Fig. 5(a) indicates that the model (4) has two boundary equilibria on N-S coordinate plane
and two boundary equilibria on N-I coordinate plane. Fig. 5(b) indicates that the model (4) has two boundary equilibria on N-S coordinate plane but has
no boundary equilibrium on N-I coordinate plane. Fig. 5(c) indicates that the model (4) has no boundary equilibrium on N-S coordinate plane and N-I
coordinate plane.

Numerical investigation and bifurcation diagrams: Based on the above analysis, the predator-prey model (4) can have up to
seven equilibria, but it has at most two attractors (bistability) at once. In order to further explore the dynamical patterns of
the model (4) with varying key parameters. We take one-parameter and two-parameter bifurcation diagrams to investigate
how the mating limitation level ¢, cooperation coefficient b and disease transmission rate § affect the existence and stability
of the positive equilibrium as well as the establishment of disease in the system.

(a) The effects of disease

Fig. 6 illustrates the number and stability of positive equilibrium with two varying parameters. For convenience, we fix
r=1,K=10,a=2,b=05,e=0.1, m=0.3, ©u=0.2 but vary 8 and « in Fig. 6(a), and fix r=3, K=5,a=0.2, o =0.2,
e=0.1, m=0.35, £ =0.25 but vary 8 and b in Fig. 6(b) as two typical examples. Fig. 6(a) suggests that small values of
mating limitation o guarantee the existence of positive equilibrium, and the combination with small values of transmission
rate B can stabilize the positive equilibrium. The result in Fig. 6(b) suggests that large values of cooperation coefficient b
enable the model to have positive equilibrium, and combined with small values of transmission rate 8 stabilize the system,
which means that the disease will be persistent in the system.

Then, we choose o = 0.25 and o = 0.5 in Fig. 6(a) respectively, and take the additional bifurcation diagrams of the posi-
tive equilibrium as well as the boundary equilibria E$, ES, E}, E} with respect to 8 as shown in Fig. 7. The other parameter
values are the same as in Fig. 6(a).

For o = 0.25 (see Fig. 7(a) and (c)): When B is small (see the region Aps), there are two boundary equilibria E?, E§ where
Ef is unstable and Eg is locally stable, and there are also two boundary equilibria E!, Eé where both of them are unstable;
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Fig. 6. Two parameter bifurcation diagrams in o — 8 plane and b — 8 plane respectively. Fig. 6(a) describes the number and stability of positive equilibrium
of model (4) with varying o and $, and the other values of parameters are: r=1, K=10,a=2, b=0.5, e=0.1, m= 0.3, u = 0.2. Fig. 6(b) describes the
number and stability of positive equilibrium of model (4) with varying b and 8, and the other values of parameters are: r=3, K=5, a=0.2,  =0.2,
e=0.1, m=0.35, © = 0.25. In blue regions, the unique positive equilibrium is stable; in green regions, the unique positive equilibrium is unstable; in the
white regions, the model has no positive equilibrium.
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Fig. 7. One parameter bifurcation diagrams of model (4) with varying disease transmission rate §. In the left panels, « = 0.25; in the right panels, @ = 0.5.
The boundary equilibria Ef, E; are denoted by triangle, the boundary equilibria EQ, Eé are denoted by small circle, and the positive equilibrium E, is denoted
by asterisk. Blue markers (green markers) represent that the equilibria are stable (unstable). H denotes the Hopf bifurcation point. In area Ay, only prey
and susceptible predator can coexist stably; in area Ay;, only prey and infected predator can coexist stably; in area A, both prey, susceptible predator and
infected predator can coexist stably; in area A,, only prey exists in system.

120



L. Wang, Z. Qiu, T. Feng et al. Applied Mathematical Modelling 101 (2022) 111-131

A A A A A . A
08 n: :nSI: n 08 ns . : HSI: . n
o6f & % | 0.6/ Vo
! ! T !
P X
o 0.4 Lo ] » 0.4 v
E 1 . b
(Sae | Ty 1 E1S
0.2 : * : E 0.2} : :
: *? * ) : * : 1 1
0 : 1H ‘ ‘ 0 1oy ;1E1&E2
0 0.4 0.8 1.2 1.6 0 0.4 0.8 1.2 1.6
B B
(a) b=5 (b) b=38
A A A A A A
05 ns I‘ﬂSII - n . 05 ns - l nSI; - ni -
0.4 : Lo 1 0.4 VS E,
L gH k! 3
0.3 P 0.3 o
- 1 1 E - Iy'6 :
0.2 VR : 0.2 Lo
1 1 1 1 E,
0.1 Lo o 0.1 Lo
sasssssabh oo AT A T ‘
% 0.4 0.8 1.2 1.6 0 0.4 0.8 1.2 1.6
B B
() b=5 (d)b=38

Fig. 8. One parameter bifurcation diagrams of model (4) with varying disease transmission rate 8. In the left panels, b = 5; in the right panels, b = 8. The
boundary equilibria E§, ES are denoted by triangle, the boundary equilibria E{, E} are denoted by small circle, and the positive equilibrium E, is denoted
by asterisk. Blue markers (green markers) represent that the equilibria are stable (unstable). H denotes the Hopf bifurcation point. In area A, only prey
and susceptible predator can coexist stably; in area A;, only prey and infected predator can coexist stably; in area A, both prey, susceptible predator and
infected predator can coexist stably; in area A,, only prey exists in system.

As B increases (see the region A,), the stable boundary equilibrium Eg becomes unstable and a stable positive equilibrium
E. appears; Further increasing § stabilizes the boundary equilibria Eé and enables the positive equilibrium E, to disappear
(see the region Ay;); If B continues to increase, the model has positive equilibrium E, again which remains unstable.

For o = 0.5 (see Fig. 7(b) and (d)): When g is small (see the region A;s), the model only has two boundary equilibria
E3, ES where E5 is stable and E3 is unstable; as 8 continues to increase (see the region A,g;), the boundary equilibrium E5
becomes unstable, and the model has a stable positive equilibrium E,; Then further increasing 8 destabilizes the positive
equilibrium and leads to a Hopf bifurcation, and further increasing drives the positive equilibrium to disappear (see the
region Ay;)-

Biological implications: Fig. 7 suggests that when the mating limitation is weak, increasing the disease transmission rate
promotes the disease to establish itself in the system and further increasing drives all the susceptible predator but not
infected ones to extinct; While when the mating limitation is strong, large value of the disease transmission rate drives the
whole predator population to die out and only preys are left in the system.

We also choose b =5 and b = 8 in Fig. 6(b), and take additional bifurcation diagrams to explore insights into the dynam-
ical patterns of disease establishment in the system by varying transmission rate under the different cooperation coefficient
b. The results are illustrated in Fig. 8, which is very similar to Fig. 7. Therefore, we summarize the biological implications of
Fig. 8 directly.

Biological implications: When the hunting cooperation is weak, increasing the disease transmission rate enables the dis-
ease to persist in the system, further increasing drives the whole predator population to die out and leaves only the prey to
survive; When the hunting cooperation is strong, large values of the transmission rate drive all the susceptible predator to
extinct.

(b) The effects of hunting cooperation

121



L. Wang, Z. Qiu, T. Feng et al.

b=3.3

Q25

b=

-

Applied Mathematical Modelling 101 (2022) 111-131

m||||HHHHM|||”i| ‘

2=0.38 0.5 2=0.61
«

Fig. 9. Two parameters bifurcation diagrams for the existence of positive equilibrium of model (4). We fixr=1.5,K=5,a=0.2,  =02,e=0.15,m=0.2,
n=0.1, = (0,5), b= (0,15). In blue region, the positive equilibrium is stable; in green region, the positive equilibrium is unstable.
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Fig. 10. One parameter bifurcation diagrams of model (4) with varying disease transmission rate §. In the left panels, & = 0.38; in the right panels,
o = 0.61. The boundary equilibria Ef, E§ are denoted by triangle, the boundary equilibria E{, Eé are denoted by small circle, and the positive equilibrium E,
is denoted by asterisk. Blue markers (green markers) represent that the equilibria are stable (unstable). H denotes the Hopf bifurcation point. In area Aps,
only prey and susceptible predator can coexist stably; in area A,;, only prey and infected predator can coexist stably; in area A, both prey, susceptible
predator and infected predator can coexist stably; in area A,, only prey exists in system.
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Fig. 11. One parameter bifurcation diagrams of model (4) with varying disease transmission rate S. In the left panels, b = 1; in the right panels, b = 3.3.
The boundary equilibria E$, E5 are denoted by triangle, the boundary equilibria E!, E} are denoted by small circle, and the positive equilibrium E, is denoted
by asterisk. Blue markers (green markers) represent that the equilibria are stable (unstable). H denotes the Hopf bifurcation point. In area A, only prey
and susceptible predator can coexist stably; in area A;, only prey and infected predator can coexist stably; in area A, both prey, susceptible predator and
infected predator can coexist stably; in area A,, only prey exists in system.

Next, we fix r=1.5,K=5,a=02, 8 =0.2,e=0.15, m= 0.2, © = 0.1 as another typical example, and perform the two-
parameter bifurcation of mating limitation o and hunting cooperation coefficient b. The results presented in Fig. 9 provide
insights into the effects of & and b on the existence and stability of coexistence equilibrium. Fig. 9 suggests that large values
of b combined with small values of o guarantee the existence of positive equilibrium which could be stable when b is large
enough.

We choose o = 0.38 and « = 0.61 in Fig. 9, respectively, and perform the additional one-parameter bifurcation diagrams
to explore the dynamical patterns of model (4) with varying hunting cooperation b under different level of mating limitation.
The simulated results are presented in Fig. 10.

For o = 0.38 (see Fig. 10(a) and (c)): When b is small (see region Ap), the model (4) has one positive equilibrium E, and
two boundary equilibria E3, Eg, and all of them are unstable; As b increases (see region A,;), the positive equilibrium disap-
pears, and the model exhibits two boundary equilibria EI, Eé where E{ is a saddle and Eé is locally stable; as b continues
to increase, the boundary equilibrium Eé loses its stability, and the positive equilibrium appears again and keeps stable as
varying b (see region A,;); As b further increases (see region Ays), the positive equilibrium disappears, and the boundary
equilibrium Eg becomes stable; When the value of b is too large, the system loses stability and leads to a Hopf bifurcation.

For a = 0.61 (see Fig. 10(b) and (d)): When b is small (see region A;), the model (4) has one positive equilibrium E, and
two boundary equilibria ES, Eg, and all of them are unstable; As b increases, the system exhibits a Hopf bifurcation and the
positive equilibrium becomes stable (see region A,;); as b continues to increase (see region Aps), the positive equilibrium
disappears and the boundary equilibrium Eg becomes stable; Further, too large values of b destabilizes the stability of system
and leads to a Hopf bifurcation again.

Biological implications: When the mating limitation is weak, increasing the cooperation coefficient saves the predators
from extinction and leaves only infected ones to coexist with prey, further increasing enables the disease to establish in
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the system successfully, and further increasing cooperation drives the disease to extinct and leaves the healthy predators
to coexist with prey; When the mating limitation is strong, increasing the hunting cooperation coefficient saves all the
predators from extinction and enables the disease to establish in the system, and further increasing drives the disease
extinct and leaves the healthy predator to coexist with prey.

(c) The effects of mating limitation

In order to get insights into how the mating limitation affect on the stability of model (4) under different cooperation
coefficients, we also implement additional one-parameter bifurcation diagrams of mating limitation « as shown in Fig. 11.
For convenience, we fix b=1 in Fig. 11(a), (c) and b = 3.3 in Fig. 11(b), (d) respectively, and the values of other parameters
are the same as in Fig. 9.

For b= 1 (see Fig. 11(a) and (c)): When « is small (see region A;), the model has four boundary equilibria E$, E5, El, E},
where Eé is locally stable while the others are unstable; As « increases, the positive equilibrium E, appears first and then
disappears, which is always unstable; The boundary equilibria E3, Eg as well as the boundary equilibria E!, E£ also disappear
as varying o (see region Ay).

For b=3.3 (see Fig. 11(b) and (d)): When « is small (see region A;), the model has four boundary equilibria E3, Eg,
E{. Eg, and Eé is locally stable while the others are unstable; Further increasing « destabilizes the boundary equilibrium Eé
and enables the model to have a positive equilibrium E, which is always locally stable (see region A,;); as « continues to
increase (see region Aps), the positive equilibrium, as well as the boundary equilibria E!, disappear from the system, and the
boundary equilibrium Eg becomes stable; Further, too large values of « drives all the equilibria to extinct (see region Ay).

Biological implications: For the scenario that the infectious disease has depleted the susceptible predators which have low
strength of cooperation, increase mating limitation drives the whole predator population to die out; When the predators
have high level of cooperation, increasing mating limitation parameter saves the healthy predators from dying out, further
increasing drives the disease to extinct from the system, but too strong mating limitation drives all the predators to go
extinction and leaves only the prey to survive.

5. Conclusion

Allee effect has great impacts on species’ establishment, persistence, invasion and evolution. Many mathematical mod-
els have investigated the impact of the Allee effect as well as the joint effects which incorporate both the Allee effect
and disease on the interspecific relationships in the predator-prey model [12-14,44-47]. Recently, Hilker et al. explored a
predator-prey model with cooperative hunting behavior in predators [30]. They found that hunting cooperation within the
right scope can mediate the survival of predators which can not exist in the system in the absence of cooperation. They
also study the effect of disease on the predator-prey model with predator subject to hunting cooperation [28]. The result
indicates that predators with strong cooperation are 'immune’ to disease-induced host extinction. In this paper, we propose
a predator-prey model with group living predators subject to mating limitation and disease. There are three unique features
of our assumptions: (a) disease has a vertical transmission, and it can cause additional mortality in infected; (b) Allee ef-
fect induced by mating limitation is built in the reproduction of predators, and the disease has little effect on it; (c) the
predators capture food through cooperation, and the disease has little effect on this behavior. The theoretical results and
numerical simulations on the proposed model provide insights into the effects of the disease, hunting cooperation and mat-
ing limitation on the model’s dynamical pattern. We summarize our main results and their related biological implications
as follows:

» Based on our assumptions, we propose an eco-epidemiological model described by ODE Eq. (4). Theorem 1 provides the
positivity and boundedness of this model.

o The theoretical results in Theorems 2-4 combined with bifurcation diagrams in Figs. 1, 2, 4 provide us a full picture
on the dynamics of the disease-free model with or without mating limitation and hunting cooperation. By comparing
to the classical predator-prey model, when the mating limitation parameter of predator is greater than zero, the model
must exhibit a predator extinction equilibrium which is always locally stable. From the biological explanation, the preda-
tor population will die out if its initial density is small. Moreover, we can conclude the impacts of mating limitation
and hunting cooperation on the predator-prey model: (a) the mating limitation can generate strong Allee effect when
its parameter « is not large; (b) increasing the mating limitation parameter « can reduce the size of predator popula-
tion and stabilize the system, but too large values can lead to the extinction of the predators; (c) when the predators
fail to produce offspring, the enhancement of hunting cooperation can guarantee the predator to survive in the system
and generate a strong Allee effect; (d) increasing the hunting cooperation coefficient b can reduce the size of predator
population, but too large would destabilize the system and lead to a Hopf bifurcation.

Theorem 5 provides the local dynamics of full model (4), and it indicates that if the model (4) has no boundary equilib-
rium on the N-S plane, then it has no positive equilibrium and boundary equilibrium on the N-I plane. One-parameter
and two-parameter bifurcations are presented to obtain how the interplay among disease, mating limitation, hunting
cooperation can affect the persistence of species in the system. Numerical simulations in Fig. 6-8 suggest that: (a) when
the mating limitation parameter is small or the hunting cooperation coefficient is large, the disease can drive the suscep-
tible predators to extinction and leave infected ones to survive with prey in the system; (b) when the mating limitation
parameter is large or the hunting cooperation coefficient is small, the disease can drive the extinction of the whole
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predator population. Numerical simulations in Figs. 9, 10 suggest that the hunting cooperation can drive the disease
among predators to go extinction and guarantee the coexistence between predator and prey. Numerical simulations in
Figs. 9, 11 suggest that the mating limitation can save the predator from disease-driven extinction and lead the disease to
disappear from the system when the cooperation coefficient is large, while it also drives the whole predator population
to die out if the cooperation coefficient of predators is small.

Our results can provide a new perspective on population protection and disease control, by intervening in the species’
cooperative behavior or mating success rate. This may be helpful in establishing an effective control strategy for epidemic
disease. But, in reality, there must be more complex population relationships in ecological communities. Therefore, it is
meaningful to incorporate other ingredients, such as different compartmental structures. It will also be interesting to gen-
eralize our model by considering more complex laws of disease transmission, such as different incidence or a fraction of
newborns that can be infected from the parent. All these questions could be further discussed. We leave these for future
investigations.
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Appendix A. Proof of Theorem 1

For any N> 0, S>0, I > 0, we have
aNy é) _o 4
dt |y 0 dtlgy T dt
which implies that N =0, S=0, [ = 0 are invariant manifolds. It then follows that the model (4) is positively invariant in
R3. Since

@ =rN(1-F)-[a+bS+DINGS+I) <rN(1-%),
it is easy to see that

limsupN(t) < K.

t—o00

=0,
1=0

Define Z(t) = N(t) + S(t) +I(t), and the derivative of Z(t) is

dz
@ <—mZ+M,

2
where M = Km~

Z(t) = ¥4 (Z(t) — M)emt-to),

. By using the comparison principle, we have

It is easy to get that Z(t) < % as t — +oo. Thus, all solutions of (4) starting in R? will remain within the region
- M
Q={(N.SHeR3:0<N<KO<N+S+I< E}'

Appendix B. Proof of Theorem 2

Straightforward computation yields that the model (5) always has two boundary equilibria Eq(0, 0), Ex (K, 0). Let f;(P) =
K— %aP. f(P) = % + It Depending on the values of parameters, the equation f;(P) = f,(P) may have none or two pos-
itive roots which are illustrated in Fig. 12. The positive equilibrium of model (5) is completely determined by the positive
roots of f;(P) — f,(P) =0.

Simple calculation yields that the function f;(P) — f>(P) has solutions

(eak —m) £ \/(m — eak)? — 4Kea?ma
- 2Keq2 ’
r

P>
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Fig. 12. Nullclines for model (5). The dotted line is 2, the blue line is f;(P), and the black line is f;(P). Fig. 12(a) indicates that the model has zero

ea’
positive equilibrium, Fig. 12(b) indicates that the model has zero or two positive equilibria.

If eak —m > 0 and (m — eaK)? — 4%ea?ma > 0, then P; and P, are two real positive roots. It then follows that

(eak —m) £ /(m — eak)? — 4Kea?ma

N1,2 =K - Jea >0
since N = "‘+P . Therefore, the model has two positive equilibria Ej (N3, P;) and E5(N3, Py) if K"’“ >1and a < %‘%.
Next, We mvestlgate the local stability of these equilibria. The ]acobm matrix can be expressed as
_[ra-2N)—ap —aN
= [eaa’ipP —m+eaNa+P(1+a+P)}'

It is easy to obtain that the Jacobin matrix at Ey has two eigenvalues A{ =r, A, = —m. Thus, the boundary equilibrium Eg
is unstable. Similarly, the Jacobin matrix at Ex has two eigenvalues A = —r, A, = —m, i.e., the boundary equilibrium Ey is
locally asymptotically stable.

Let E4(Ng, P4) be any positive equilibrium Ej (N7, Pf) or E;(N;, Py) where Py < P;. After extensive algebraic calculations,
the corresponding characteristic equation at Ey is

f(A) =A% + A1 (Ng, P)L + Ay (Ng, Py) = 0, (B.1)
where A{(E4) = F Ny — mﬁ- Ay (Ey) = T2 (f1(Pe) — f5(Py)). Let Aq(Eg), Ap(Ey) be the roots of (B.1), and assume that
RA1(Eg) < RA(Eg). Since fi(Py) — f5(Py) > 0 and f](Py) — f3(P;) < O (see Fig. 12(b)), it then follows that A (E})A,(E}) =
Ay(E7) <0, Aq(E3)Ax(E5) = Ay(E3) > 0. This means that %14 (E}) < 0 < %A, (E}). Therefore, the positive equilibrium E7 is a
saddle when it exists. The stability of the positive equilibrium E; is further determined by the sign of A;(E;) + A, (E3) =

—A1(E3). If A{(E5) > 0, ie, ¢ >ea then we have 91\, (E;) < %A, (E;) < 0, and the positive equilibrium E3 is locally

(a +P*)2‘

asymptotically stable; if A;(E3) <0, i.e.,  <ea—=2-, then we have 0 < 334, (E5) < RA,(E%), and the positive equilibrium

(o +P*)2 !
E3 is unstable.

Appendix C. Proof of Theorem 3

Straightforward computation yields that the model (1) always has two boundary equilibria E (0, 0), Ex (K, 0). Let f1(P) =
K— %(a +bP)P, f5(P) = e(aerp) The positive roots of f;(P) = f,(P) are illustrated as shown in Fig. 13.
Define

G(P) = e(a+ bP)(f2(P) = f1(P)).

2
_ glﬁ-i- 2ab€KP2+ K( _b)P+(m—eaI<).

Any positive equilibrium must satisfy the function G(P) = 0. Derivation of the function G(P) gives that

3b2%eK 4abek
r

G(P) = P>+ ——P+ K(——b)

The above function provides a property that there are two extreme points P, and P; such that the function G(P) reaches its
first hump (maximum) at P, and second hump (minimum) at P, where P is always negative and P is positive if # -b<0O.
It suggests that:
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Fig. 13. Nullclines for model (1). The blue line is f;(P), and the black line is f,(P). Fig. 13(a) and13(b) indicates that the model has unique equilibrium.
Fig. 13(c) indicates that the model has zero equilibrium. Fig. 13(d) indicates that the model has two equilibria.

1. when % > 1, G(P) = 0 has one positive root, and the model (1) has one positive equilibrium;
2. when % =1, G(P) =0 has one positive root if # —b <0, and the model (1) has one positive equilibrium E, (N, P,);

3. when X - 1, G(P) = 0 can have two positive roots if # —b<0and G(F) <0 (ie, J < 2(“2+3br>[a;’7vbra2+3br]+3br). There-
fore, the model (1) has two positive equilibria Ej (N3, Pf) and E5 (N3, Py).

Next, we explore the stability of the equilibria of model (1), and the Jacobin matrix is

_|r(1=2N) - (a+bP)P —N(a + 2bP)
I= e(a+ bP)P —m+eN(a+2bP) |

It is easy to obtain that the Jacobin matrix at Ey has two eigenvalues A{ =1, Ay = —m. Thus, the boundary equilibrium Ey
is unstable. Similarly, the Jacobin matrix at Ex has two eigenvalues A = —r, A, = eak — m, and we know that the boundary
equilibrium Ey is always locally stable if eaK < m and unstable of eaK > m.

Let E4(Ng, P+) be any positive equilibrium. The characteristic equation of E4 is

fA) =A% + A1 (Ng, Pe)X + Ay (Ng, Py) = 0, (9)
where
r
AiEg) =M1+ 22) = RN# — ebNyPy,

r

Ay (Eg) = My = K

NPy (f1 (Py) — f5(Py)).
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0 0.2 0.4 0.6 0.8
P

(a) Model (3) has two positive equilibria (b) Model (3) has none positive equilibrium

Fig. 14. Nullclines for model (3). The horizontal dotted line is I3, the blue dot is the positive equilibrium with larger predator density P;, and the black

dot is the positive equilibrium with smaller predator densityP;.

Let A1 (E4), Ao (E4) be the roots of (9), and assume that 534 (Ex) < %A, (Ex). Then by using the same arguments as the proof
in Appendix B, we can obtain the stability of model (1) easily. We conclude the results as follows:

1. When the model (1) has one positive equilibrium E,, the positive equilibrium E, is locally asymptotically stable if 7 >
ebP,, and the positive equilibrium E, is source if § < ebP,.

2. When the model has two positive equilibria Ef, E;, we have that the positive equilibrium E is a saddle, the positive
equilibrium E; is locally asymptotically stable if § > ebP; and the positive equilibrium E is a source if § < ebP;.

Appendix D. Proof of Theorem 4

Straightforward computation yields that the model (3) always has two boundary equilibria E(0, 0), Ex(K, 0). Let f1(P) =
K— %(a +bP)P, f,(P) = e"(”;fl;g),, The number of positive equilibrium of model (3) is determined by the number of positive
roots of the equation f;(P) — f,(P) = 0 which is shown in Fig. 14. In the following, we only consider the positive roots of

equation that

.
HP) =i (1 (P) = 2(P)),
1, a3 d—br, (m-eda)r amr
=Pt T e Pt ek T demk

Then, we have
H'(P) = P> + bP? 4+ ¢P + d,

where b= 31 >0, ¢ = ";;2’”, d = {gr it then follows that

H"(P) = 3P* + 2bP + €

which has two real solutions
—b— /b2 -3¢ b++/b? -3¢
N=———F " V2=— 5
3 3

since b2 — 3¢ > 0. It is easy to get that the function H(P) has two positive roots if one of the following conditions holds:
1. m—eaK < 0 and H(n) < 0, where 7 is the largest positive real root of H'(P) = 0;
2. m—eak >0, b > $ H'(y,) <0 and H(n) < 0, where 7 is the largest positive real root of H'(P) = 0.

To obtain the sufficient conditions for the existence of positive real roots of H(P) = 0, we only need to find the largest
positive root 7. For convenience, we take a linear transformation of H'(P) = 0 and it becomes

H'(P)=P?+kP+q.
where k =C — %2, q= 22—753 - %BE-;— d. By using Cardano’s Formula, we obtain that:

1. When k < 0 and H’'(y;) < 0, the positive real root 7 is g+ YA+ VB,
2. When k < 0 and H'(y;) =0, the positive real root 7 is g+ 2+/=3k,
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3. When k < 0 and H'(y;) = 0, the positive real root 7 is g+ w? VA + w /B,

where g = —%. A=-%+ (%)2 + (%)3 B=-9- (%)2 + (%)3 @ = —1 + Bi. Therefore, the model (3) has two positive

equilibria E5 (N7, P) and E3 (N3, Py) if one of the following conditions holds: (a) %K >1and H(n) < 0; (b) % <1, b<%,
H'(y,) <0 and H(n) <O.
Next, we investigate the stability of equilibria of model (3), and the expression of Jacobin matrix is

_ [r(1=2N) - (a+bP)P —N(a + 2bP)
J= egt5(a+bP)P —m +eN[ 2%z (@+bP)P + P75 (a+2bP)] |

It is easy to obtain that the Jacobin matrix at Ey has two eigenvalues A =1, Ay = —m. Thus, the boundary equilibrium Ey
is unstable. Similarly, the Jacobin matrix at Ex has two eigenvalues A = —r, A, = eak — m, and we know that the boundary
equilibrium Ey is always locally stable if eaK < m and unstable of eaK > m.

Let E4(Ng, P) be any positive equilibrium Ej (N7, Py) or E;(N;, Py) where Py < P5. After extensive algebraic calculations,
the corresponding characteristic equation at E is

(a+P

f) =22+ A1 (Ng, P)A + Ay (Ng, P) = 0, (10)
where
_ r N#P# o
A (o) = No — e [P + S+ bRy

mr
Ay(Ey) = —YP#F/(P#)-

Let A1(Ex), Ao(Ex) be the roots of (10), and assume that 9:3A{(Ex) < RA,(Ex). Then by using the same arguments as
the proof in Appendix B, we summarize the following results: The positive equilibrium E} is a saddle when it ex-

ists; The positive equilibrium E; is locally asymptotically stable if ¢ > eb-2 Teav s (a+DbPy), and it is unstable if

a+P* T e (oH—P*

2
l<<eba+1,*+e (a+ bPy).

(a+P* )2
Appendix E. Proof of Theorem 5

Evaluating the Jacobin matrix of model (2.4) at Eq gives three eigenvalues Ay =, Ay = —m, A3 = —u. Thus, the boundary
equilibrium Ey of model (4) is unstable. Similarly, the eigenvalues of Jacobin matrix at Ex are A = —1, Ay = —m, A3 = — 4 —
m i.e., the boundary equilibrium Eg is locally asymptotically stable.

Let Es(Ns, Ss, 0) be E3 or E5. The Jacobin of model (4) at Es is

Aq App
E¢) =
.]( S) |: 0 /355 _ ,ui|,
where
[ —INg —Ns(a + 2bSs) ]
An =

eNs - (a -+ bSs) + bSs|

a+55 [Ot+55

Ay — —Ns(a + ZbSS)

2= ,355 + eNs 0t+55 [OH—SS ((1 + bSS) + bSS]
According to Theorem 4, the boundary equilibrium Ef of model (4) is always a saddle, and the boundary equilibrium ES of
model (4) is locally asymptotically stable if it is locally asymptotically stable on the N-S coordinate plane, i.e., » > eb < )

K +55
o512 (a+b55) and SS ﬂ' By using the same arguments, it can be concluded that the boundary equilibrium E is a

+

(a+S5)?
saddle, and the boundary equilibrium Eé is locally asymptotically stable if eb , + e(aH, 5 (a+ bI ) and I’ ﬁ
123
Define h=b-f, 4+ —@ (a + b%) and the Jacobin matrix of model (4) at E, is
ot (Ol+%)
— N, —(a+2b%)N* —(a+2b%)N*
I3
J(E,) = ‘*ﬁ (a+ bk )S ehN,S, —pBS, +ehN,S,
*p
I3
ey ﬁ (a+ b" ), Bl + ehN.lI, ehN,I,

‘Cti:

129



L. Wang, Z. Qiu, T. Feng et al. Applied Mathematical Modelling 101 (2022) 111-131

After extensive algebraic calculations, the characteristic equation is

f) =23+ a3(E)A? + a1 (E)A + ag(E,) = 0, (11)
where
_I'n _ent
a, (E,) _KN* ehﬂN*,
_g2 Kym? _ethpp
a; (E,) =B S*I*+(a+2bﬂ)(mﬁ + uly) K ﬁN*,

2
do (E*) :%N*S*I*

It then follows from the expression of ag(E,) that ag(E,) > 0. Let A1 (E,), A5 (E,) and A3(E,) be the roots of (11). We assume
that | (E,) < R, (E,) < RA3(E,). From the relations between the roots and the polynomial coefficients, we have that

aZ(E*) = _()"1 (E*) + )"2 (E*) + )"3(E*))7

ao(E.) = A1 (E) A2 (E)A3(E.) > 0.

This indicates that either 9RA{(E.) <0 <RAy(Ey) <RA3(E.) or RA(E.) < RAy(E.) <RA3(E.) <0. Therefore, if
ay(E.)ay(E,) > ag(E,) and aq(Ey) >0, ay(E,) >0, according to Routh-Hurwitz conditions, the roots of (11) are
%A (E,) <0, i=1,2,3. By using the Hartman-Grobman theorem, we have dimWS3(E,) =3, ie. the positive equi-
librium E.(N,,S:,I.) is locally asymptotically stable. If a;(E.)ay(E.) > ag(E,) and a;(E.) <0, ay(E.) <0, one can
verify that 9Aq(E,) <0 < RA,(E,) < RA3(E,), and we have dimWS(E,) =1, dimWVY(E,) =2 by using the Hartman-
Grobman theorem, i.e., the positive equilibrium E,(N,,S.,I,) is unstable. If a;(E.)ay(E.) < ag(E,), one can verify that
%A (E.) <0 < RAy(E,) < RA3(E,). By using the Hartman-Grobman theorem, we have dimWS3(E,) =1, dimWVY(E,) =2,
i.e., the positive equilibrium E,(N,,S.,I.) is unstable. If a;(E.)ay(E.) =ag(Es) and aq(E.) <0, ay(E,) <0, we have
M (Ey) = —a3(Ey), Ay 3(E.) = £4/—ay (E,). It follows from Hartman-Grobman theorem that dimWS(E,) = 1, dimWY (E,) = 2.

If a (E.)ay (E,) = ap(E,) and ay(E,) > 0, ay(E,) > O, then the roots are Aq(E.) = —ay(E,), A, 3(E,) = +iy/ay (E,). It indicates
that dimW3(E,) = 1, dimWC(E,) = 2.
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