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#### Abstract

The spectral analysis and data products in Data Release 16 (DR16; 2019 December) from the high-resolution nearinfrared Apache Point Observatory Galactic Evolution Experiment (APOGEE)-2/Sloan Digital Sky Survey (SDSS)IV survey are described. Compared to the previous APOGEE data release (DR14; 2017 July), APOGEE DR16 includes about 200,000 new stellar spectra, of which 100,000 are from a new southern APOGEE instrument mounted on the 2.5 m du Pont telescope at Las Campanas Observatory in Chile. DR16 includes all data taken up to 2018 August, including data released in previous data releases. All of the data have been re-reduced and re-analyzed using the latest pipelines, resulting in a total of 473,307 spectra of 437,445 stars. Changes to the analysis methods for this release include, but are not limited to, the use of MARCS model atmospheres for calculation of the entire main grid of synthetic spectra used in the analysis, a new method for filling "holes" in the grids due to unconverged model atmospheres, and a new scheme for continuum normalization. Abundances of the neutron-capture element Ce are included for the first time. A new scheme for estimating uncertainties of the derived quantities using stars with multiple observations has been applied, and calibrated values of surface gravities for dwarf stars are now supplied. Compared to DR14, the radial velocities derived for this release more closely match those in the Gaia DR2 database, and a clear improvement in the spectral analysis of the coolest giants can be seen. The reduced spectra as well as the result of the analysis can be downloaded using links provided on the SDSS DR16 web page.


Unified Astronomy Thesaurus concepts: Galactic abundances (2002); Galaxy radial velocities (616); Stellar abundances (1577); Near infrared astronomy (1093); High resolution spectroscopy (2096)
Supporting material: machine-readable table

## 1. Introduction

The Apache Point Observatory Galactic Evolution Experiment (APOGEE; Majewski et al. 2017) was originally an infrared stellar

[^0]spectroscopic survey within Sloan Digital Sky Survey (SDSS)-III (henceforth APOGEE-1; Eisenstein et al. 2011), and APOGEE-2 is the continuation of the same program within SDSS-IV (Blanton et al. 2017). For every SDSS data release that has included APOGEE data (beginning with DR10), the survey has re-analyzed the previous (APOGEE-1 and APOGEE-2) spectra using the most


Figure 1. The left figure shows the APOGEE sky coverage of SDSS DR14, while the right figure shows the coverage of DR16. Observations made with APO 2.5 m are plotted in blue, observations made with LCO 2.5 m are plotted in red, and observations made with APO 1.0 m are plotted as small black dots. Observations not meeting the main survey target selection criteria are marked with lighter colors. Note in particular how the new southern instrument delivers a more complete coverage of the bulge region (in the center of the plots), and enables the Magellanic clouds to be observed (the large collection of red points in the lower right-hand corner of the right panel).
up-to-date version of the data reduction and analysis pipelines, and hence SDSS-IV/APOGEE-2 data releases include data taken during the SDSS-III/APOGEE-1 project. In this paper, we present the data and data analysis from the 16th SDSS data release (DR16). Henceforth, we will use "APOGEE" to refer to the full data set that includes data from both SDSS-III and SDSS-IV. The selection of targets for the stars observed within the APOGEE-1 period is described in Zasowski et al. (2013), and the selection for those in APOGEE-2 are described in Zasowski et al. (2017), R. Beaton et al. (2020, in preparation), and F. Santana et al. (2020, in preparation).

In previous data releases, all main survey data have been collected using the APOGEE-N (north) instrument (Wilson et al. 2019) in combination with the 2.5 m Sloan Foundation telescope (Gunn et al. 2006) at Apache Point Observatory (APO) in New Mexico. Henceforth this instrument/telescope combination will be referred to as "APO 2.5 m ." Using this combination, 300 spectra of different objects within a $3^{\circ}$ (diameter) field on the sky can be collected. In addition, some spectra have been collected using the New Mexico State University 1.0 m telescope at APO using the same APOGEE instrument with a single object fiber feed ("APO 1.0 m "). With this instrument/telescope combination, only one star can be observed at a time, and it has mainly been used to observe bright targets for validation of the APOGEE spectral analysis. Since 2017 February, another, nearly identical APOGEE spectrograph (Wilson et al. 2019), APOGEE-S (south), has been operating at the 2.5 mdu Pont telescope (Bowen \& Vaughan 1973) at Las Campanas Observatory in Chile ("LCO $2.5 \mathrm{~m} "$ ), enabling observations of the southern sky not accessible from APO. Given the different focal ratio of the du Pont telescope, the field of view is limited to $2^{\circ}$ in diameter. DR16 is the first data release of APOGEE that includes data from the southern instrument/telescope.

Within the APOGEE-1 and APOGEE-2 surveys, subprojects -and hence their observations-are classified as core, goal, or ancillary and given different observational priorities. The core programs focus on the Galactic Evolution Experiment, while the goal and ancillary projects have more specialized science goals. Within the core program are the APOGEE main survey targets, which are chosen using a well-defined, relatively simple, color and magnitude selection function that is designed to target cooler stars. In addition to the survey targets, the current data set also contains data from external contributed programs taken with the southern instrument by the Carnegie Observatories and Chilean community who have access to the du Pont telescope; these are "classical" observing programs vetted through a time allocation committee outside of SDSS for which the individuals granted time are responsible for
preparing the observations, but have agreed to have their data included in the SDSS releases. The final target selection for APOGEE-2N (North, APO) and APOGEE-2S (South, LCO) will be presented in R. Beaton et al. (2020, in preparation) and F. Santana et al. (2020, in preparation), respectively.

## 2. The Scope of DR16

DR16 contains high-resolution ( $R \sim 22,500$ ), multiplexed, near-infrared ( $15140-16940 \AA$ ) spectra for about 430,000 stars covering both the northern and southern sky, from which radial velocities (RVs), stellar parameters, and chemical abundances of up to 26 species are determined.

Figure 1 shows the DR16 coverage of the sky compared to the sky coverage of the previous APOGEE data release (DR14; APOGEE did not release any new data in the SDSS DR15). The circular footprints of the 300 simultaneous stellar spectral observations that are made with APO 2.5 m and LCO 2.5 m can clearly be seen (henceforth "fields"), as well as the more scattered, single star APO 1.0 m observations. The targets that meet the main survey target selection criteria (which can be identified in the release by objects that have an EXTRATARG bitmask ${ }^{28}$ value of 0 ) have been marked with a darker color. Note that these stars might also be "special targets" from goal, ancillary, or external programs, which happen to meet the survey criteria; see Zasowski et al. $(2013,2017)$ for details.
An overview of the different APOGEE data releases is shown in Table 1. ${ }^{29}$ DR16 contains spectra and derived data for 437,445 individual stars. Most stars are observed in multiple observations, "visits." While individual RVs are determined for each visit, the visits are combined for the stellar parameter and abundance analysis. However, some stars are observed as part of multiple fields, i.e., using different instrument/telescope combinations and/or in more than one field center position, and these are analyzed separately; hence some stars have more than one entry in the final (FITS) table of analysis results (the allStar file ${ }^{30}$ ). This is the reason that the total number of spectra in Table 1 has 473,307 entries for DR16. ${ }^{31}$

[^1]Table 1
APOGEE Data Releases That Include Abundance Determinations (the First APOGEE Release, DR10, Included Only Stellar Parameters-See Mészáros et al. 2013and APOGEE Did Not Release Any New Data/Analysis in the SDSS-III/IV DR11 and DR15)

|  | DR12 | DR16 |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Release date | 2015 Jan | DR14 |  |  |
| Data taken up to | 2014 Jul | 2016 Aug | 2017 Jul |  |
| Main survey stars/number of entries | $108324 / 163278$ | 2014 Jul | 2016 Jul |  |
| From APO 2.5 m | $108324 / 162398$ | $109376 / 164562$ | $184148 / 277371$ |  |
| From APO 1.0 m | $0 / 880$ | $109376 / 163668$ | $184148 / 276353$ |  |
| From LCO 2.5 m | $0 / 0$ | $0 / 894$ | $0 / 1018$ |  |
| allStar filename | allStar-v603.fits | $0 / 0$ | $0 / 0$ |  |
| Reference | Holtzman et al. (2015) | Holtzman et al. (2018) | Holtar | $281575 / 473307$ |

Note. The number of spectra are listed as main survey target stars/number of entries in the corresponding allStar file; see the text for details.

For DR16, we decided to remove the spectra observed during the commissioning of the APOGEE-N instrument in winter-spring 2011, since these are of significantly lower resolution due to initial optical alignment issues with the instrument, and therefore do not meet the survey requirements. Most of these stars have been re-observed after the performance of the instrument was improved in the summer of 2011, but we note that the decision to remove the commissioning data, resulted in the lack of appearance of some objects in DR16 that did appear in previous releases.

For most objects, multiple visits are made to build up signal-to-noise ratio $(\mathrm{S} / \mathrm{N})$ and to provide multiple RV measurements. However, all data taken up to the cutoff date for a given data release are included, even if all of the planned visits for some fields have not been completed. Given this and other issues that might affect $\mathrm{S} / \mathrm{N}$, not all spectra in a data release reach the target $\mathrm{S} / \mathrm{N}$ of 100 per half-resolution element. For DR16, 67,503 spectra ( $14 \%$ ) have $\mathrm{S} / \mathrm{N}<70$ and 19,796 spectra ( $4 \%$ ) have $\mathrm{S} / \mathrm{N}<30$. These spectra are flagged with the SN_WARN and SN_BAD bits, respectively, set in the ASPCAPFLAG bitmask in the allStar file.

## 3. Data Reduction

The basics of the reduction pipeline are described in Nidever et al. (2015), with subsequent updates for DR13 and DR14 described in Holtzman et al. (2018). While the data reduction for DR16 (version r12) is similar to that used for the previous data release (DR14, version r8), some updates/changes have been made:

1. Motivated by different cosmetic issues in the detectors for APOGEE-S, some changes were implemented in the construction of pixel masks to improve masking of bad pixels, making the masking more conservative to avoid some poor quality data not being masked, as seen for some spectra in previous data releases.
2. Several changes were made to provide reduced spectra with approximate relative flux calibration, which was not done for DR14. These include changes in the removal of illumination spectral signatures in the internal and dome flats, and the subsequent use of hot stars on each plate to provide an approximate relative flux calibration.
3. Improvements were made to the wavelength calibration routines: rather than using single wavelength calibration frames for the entire survey, a wavelength solution is determined separately for each year of observation from multiple wavelength calibration frames taken throughout
the year. The wavelength calibration routines now allow for small relative motions of the three detectors, which appear to occur when the detector assembly is moved to provide for observations at two different detector dither positions as a means to improve sampling of the spectra.
4. The list of sky lines used to determine the wavelength zero-points of each observation was revised slightly, and the wavelength offsets calculated for each observation (necessary because of the dithering) allow for the small relative motions of the three detectors. The revised sky line list was also used for the determination of the linespread function (LSF).
5. A new grid of synthetic spectra used for RV determination was constructed using a subset of the synthetic grid used for stellar parameter and abundance determination (see Section 4).
6. Comparison of each stellar spectrum against the full RV grid was made for RV determination; DR14 had implemented a restriction of the grid based on the observed color of each star, but this was found to lead to some spurious results.
7. Improvements were made for the removal of telluric lines in APO 1.0 m spectra, which need to be handled differently than the normal multi-object observations since there are no concurrent observations of hot stars.

For DR16, the organization of the reduced data files has changed from that of previous data releases, to a large extent because of the addition of the LCO data; reductions are now separated into subdirectories based on the telescope and the field names. The data file organization is described in the SDSS data model (see footnote 30). Reduced data frames and spectra are available for download from the SDSS Science Archive Server, ${ }^{32}$ the Science Archive Webapp ${ }^{33}$ provides a convenient interface to inspect and download spectra for individual and groups of objects.

## 4. Spectral Analysis

The heart of the spectral analysis of the APOGEE Stellar Parameter and Chemical Abundance Pipeline (ASPCAP; García Pérez et al. 2016) is the program FERRE ${ }^{34}$ (Allende Prieto et al. 2006), which interpolates in a pre-computed grid of synthetic spectra to find the best-fitting stellar parameters describing an observed spectrum. Once the stellar parameters have been determined, these (including the "abundance parameters,"

[^2]$[\alpha / M],[C / M]$, and $[N / M]$, see Section 5.2) are held fixed, and the abundances are determined with fits using the same grids, but restricted to windows of the spectra that include lines of the element of interest. A development of FERRE motivated by the large spectral grids of APOGEE is the use of principal component analysis (PCA) to compress the grids; the actual interpolations are performed in the PCA coefficients to speed up the calculations (see Section 4.5). This type of analysis has been used in all previous APOGEE data releases, and has been previously described in García Pérez et al. (2016), with updates in Holtzman et al. (2018). In this section we focus on DR16specific updates/changes made to previous iterations of ASPCAP described in those papers.

### 4.1. Main Stellar Atmospheric Models

In DR14, ATLAS-9 atmospheric models (Kurucz 1979, and updates) were used to generate synthetic spectra, but a grid of cooler Model Atmospheres in Radiative and Convective Scheme (MARCS) models (Gustafsson et al. 2008) was used for $T_{\text {eff }}<3500 \mathrm{~K}$; see Mészáros et al. (2012), Zamora et al. (2015), and Holtzman et al. (2018) for details. For DR16, we (B. Edvardsson) computed a new all-MARCS grid of atmospheric models, and these were used exclusively (apart from stars with $T_{\text {eff }}>8000 \mathrm{~K}$, see Section 4.4). The main motivation for this change is to avoid the discontinuity between the two sub-grids seen in DR14-data (compare Figure 11); MARCS models are required to handle the lowest effective temperatures of our targets since the ATLAS grid has a lower limit of 3500 K. Additionally, a transition to MARCS models has made it possible to use spherical models for $\log g \leqslant 3$. Figure 2 shows the location of models in the $T_{\text {eff }}-\log g$-plane; the grid has finer spacing for $3000 \mathrm{~K} \leqslant T_{\text {eff }} \leqslant 4000 \mathrm{~K}$ where the model structure changes more with specified $T_{\text {eff }}$.

For every grid point shown in the $T_{\text {eff }}-\log g$ plane, $[\mathrm{M} / \mathrm{H}]$ is varied from -2.50 to +1.00 in steps of 0.25 dex ( 15 steps), $[\alpha / \mathrm{Fe}]$ (which includes changes in $\mathrm{O}, \mathrm{Ne}, \mathrm{Mg}, \mathrm{Si}, \mathrm{S}, \mathrm{Ar}, \mathrm{Ca}$, and Ti ) is varied between -1.0 and +1.0 in steps of 0.25 dex (nine steps), and $[\mathrm{C} / \mathrm{Fe}]$ is varied between -1.00 and +1.00 in steps of 0.25 dex (nine steps), meaning that every grid point shown in Figure 2 in fact represents 1215 model atmospheres. This adds up to 300,105 attempted calculated atmospheric models for the warmer grid, and 173,745 models in the cooler, finer spaced grid, and 442,260 models in total (there are some overlapping grid points in the two grids, see Figure 2). However, only 358,123 of these models converged, leading to 84,137 holes in our grid. The fraction of holes in the $T_{\text {eff }}-\log g$-plane is shown in the small numbers as well as in the color coding in Figure 2. In general, most of the holes are in regions of the grid where we do not expect many stars, for example with high $T_{\text {eff }}$ and low $\log g$, and/or with elemental abundances near the grid edges in the abundance dimension in question. However, of particular interest is that of the models with $\log g=-0.5$, only $1 \%$ of all models converged.

The holes in the model atmospheric grid obviously translate to holes in the grid of synthetic spectra, but as described in Section 4.3.1, these holes are filled before the analysis of data using radial basis function (RBF) interpolation (and extrapolation) in flux space.

### 4.2. Line List

In DR14 we used the atomic and molecular line lists described in Shetrone et al. (2015; this set of lists is internally
labeled as 20150714 based on the date of adoption, in the format YYYYMMDD). In short, these line lists were based on a thorough, up-to-date literature review and evaluation by comparing to observed high-resolution spectra of standard stars (Smith et al. 2013). For the atomic lines, the transition probabilities were adjusted within the quoted uncertainties to match the spectra of the Sun and Arcturus (Livingston \& Wallace 1991; Hinkle et al. 1995). For DR16, we decided to launch another literature review to find possibly newer, more accurate line data. This has led to the addition of lines and/or updates of atomic data for almost all atomic species compared to the DR14 line list, and also several updates regarding molecular transitions. Most notably, our line lists now include transitions from Ce II (Cunha et al. 2017), more transitions from Nd II (Hasselquist et al. 2016), and the FeH molecule (Hargreaves et al. 2010). The line list and its creation is thoroughly described in V. Smith et al. (2020, in preparation).

For very limited parts of the spectrum, we were not able to fit the Sun and/or Arcturus well in this process. Reasons for this could be missing transitions in our line list, and/or too small uncertainties cited in the atomic data reference, which limited our code from adjusting the transition probability. These regions have been masked out in subsequent analysis, and therefore have not affected our results.

The resulting DR16 line list is internally labeled 20180901.

### 4.3. Main Synthetic Spectra

As in DR14, the synthetic spectra for the main spectral grids were made using Turbospectrum (Alvarez \& Plez 1998; Plez 2012). Plane parallel and spherical radiative transfer was used, consistent with the model atmosphere in question.
To ensure regular dimensions in the grid of synthetic spectra (same range in $\log g$ for all values of $T_{\text {eff }}$ ) and to enable the entire grid to be loaded in memory during the running of FERRE, the grid of synthetic spectra has, as in previous data releases, been divided into sub-grids in ASPCAP (Zamora et al. 2015). The division is somewhat different in DR16 compared to the previous data release and is shown in Figure 2: the solid green and red lines mark what we label the GK- and M-giant grids, respectively, while the dashed blue, green, and red lines indicate the F-, GK-, and M-dwarf grids, respectively.

In the calculation of synthetic spectra, we change some of the dimensionality compared to the dimensions of the grid of the atmospheric models, and also in several instances compared to the grids used for DR14:

1. We do not use the models with $[\alpha / \mathrm{Fe}]=-1.00$, limiting the grid of synthetic spectra to eight steps in $[\alpha /$ Fe ] between -0.75 and +1.00 .
2. We add a microturbulent velocity dimension having values of $0.3,0.6,1.2,2.4$, and $4.8 \mathrm{~km} \mathrm{~s}^{-1}$ (five steps). In the calculated model atmospheres, a value of $1.0 \mathrm{~km} \mathrm{~s}^{-1}$ is used for models with $\log g>3$ and a value of $2.0 \mathrm{~km} \mathrm{~s}^{-1}$ for models with $\log g \leqslant 3$.
3. In the giant sub-grids, we add grid points with [C/ $\mathrm{Fe}]=-1.25$ and $[\mathrm{C} / \mathrm{Fe}]=-1.50$ using the otherwise appropriate atmospheric model with $[\mathrm{C} / \mathrm{Fe}]=-1.00$, for a total of 11 steps in $[\mathrm{C} / \mathrm{Fe}]$ between -1.50 and +1.00 .
4. In the dwarf sub-grids, we do not use all of the available models in the $[\mathrm{C} / \mathrm{Fe}]$ dimension, restricting $[\mathrm{C} / \mathrm{Fe}]$ from -0.50 to +0.50 in steps of 0.25 (five steps).


Figure 2. The stellar atmosphere grid points used in DR16. Squares mark the warmer, more sparsely spaced model atmospheres, while the circles mark the cooler, more densely spaced model atmospheres in the $T_{\text {eff }}-\log g$ plane. The small numbers above or below the symbols indicate the percentages of converged models in the $T_{\text {eff }}-\log g$ grid point in question. This is also reflected in the color coding of the points, with blue points having many holes, and red points having no holes. The five sub-grids of synthetic spectra are marked with rectangles: the F-, GK-, and M-dwarf sub-grids are marked using black, blue, and orange dashed lines, respectively, and the GK- and M-giant sub-grids are marked using blue and orange solid lines, respectively. The region for which the atmospheric models and synthetic spectra are calculated using spherical geometry is shaded $(\log g \leqslant 3)$. Isochrones with $[\mathrm{M} / \mathrm{H}]=-1.5,-1.0,-0.5,0.0,+0.5$ and ages $3-8$ Gyr are plotted using solid dark gray lines (Bressan et al. 2012). The most metal-rich isochrones are those that are rightmost on the giant branch and the upper ones among the dwarfs.
5. In the giant sub-grids, we add an $[\mathrm{N} / \mathrm{Fe}]$-dimension from -0.50 to +2.00 in steps of 0.50 (six steps), while we go from -0.50 to +1.50 in steps of 0.50 (five steps) in the dwarf sub-grids, using the otherwise appropriate atmospheric model. The nitrogen abundance is not expected to affect the model atmosphere structure, so the N abundance was varied in the synthesis only.
6. In the dwarf sub-grids, we add a projected rotational velocity ( $v \sin i$ ) dimension with values of $1.5,3.0,6.0$, $12.0,24.0,48.0$, and $96.0 \mathrm{~km} \mathrm{~s}^{-1}$ (seven steps), using the
rotational line broadening from Gray (2005) using a linear limb-darkening coefficient appropriate for the near$\mathrm{IR}, \epsilon=0.25$.
7. In the giant sub-grids, where there is no rotational broadening, we adopt a macroturbulent velocity broadening with the same prescription as that used for DR14: $v_{\mathrm{mac}}=10^{(0.471-0.254[\mathrm{M} / \mathrm{H}])}$.

The final dimensionality of the different sub-grids is listed in Table 2. For the dwarf sub-grids, a solar value of

Table 2
Dimensionality and Parameter Ranges of the Final Sub-grids of Synthetic Spectra

|  | GK Giant | M Giant | F Dwarf | GK Dwarf | M Dwarf |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $T_{\text {eff }}$ | $3500 \cdots 6000(250,11)$ | $3000 \cdots 4000(100,11)$ | $5500 \cdots 8000(250,11)$ | $3500 \cdots 6000(250,11)$ | $3000 \cdots 4000(100,11)$ |
| $\log g$ | $+0.0 \cdots+4.5(0.5,10)$ | $-0.5 \cdots+3.0(0.5,8)$ | $+2.5 \cdots+5.5(0.5,7)$ | $+2.5 \cdots+5.5(0.5,7)$ | $+2.5 \cdots+5.5(0.5,7)$ |
| [M/H] | $-2.50 \cdots+1.00(0.25,15)$ | $-2.50 \cdots+1.00(0.25,15)$ | $-2.50 \cdots+1.00(0.25,15)$ | $-2.50 \cdots+1.00(0.25,15)$ | $-2.50 \cdots+1.00(0.25,15)$ |
| [ $\alpha / \mathrm{Fe}$ ] | $-0.75 \cdots 1.00(0.25,8)$ | $-0.75 \cdots+1.00(0.25,8)$ | $-0.75 \cdots 1.00(0.25,8)$ | $-0.75 \cdots 1.00(0.25,8)$ | $-0.75 \cdots 1.00(0.25,8)$ |
| [C/Fe] | $-1.50 \cdots+1.00(0.25,11)$ | $-1.50 \cdots+1.00(0.25,11)$ | $-0.50 \cdots+0.50(0.25,5)$ | $-0.50 \cdots+0.50(0.25,5)$ | $-0.50 \cdots+0.50(0.25,5)$ |
| [N/Fe] | $-0.50 \cdots+2.00(0.50,6)$ | $-0.50 \cdots+2.00(0.50,6)$ | $-0.50 \cdots+1.50(0.50,5)$ | $-0.50 \cdots+1.50(0.50,5)$ | $-0.50 \cdots+1.50(0.50,5)$ |
| $v_{\text {mic }}$ | 0.3, 0.6, 1.2, 2.4, 4.8 (5) | $0.3,0.6,1.2,2.4,4.8$ (5) | 0.3, 0.6, 1.2, 2.4, 4.8 (5) | 0.3, 0.6, 1.2, 2.4, 4.8 (5) | 0.3, 0.6, 1.2, 2.4, 4.8 (5) |
| $v \sin i$ | 1.5 (1) |  | $1.5,3.0,6.0,12.0,24.0,48.0,96.0$ (7) |  |  |
| $N$ | 4356000 | 3484800 | 8085000 | 8085000 | 8085000 |

Note. The step size and number of steps are shown in the parentheses.
${ }^{12} \mathrm{C} /{ }^{13} \mathrm{C}=89.9$ (Lodders 2003) is used when calculating the synthetic spectra, while for the giant grids, a carbon isotopic ratio such that ${ }^{12} \mathrm{C} /{ }^{13} \mathrm{C}=15$ has been adopted. The single value of ${ }^{12} \mathrm{C} /{ }^{13} \mathrm{C}=15$ represents a typical isotopic ratio in red giants within a mass range of $M \sim 1-2 M_{\odot}$ spanning a moderate range of metallicities, from $[\mathrm{Fe} / \mathrm{H}] \sim-1.0$ to +0.3 . Lagarde et al. (2019) present a set of stellar models to probe red giant mixing and compare theoretical values of ${ }^{12} \mathrm{C} /{ }^{13} \mathrm{C}$ with observations from a number of studies of open and globular clusters; the Lagarde et al. (2019) models include additional mixing mechanisms from both stellar rotation and thermohaline mixing. The observed values of ${ }^{12} \mathrm{C} /{ }^{13} \mathrm{C}$ from the various globular and open clusters, which have red giant masses ranging from $M \sim 0.9$ to $2.5 M_{\odot}$, are between $\sim 5$ and 25 , with 15 being a representative value (see Lagarde et al. 2019, their Figure 12 for a summary of the range of ${ }^{12} \mathrm{C} /{ }^{13} \mathrm{C}$ as a function of red giant mass for both the observations of cluster and field red giants, along with predictions from their stellar models).

For DR14, four differently smoothed grids were created to roughly match the different LSFs of the different fibers in the APO instrument. For the DR16 grids, we have made a corresponding characterization of the LSFs for the LCO instrument, so each sub-grid has eight different versions; the appropriate one is used when analyzing a particular spectrum taken with a given instrument and mean fiber. This issue and procedure are described in more depth in Holtzman et al. (2018). While the use of four different LSFs for each instrument significantly reduces the dependence of parameters on fiber number, some low-level dependence may still remain; see, e.g., Ness et al. (2018).

### 4.3.1. Filling of "Holes"

One of the difficulties of computing model atmospheres is the possible lack of convergence of their iteration algorithm. This issue affects both ATLAS and MARCS atmospheres (Mészáros et al. 2012) and is usually solved by interpolating in the atmospheric structure space. However, it may be more accurate to interpolate in the flux space of the synthetic spectra (Mészáros \& Allende Prieto 2013).

In DR14, the holes in the grid of synthetic spectra were filled by spectral syntheses using the "closest" neighboring model atmosphere according to a metric specified in Holtzman et al. (2018). This can be extremely inaccurate if the number of holes is significant. For DR16, we instead implemented RBF interpolation to fill the missing synthetic spectra in the grids.

The RBF is a real-valued function whose value depends only on the distance from the known points, and works in any number of D dimensions $(D \geqslant 1)$ (Buhmann 2003). The interpolated value is represented as a sum of $N$ RBFs (where $N$ is the number of known points). These functions are strictly positive definite functions, and the most widely used definitions are Gaussian, multi-quadric, polyharmonic spline, or thin plate spline. We chose the multi-quadric form defined below, as it is the most versatile when used with sparse data sets like ours while still achieving the necessary accuracy. Each RBF function is associated with a different known point $x_{i}$, weighted by an appropriate coefficient $w_{i}$, and scaled by the parameter $r_{0}$ :

$$
y(x)=\sum_{i=1}^{N} w_{i} \cdot\left(\left\|x-x_{i}\right\|^{2}+r_{0}^{2}\right)^{0.5}
$$

The known points in our case are the synthetic spectra calculated with effective temperature, metallicity, surface gravity, etc., of the converged model atmospheres. Determining the $w_{i}$ weights can be accomplished by solving a system of $N$ linear equations, but round-off errors grow large, and the required computation time becomes impossibly long for high values of $N$, since the computation complexity scales as $\mathrm{O}\left(N^{3}\right)$.

Therefore, many iterative methods have been developed to reduce the required computation time. One such method is a Krylov subspace algorithm developed by Faul et al. (2005) for multi-quadric interpolation in multiple dimensions, which scales as $\mathrm{O}\left(N^{2}\right)$, a significant improvement compared to direct methods. We implemented this algorithm based on a previous implementation in Matlab available from Gumerov \& Duraiswami (2007) who also further optimized Faul et al.'s algorithm by reducing its complexity to $\mathrm{O}\left(N^{*} \log N\right)$. Faul et al. 's algorithm includes two main steps:

1. A precondition phase that depends only on the distances between the known points and a parameter, $q$, which is the power of the Lagrange functions of the interpolation, and
2. An iteration phase that provides the desired weights for the interpolation.
In the preconditioning phase, Faul et al. (2005) carefully select a set of $q$ points for each known point to construct the preconditioner. This preconditioner is used to build a set of directions in the Krylov space for the iteration phase. Larger $q$ values will result in fewer iterations (of the order of $\sim 10$ depending on the particular problem), but calculating the preconditioner takes significantly longer. In general cases,
when $q \ll N$, a good compromise is to have $q$ around $30-50$ to limit the computation time of the preconditioner.

In APOGEE's case, we need a different approach. While the spectra depend on the atmospheric parameters, in a single spectrum, the flux only depends on the wavelength, so we do not need to compute the preconditioning phase for every single wavelength. This allows us to save significant computation time by using the same preconditioning for every frequency by selecting $q=N$. While this increases the complexity of the preconditioning phase, the overall time to determine the weights for all spectra is reduced significantly, because the choice of $q=N$ makes the algorithm converge in only two or three iterations.

A given APOGEE spectral sub-grid contains of the order of $1,000,000$ spectra (see Table 2). While the Gumerov \& Duraiswami (2007) algorithm can handle such a large number of points in a reasonable time, our internal testing showed that the accuracy of how well we can recover missing models degrades significantly when $N>2000$. It is our goal to be able to recover spectra with $0.01-0.02$ or better in normalized flux, an accuracy that is possible to achieve only if we can select four or five known points in each dimension. For this reason, we chose to implement Faul et al.'s method for simplicity and for the fact that it is faster than the Gumerov \& Duraiswami (2007) approach when $N<2000-3000$.

To fill each hole, we use a small grid of models around the hole, where the size of this grid depends on the location in parameter space, but generally has three to five points in each dimension. We determine the RBF coefficients for this grid from the filled points and use them to fill the missing point. The shape of the RBF is controlled through the $r_{0}$ scale factor, which is recommended to be greater than the minimal distance between points, and significantly less than the maximal distance. It is important to note that no established method exists for determining the best scale factor in terms of accuracy. The best way to evaluate the uncertainties is to temporarily delete known spectra from the grid, recreate them with interpolation, and compare the interpolated spectra with the original ones. After extensive testing of this type, we found that $r_{0}=1$ provided the best accuracy for all grids, except the F-dwarf sub-grid where we chose $r_{0}=0.5$. An example of interpolation errors in one of these tests for three different values of $r_{0}$ is shown in Figure 3.
The full grids of synthetic spectra are internally labeled " 133 " (DR14 used "l31c"), and are available for download from the Science Archive Server. ${ }^{35}$ These are available in a series of FITS files, as well as in the FERRE-format described in the code's manual (see also Allende Prieto et al. 2018).

### 4.4. Addition of a Sub-grid for Hot Stars

For DR16, we added a sub-grid suitable for hot stars ( $T_{\text {eff }}>8000 \mathrm{~K}$ ), thereby analyzing the more featureless spectra of stars that mainly were targeted for removal of telluric lines in the spectra of main survey target stars. The model atmospheres used for this grid are ATLAS-9, the line list is the atomic DR13/ 14 line list (20150714), and the spectral synthesis code used is Synspec (Hubeny 1988; Hubeny \& Lanz 2017). The final sub-grid only has four grid dimensions; $7000 \mathrm{~K} \leqslant T_{\text {eff }} \leqslant 20,000 \mathrm{~K}$ in steps of 500 K ( 27 steps), $3.0 \leqslant \log g \leqslant 5$ in steps of 0.5 dex (five steps), $-2.5 \leqslant[\mathrm{M} / \mathrm{H}] \leqslant 1.0$ in steps of 0.5 dex (eight steps), and

[^3]a projected rotational velocity $(v \sin i)$ dimension with values of $1.5,3.0,6.0,12.0,24.0,48.0,96.0 \mathrm{~km} \mathrm{~s}^{-1}$ (seven steps).

The analysis of these spectra is extremely challenging; after all, these stars were targeted to show as few spectral features as possible, and often hydrogen lines are the only strong features. Still, at least providing an estimate of the basic stellar parameters for these stars might be useful for some science applications. However, it should be noted that these values are not fully evaluated and should be used with caution, preferably by users familiar with hot stars and their spectra.

### 4.5. Dimensionality Reduction Using PCA

Even after dividing the total number of synthetic spectra into sub-grids, these are still too large to hold in memory. Hence we have, as in previous APOGEE data releases, used PCA to reduce the dimensionality of the sub-grids. Previously, this was done by splitting the APOGEE spectra into 30 pieces and using 30 PCA components for every piece, giving 900 PCA components, which provides almost a factor of 10 reduction in grid size. Tests on synthetic data, comparing the reconstructed spectra to originally calculated spectra, have shown that better accuracy is achieved with the same total number of PCA parameters, but by dividing the spectra into 12 pieces and using 75 PCA components for each piece, so this was implemented for the DR16 grids. Interpolation is done in the PCA coefficients, and the resulting values are multiplied by the PCA basis functions to create an interpolated spectrum.

### 4.6. Coarse Characterization

In DR14, we did an initial coarse characterization of all stellar spectra to decide which synthetic spectra sub-grid(s) to use when performing the stellar parameter determination. This coarse characterization was made by passing all stars through reduced-size F-dwarf, GK-giant, and M-giant grids with $[C / M]=[N / M]=0$. Based on the outcome of these runs, the spectrum was finally analyzed using the sub-grid that yielded the best fit, or the two adjacent sub-grids for cases when the best fit was near a grid edge. After the proper sub-grid (s) to be used was determined, FERRE was run with 12 different starting positions (to avoid being trapped within local minima) distributed evenly in $T_{\text {eff }}, \log g$, and $[\mathrm{M} / \mathrm{H}]$ in the chosen sub-grid(s), and the final stellar parameters were set to the best fitting of these 12 (or $2 \times 12$ in the case of border line cases) runs. A more thorough description of this process can be found in Holtzman et al. (2018).
In DR16, we instead created one, large "coarse" grid with dimensions $3000 \mathrm{~K} \leqslant T_{\text {eff }} \leqslant 8000 \mathrm{~K}$ (11 steps of 500 K ), $0 \leqslant \log g \leqslant 5 \quad$ (six steps of 1 dex $), \quad-2.5 \leqslant[\mathrm{M} / \mathrm{H}] \leqslant 1.0$ (eight steps of 0.5 dex ), $-0.5 \leqslant[\alpha / \mathrm{M}] \leqslant 1.0$ (four steps of 0.5 dex ),$-0.5 \leqslant[\mathrm{C} / \mathrm{M}] \leqslant 0.5$ (five steps of 0.25 dex ), $-0.5 \leqslant[\mathrm{~N} / \mathrm{M}] \leqslant 1.0$ (four steps of 0.5 dex), five steps of $v_{\text {mic }}$; $0.3,0.6,1.2,2.4$, and $4.8 \mathrm{~km} \mathrm{~s}^{-1}$, and seven steps of $v \sin i ; 1.5$, $3.0,6.0,12.0,24.0,48.0$, and $96.0 \mathrm{~km} \mathrm{~s}^{-1}$, which was used to decide which "fine" sub-grid(s) to use when analyzing the spectrum. Furthermore, the derived values of the stellar parameters from the "coarse" run were adopted as starting values when executing the second "fine" run with FERRE. This means that in the new scheme, we run FERRE significantly fewer times for every star (one coarse and one or two fine), as compared to DR14 (three coarse and 12 or 24 fine). This led to a reduction in analysis time, something that is sorely needed as the data set


Figure 3. Examples of the interpolation error. Of 4096 known spectra in a small sub-grid of the larger GK-giant grid, 372 were deleted and then recreated using interpolation based on the remaining spectra, using different $r_{0}$ values, with the aim of evaluating the overall accuracy. The $r_{0}=0.8$ and 1.2 cases are shifted up and down in the plot, to aid visibility. On the $x$-axis are the 372 deleted spectra, and on the $y$-axis, differences between the interpolated and original spectrum for all wavelengths are plotted, i.e., there are thousands of points for every spectrum ( $x$-axis value) and every choice or $r_{0}(0.8,1.0,1.2$ ). The stated $\sigma$ is the standard deviation around the mean value. We chose $r_{0}=1$ because higher $r_{0}$ values do not improve the accuracy, but add computation time.
increases for every release (see Table 1). However, in addition, we changed the choice of minimizing algorithm in FERRE from the default Nelder-Mead algorithm (Nelder \& Mead 1965), identified in the code with the option $\mathrm{ALGOR}=1$, to the Unconstrained Optimization BY Quadratic Approximation (UOBYQA; Powell 2002), ALGOR $=3$ in FERRE, and this led to a compensating increase in analysis time. Both algorithms perform numerical optimization without the need for the explicit evaluation of derivatives, but while Nelder-Mead indicates a prescription for the motion of the vertices of a simplex in the search space that on convergence contains the minimum of the objective function (the $\chi^{2}$ in our case), UOBYQA builds quadratic models for minimizing the objective function within trust regions. These changes were motivated by tests analyzing synthetic spectra-that then of course have "known" stellar parameters-which showed that the new scheme produces more accurate results.

### 4.7. Continuum Normalization

For DR16, a revised scheme was used to normalize the spectra. First, the reduction process was improved to provide spectra with smoother variations and fewer "wiggles" (see Section 3), helping the normalization of the observed spectra when comparing to the synthetic spectra. In addition, the observed spectra have been slightly continuum-adjusted for the final analysis, based on the fit from the "coarse" fit of stellar parameters. The ratio of the observed spectra to the best-fit "coarse" model spectrum was smoothed with a broad median filter (with a width of 750 pixels), and the observed spectrum was divided by the smoothed residual before being passed to the "fine" run. Manual inspection of spectra and their final, "fine" stellar parameter fits has shown this scheme to greatly
improve the continuum fits, and perhaps more importantly, to homogenize the APOGEE-N and APOGEE-S data and decrease the spread in derived stellar parameters/abundances for stars observed with both APOGEE instruments. Finally, both these corrected observed spectra and the synthetic spectra are normalized with a fourth-order polynomial in the wavelength region covered by each of the three APOGEE detectors.

For DR16, this final continuum normalization is now made inside FERRE, allowing for rejection of the same pixels (e.g., those contaminated by night sky emission) in the observed and synthetic spectra, based on pixels flagged in the observed spectrum. In previous data releases, the continuum fit of the observed spectrum was made ignoring flagged pixels, while the continuum normalization of the synthetic spectra used all pixels, leading to possible inconsistencies for some spectra.

### 4.8. Element "Windows"

After the stellar parameters (and "abundance parameters") have been determined, these are held fixed for additional runs of FERRE to determine the elemental abundances. For these, only windows in the spectra that are sensitive to the element in question are used, and only the most relevant abundance dimension of the grid is varied; $[\mathrm{M} / \mathrm{H}]$ (for $\mathrm{Na}, \mathrm{Al}, \mathrm{P}, \mathrm{K}, \mathrm{V}, \mathrm{Cr}$, $\mathrm{Mn}, \mathrm{Fe}, \mathrm{Co}, \mathrm{Ni}, \mathrm{Cu}, \mathrm{Ge}, \mathrm{Rb}, \mathrm{Ce}, \mathrm{Nd}$, and Yb ), $[\alpha / \mathrm{M}]$ (for O , $\mathrm{Mg}, \mathrm{Si}, \mathrm{S}, \mathrm{Ca}, \mathrm{Ti}$, and Ti II ), $[\mathrm{C} / \mathrm{M}]$ (for C and CI ), or $[\mathrm{N} / \mathrm{M}$ ] (for N ). The windows are chosen based on where our synthetic spectra are sensitive to a given element, and at the same time not sensitive to another element in the same abundance group. Based on this, different weights are assigned to pixels in different abundance windows, just as in DR14.

Table 3
Windows and Weights Used in the Determination of Stellar Abundances

| Wavelength ( $\AA$, vacuum) | C | C I | N | O | Na | Mg | Al | Si | P | S | K | Ca | Ti | Ti II | $\cdots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15152.211 | 0.000 | 0.000 | 0.300 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |  |
| 15152.420 | 0.000 | 0.000 | 0.354 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | . |
| 15152.629 | 0.000 | 0.000 | 0.263 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |  |
| 15152.839 | 0.000 | 0.000 | 0.129 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | $\ldots$ |
| 15153.048 | 0.000 | 0.000 | 0.045 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | $\ldots$ |
| 15153.257 | 0.000 | 0.000 | 0.015 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | $\ldots$ |
| 15153.467 | 0.000 | 0.000 | 0.013 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | .. |
| 15153.676 | 0.000 | 0.000 | 0.025 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | . |
| 15153.885 | 0.000 | 0.000 | 0.042 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |  |
| 15154.095 | 0.000 | 0.000 | 0.061 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | $\ldots$ |
| ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | $\ldots$ | ... | ... | $\cdots$ |

(This table is available in its entirety in machine-readable form.)

In DR16, however, we performed some test analyses using one window at a time for a subset of spectra for the elements with less than 10 windows, with the aim of weeding out windows that produced deviant results for one reason or another, possibly caused by bad/missing atomic data in the window, unrecognized blends, or 3D/non-LTE (NLTE) effects. These analyses were run on a validation sample, which consists of spectra with high $\mathrm{S} / \mathrm{Ns}$, and including stars from across the HR-diagram, stars in the Kepler field, stars with independently determined stellar parameters and abundances, etc.

Based on manual inspection of the derived "windowabundances" as compared to each other, and to expected astrophysical trends in the solar neighborhood, and as a function of $T_{\text {eff }}$ in open clusters, some of the windows used in DR14 were removed for $\mathrm{Al}, \mathrm{P}, \mathrm{S}, \mathrm{Ti}, \mathrm{V}, \mathrm{Cr}, \mathrm{Mn}, \mathrm{Co}$, and Yb . The windows and their weights used for DR16 are provided in Table 3.

For the elemental abundance determination for DR16, we have used the new TIE option in FERRE for elements that were fit using the $[\mathrm{M} / \mathrm{H}]$ dimension of the grid. Using this dimension, abundances of all elements are varied together during the fit. The TIE option allows the $[\alpha / \mathrm{M}],[\mathrm{C} / \mathrm{M}]$, and [N/M] dimensions to be varied oppositely in lockstep, such that the abundances of $\mathrm{C}, \mathrm{N}$, and the $\alpha$ elements are not varied as the best-fitting abundance from the $[\mathrm{M} / \mathrm{H}]$ variation is determined.

### 4.9. Other Updates

We updated FERRE from version 4.7.1 to the latest version at the time of production, 4.8.5. The updates to the code between these releases are rather minor, but include the important TIE option.

The data were all processed on the SDSS cluster at the University of Utah, which is comprised of 27 nodes with 16 cores each. For processing with FERRE, two jobs are run on each node at once to accommodate the significant memory usage required to load a single sub-grid, but the multiprocessing option in FERRE is used to run 16 threads simultaneously for each job. The total processing time is approximately $8-10 \mathrm{hr}$ per field for fields with a single cohort of $\sim 160$ stars.

## 5. Results

In this section, we describe how the APOGEE DR16 results are presented, and the calibrations that were applied. A subsequent section (Section 6) describes some of the validation and attempts to assess the accuracy and precision of derived quantities.

The RVs, stellar parameters, and abundances for all stars are supplied in an FITS file referred to as the allStar file. For DR16, this file is called allStar-r12-133.fits ${ }^{36}$ (reduction version r12 analyzed with the spectral libraries 133).

### 5.1. Radial Velocities

The RVs are provided in the VHELIO_AVG entry in the allStar file. As in DR14, these velocities are given in the solar system barycentric frame, not the heliocentric frame as the name suggests; the naming convention has been maintained from earlier releases for historical reasons. For stars that have been observed with multiple visits, the scatter of the individually derived RVs is provided in VSCATTER. This can be used, for example, to filter out possible binary systems.

### 5.2. Stellar Parameters

As in previous data releases, and as described in previous sections in this paper, the ASPCAP stellar parameters include the "classic" spectroscopic stellar parameters $T_{\text {eff }}, \log g$, $[\mathrm{M} / \mathrm{H}], v_{\text {mic }}$, and $v \sin i$ (for dwarfs; a prescribed $v_{\text {mac }}$ in the case of giants) as well as some initial estimate of abundances; $[\alpha / \mathrm{M}],[\mathrm{C} / \mathrm{M}]$, and $[\mathrm{N} / \mathrm{M}]$. The "abundance parameters" are needed for several reasons; for many of our cool, metal-rich targets, CNO-bearing molecular lines cover more or less the entire APOGEE spectral region, and a correct modeling of these is required to fit the classical stellar parameters. Furthermore, since the $\alpha$-elements are important electron donors, modeling these correctly as the stellar parameters are determined is necessary, and, additionally, some of our targets have carbon abundances far enough from solar that the atmospheric structure is altered. These "abundance parameters" are determined from a global fit of the entire spectrum simultaneously with the other stellar parameters.
In the second stellar abundance measurement stage, these abundances are re-determined using windows in the spectra covering only spectral lines sensitive to the abundance in
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Figure 4. Difference between spectroscopic DR16 $T_{\text {eff }}$ and photometric $T_{\text {eff }}$ from González Hernández \& Bonifacio (2009) as a function of metallicity. Large red and blue points show mean and median differences in bins of metallicity, respectively. The adopted $T_{\text {eff }}$ calibration is a function of $[\mathrm{M} / \mathrm{H}]$ and $T_{\text {eff }}$, and is indicated by the colored lines.
question (see Section 5.3). For that reason, we recommend the use of these "windowed" abundances in most cases, but even so, the "abundance parameters" are stored and can be found in the FPARAM array as well as in the ALPHA_M tag.

As in previous data releases, some of the spectroscopically determined stellar parameters have been calibrated to match other, independent measurement of the parameters. These calibrations have varied over the data releases, and we include below a description of what has been done in DR16.

The spectroscopic and calibrated abundance parameters are provided in the FPARAM and PARAM arrays; there are nine entries in these arrays for each star, corresponding to $T_{\text {eff }}, \log g$, $\log \left(v_{\text {mic }}\right),[\mathrm{C} / \mathrm{M}],[\mathrm{N} / \mathrm{M}],[\alpha / \mathrm{M}], \log (v \sin i)$, and $O$ (currently unused). Many of these are also split out into appropriately named tags in the allStar file, as described below.

### 5.2.1. Effective Temperature, $\mathrm{T}_{\text {eff }}$

The spectroscopic $T_{\text {eff }}$ for all stars has been calibrated to the photometric scale of González Hernández \& Bonifacio (2009, hereafter GHB) using linear relations as a function of metallicity and effective temperature:

$$
\begin{align*}
T_{\mathrm{eff}, \mathrm{cal}}= & T_{\mathrm{eff}}+610.81-4.275 \cdot[\mathrm{M} / \mathrm{H}]^{\prime} \\
& -0.116 \cdot T_{\mathrm{eff}}^{\prime} \tag{1}
\end{align*}
$$

where $[\mathrm{M} / \mathrm{H}]$ and $T_{\text {eff }}$ are the uncalibrated values of $[\mathrm{M} / \mathrm{H}]$ and $T_{\text {eff }}$, and the "primed" values are clipped to lie in the range $-2.5<[\mathrm{M} / \mathrm{H}]^{\prime}<0.75$ and $4500<T_{\text {eff }}^{\prime}<7000$. The clipping is applied since the bulk of the stars in GHB fall within these limits, so we prefer not to extrapolate; outside of these ranges, the offsets from the end of the valid range were applied. Figure 4 shows the data from which this relation was derived.

The spectroscopically determined $T_{\text {eff }}$ is given in a new TEFF_SPEC tag while the calibrated $T_{\text {eff }}$, as in previous data releases, can be found in the TEFF tag.

### 5.2.2. Surface Gravity, $\log g$

As in DR14, the spectroscopic $\log g$ for giant stars has been calibrated using relations determined from stars in the Kepler
field for which asteroseismic surface gravities are available (Pinsonneault et al. 2018). As with previous data releases, we find that the relationship between the spectroscopic and asteroseismic values is complex; in particular, we find different offsets for red clump and red giant stars that occur in similar locations in a $T_{\text {eff }}-\log g$ diagram.

New for DR16 is that we also provide calibrated surface gravities for dwarfs, for which we use a combination of techniques: for warmer dwarfs, we have asteroseismic values that we use, while for cooler dwarfs, we derive an approximate calibration using isochrones.

The classification of stars into these different "calibrationcategories" was done according to the following criteria:

1. All stars with uncalibrated $\log g>4$ or $T_{\text {eff }}>6000 \mathrm{~K}$ are considered dwarf stars.
2. Stars with uncalibrated $2.38<\log g<3.5$ and

$$
[\mathrm{C} / \mathrm{N}]>0.04-0.46 \cdot[\mathrm{M} / \mathrm{H}]-0.0028 \cdot d T
$$

are considered red clump stars. Here $d T$ is defined as

$$
\begin{aligned}
d T= & T_{\text {eff,spec }}-\left(4400+552.6 \cdot\left(\log g_{\text {spec }}-2.5\right)\right. \\
& -324.6 \cdot[\mathrm{M} / \mathrm{H}] .
\end{aligned}
$$

3. RGB stars are defined as the stars with uncalibrated $\log g<3.5$ and $T_{\text {eff }}<6000 \mathrm{~K}$ that do not fall in the red clump category, as defined above.
4. For stars with uncalibrated $3.5<\log g<4.0$ and $T_{\text {eff }}<6000 \mathrm{~K}$, a correction is determined using both the RGB and dwarf calibrations, and a weighted correction is adopted based on $\log g$.
These classifications are shown in Figure 5 in the $T_{\text {eff }}$ $\log g$ plane, although this does not show the dependence of the RC/RGB-classification on $[\mathrm{M} / \mathrm{H}]$ and $[\mathrm{C} / \mathrm{N}]$.

The calibration relations for dwarf, RC, and RGB stars are, respectively,

Dwarf stars:

$$
\begin{align*}
\log g_{\mathrm{cal}}= & \log g-\left(-0.947+1.886 \cdot 10^{-4} \cdot T_{\mathrm{eff}, \mathrm{spec}}\right. \\
& +0.410 \cdot[\mathrm{M} / \mathrm{H}]) \tag{2}
\end{align*}
$$



Figure 5. Classification of stars into the $\log g$ "calibration-categories"; RGB (black), RC (gray), dwarf (orange), and RGB/dwarf (blue). The left panel shows how the categories were chosen from the spectroscopic stellar parameters, and the right panel shows where the categories end up after calibration. Note in particular the rather sharp RC-RGB "grid edge" at $\log g \sim 2.24$ in the calibrated parameters. This figure does not demonstrate the dependence of the RC/RGB-classification on [M/ $\mathrm{H}]$ and $[\mathrm{C} / \mathrm{N}]$ at a given $T_{\text {eff }}$ and $\log g$.

Red clump stars:

$$
\begin{align*}
\log g_{\text {cal }}= & \log g-(-4.532+3.222 \cdot \log g \\
& \left.-0.528 \cdot(\log g)^{2}\right) \tag{3}
\end{align*}
$$

Red giant stars:

$$
\begin{align*}
\log g_{\text {cal }}= & \log g-\left(-0.441+0.7588 \cdot \log g^{\prime}\right. \\
& -0.2667 \cdot\left(\log g^{\prime}\right)^{2}+0.02819 \cdot\left(\log g^{\prime}\right)^{3} \\
& \left.+0.1346 \cdot[\mathrm{M} / \mathrm{H}]^{\prime}\right) \tag{4}
\end{align*}
$$

where

$$
\begin{aligned}
\log g^{\prime} & =\log g \text { for } \log g \geqslant 1.2795 \\
\log g^{\prime} & =1.2795 \text { for } \log g<1.2795 \\
{[\mathrm{M} / \mathrm{H}]^{\prime} } & =[M / H] \text { for }[\mathrm{M} / \mathrm{H}] \leqslant 0.5 \\
{[\mathrm{M} / \mathrm{H}]^{\prime} } & =0.5 \text { for }[\mathrm{M} / \mathrm{H}]>0.5
\end{aligned}
$$

where the fixed value of $\log g^{\prime}$ at low surface gravity and $[\mathrm{M} / \mathrm{H}]^{\prime}$ at high metallicity avoids extrapolation into a region where there are few calibrators.

The functional forms for these calibrations were determined from inspection of the relations between spectroscopic, asteroseismic, and isochrone surface gravities. While these capture a significant portion of the relationships, small trends with other parameters may certainly exist, and the calibrated surface gravities cannot be assumed to be more accurate than $\sim 0.05$ dex.

We note that no smooth transition is implemented between the RGB and RC calibrations, resulting in a small discontinuity in $\log g$ at the transition value. Based on the asteroseimsic results, we find that $93 \%$ of the RGB stars and $96 \%$ of the RC stars are classified correctly by our procedure. For the incorrectly classified stars, the calibrated surface gravities will be systematically off. However, since we perform the abundance analysis using the uncalibrated parameters, the abundances are unaffected.

The spectroscopic $\log g$ is given in the LOGG_SPEC tag in the allStar file, while the calibrated $\log g$, as in previous data releases, can be found in the LOGG tag.

### 5.2.3. The Abundance Parameters: $[M / H],[\alpha / M],[C / M]$, and $[N / M]$

In DR16, the abundance parameters $[\mathrm{C} / \mathrm{M}]$ and $[\mathrm{N} / \mathrm{M}]$ are not calibrated. The $[\alpha / \mathrm{M}]$ parameter is calibrated by the application of a zero-point shift of 0.033 dex for giants and 0.01 dex for dwarfs so that the mean of solar-metallicity stars in the solar neighborhood has $[\alpha / \mathrm{M}]=0.0$ (see Section 5.3 and Table 4). The $[\mathrm{M} / \mathrm{H}]$ parameter is also provided in the M_H tag, and the calibrated $[\alpha / \mathrm{M}]$ parameter is provided in the ALPHA_M tag. We note that, due to an inadvertent error, the values in the M_H tag (and the corresponding entry in the PARAM array) differ from the values in the FPARAM array by 0.003 and 0.0004 dex for giants and dwarfs, respectively.

### 5.3. Stellar Abundances

In DR16, the abundance determination of 26 species is attempted: C, C I, N, O, Na, Mg, Al, Si, P, S, K, Ca, Ti, Ti II, V, $\mathrm{Cr}, \mathrm{Mn}, \mathrm{Fe}, \mathrm{Co}, \mathrm{Ni}, \mathrm{Cu}, \mathrm{Ge}, \mathrm{Rb}, \mathrm{Ce}, \mathrm{Nd}$, and Yb . Note that, as in previous data releases, the uncalibrated spectroscopic stellar parameters were used when determining the stellar abundances. The reason for this is that the spectroscopic parameters give the best general fit to the stellar spectrum, and thereby give the best description of possible blends when determining the abundances from the abundance windows.

All of the "raw" abundance measurements for all stars are presented in the FELEM array, in which the order of the array elements for each star is by atomic number, with entries as listed above. Note that, in this array, the abundances for different elements are given with respect to either the total metals or to hydrogen, depending on which grid dimension was used during the fit.

In previous data releases, a $T_{\text {eff }}$-dependent calibration was applied to each individual elemental abundance to remove apparent trends in the uncalibrated abundances, based on

Table 4
Determined Abundances Are Zero-point Shifted to Make Stars with Solar M_H in the Solar Neighborhood Have $[\mathrm{X} / \mathrm{M}]=0$

| Element | Giants | Dwarfs |
| :--- | :---: | :---: |
| $[\mathrm{C} / \mathrm{M}]$ | 0.000 | +0.003 |
| $[\mathrm{C} \mathrm{I} / \mathrm{M}]$ | 0.000 | -0.003 |
| $[\mathrm{~N} / \mathrm{M}]$ | 0.000 | +0.002 |
| $[\mathrm{O} / \mathrm{M}]$ | -0.022 | -0.001 |
| $[\mathrm{Na} / \mathrm{M}]$ | -0.022 | $\ldots$ |
| $[\mathrm{Mg} / \mathrm{M}]$ | -0.009 | +0.041 |
| $[\mathrm{Al} / \mathrm{M}]$ | -0.148 | -0.043 |
| $[\mathrm{Si} / \mathrm{M}]$ | -0.038 | +0.026 |
| $[\mathrm{P} / \mathrm{M}]$ | +0.183 | $\ldots$ |
| $[\mathrm{~S} / \mathrm{M}]$ | -0.040 | -0.054 |
| $[\mathrm{~K} / \mathrm{M}]$ | +0.090 | +0.108 |
| $[\mathrm{Ca} / \mathrm{M}]$ | -0.002 | -0.035 |
| $[\mathrm{Ti} / \mathrm{M}]$ | -0.009 | +0.027 |
| $[\mathrm{Ti} \mathrm{II} / \mathrm{M}]$ | -0.249 | $\ldots$ |
| $[\mathrm{~V} / \mathrm{M}]$ | +0.192 | -0.026 |
| $[\mathrm{Cr} / \mathrm{M}]$ | +0.020 | -0.065 |
| $[\mathrm{Mn} / \mathrm{M}]$ | +0.121 | +0.145 |
| $[\mathrm{Fe} / \mathrm{M}]$ | 0.000 | 0.000 |
| $[\mathrm{Co} / \mathrm{M}]$ | -0.027 | +0.079 |
| $[\mathrm{Ni} / \mathrm{M}]$ | -0.016 | -0.043 |
| $[\mathrm{Cu} / \mathrm{M}]$ | +0.018 | +0.103 |
| $[\mathrm{Ce} / \mathrm{M}]$ | -0.070 | $\ldots$ |
| $[\mathrm{M} / \mathrm{H}]$ | 0.000 | +0.003 |
| $[\alpha / \mathrm{M}]$ | -0.033 | -0.011 |

Note. Above is the list of the applied shifts for giant and dwarf stars, respectively. For $\mathrm{Na}, \mathrm{P}, \mathrm{Ti}$ II, and Ce , no calibrated abundances are given for dwarfs because of large uncertainties; see Section 6.10.
observations of star clusters. For DR16, no such calibration is applied because, with the modification to the abundance pipeline, the trends with effective temperature for most elements have reduced amplitude in the cluster sample as compared with previous data processing. That being said, inspection of the full data set suggests that some trends of abundances with stellar parameters can exist for some elements, such that users need to exercise caution when comparing abundances across different regions of stellar parameters space (see Section 6.5).

The only calibration applied to the DR16 abundances is a zero-point shift to force stars with solar $[\mathrm{M} / \mathrm{H}]$ in the solar neighborhood to have a mean $[\mathrm{X} / \mathrm{M}]=0$. This is done separately for giants and dwarfs, where "giants" in this case are defined as stars with $\log g<2+\left(T_{\text {eff }}-3500\right) / 650$ and $\log g<4$ and $T_{\text {eff }}<7000 \mathrm{~K}$, and all others are defined as dwarfs. More specifically, we average the "raw" abundances of all stars within 0.5 kpc of the Sun, based on Gaia DR2 parallaxes (Gaia Collaboration et al. 2016, 2018; Lindegren et al. 2018), and with $-0.05<[\mathrm{M} / \mathrm{H}]<0.05$, and subtract this value from the "raw" $[\mathrm{X} / \mathrm{M}]$ of all stars. The applied shifts are tabulated in Table 4 (compare Table 5 in Holtzman et al. 2018 for the shifts applied in DR13 and DR14); they are generally small (of the order of hundredths of a dex), but are substantial for a handful of elements such as Al, P, V, and Mn. Note that this calibration is a zero-point offset only. Formally, using bracket notation ( $[\mathrm{X} / \mathrm{Fe}]$ ) suggests that the abundances are relative to those of the Sun; we did not choose this procedure because many of the lines/elements that we measure in cooler stars are very weak in the solar spectrum, so an

APOGEE-based solar abundance measurement has significant uncertainties. Instead, we build upon many results reported in the literature that suggest that the mean $[\mathrm{X} / \mathrm{Fe}]$ in solar neighborhood stars is close to solar at solar abundance (Reddy et al. 2003; Adibekyan et al. 2012; Bensby et al. 2014, among others). Small intrinsic spread in $[\mathrm{X} / \mathrm{Fe}]$ at solar abundance as found by Bedell et al. (2018) will still be reflected in the calibrated abundances, as we only apply a single mean offset to all stars.

The calibrated abundances are provided in the X_H and X_M arrays in the allStar file, where the difference between these is just the value of M_H. For further discussion about the APOGEE abundance scale, see Section 5.3.2.

### 5.3.1. "Named" Abundance Tags, X_FE

In addition to the abundances in the $\mathrm{X} \_H$ and $\mathrm{X} \_\mathrm{M}$ arrays, we provide abundances in "named" X_FE abundance tags, e.g., C_FE, N_FE, O_FE, etc., where we provide abundances relative to iron. These are simply calculated by subtracting the $[\mathrm{Fe} / \mathrm{H}]$ abundance from the $[\mathrm{X} / \mathrm{H}]$ abundance for each element.

However, we populate the X_FE tags only for stars for which we believe the abundances are the most reliable, and do not populate them for abundances that are expected to have large uncertainties or the possibility of significant systematic error. There are a number of reasons why an X_FE tag could be unpopulated (i.e., has a value of -9999.99 ):

1. We do not populate the X_FE tags if any bit in the corresponding ELEMFLAG is set. This means that if the estimated uncertainty (see Section 5.4) is larger than 0.2 dex, or if the $T_{\text {eff }}$ is outside the range in which we think the abundances are reliable (see Section 6.5), then the corresponding X_FE tag is not populated.
2. For carbon, nitrogen, and iron, the corresponding named tags (C_FE, N_FE, and FE_H) are not populated if the elemental window abundance deviates significantly (more than 0.25 dex for C and N , more than 0.1 dex for Fe ) from the corresponding "abundance parameter" ([C/ $\mathrm{M}],[\mathrm{N} / \mathrm{M}]$, and $[\mathrm{M} / \mathrm{H}]$ ). This behavior is not expected, so these objects are flagged with a PARAM_MISMATCH bit in the corresponding ELEMFLAG. Since this can affect FE_H, the implication is that none of the named tags (C_FE, N_FE, O_FE, etc.) will be populated for such a star, since the named tags give abundance relative to iron. The bulk of the stars that show this behavior are cool, metal-rich giants, so users are warned that using the named tags will lead to a bias against these stars in a sample. For use cases where such biases may be relevant, users may wish to calculate abundances relative to iron from the $\mathrm{X} \_H$ or $\mathrm{X} \_\mathrm{M}$ arrays, recognizing the possibility of some systematic uncertainties for the subset of stars with a PARAM_MISMATCH bit set.
3. We do not populate the X_FE tags for stars with $H>14.6$, since for these, the RV determination of the individual visits might fail, leading to bad combination of the spectra, compare Section 6.2.
4. We do not populate the CE_FE tag for stars with $v_{\text {rad }}>120$, because for these stars, the window for the single Ce line that is used shifts into wavelengths that fall into one of the gaps between the APOGEE detectors.
5. We do not populate the named tags for several unreliable elements, including all abundances of $\mathrm{Ge}, \mathrm{Rb}$, and Yb because the few lines available are so weak/blended that we cannot determine these abundances reliably. ${ }^{37}$ The Nd abundances are also completely removed in the ND_FE tag, but in this case, the reason is mainly the limitations in the current methodology; the available Nd lines are all blended with lines that also vary in the $[\mathrm{M} / \mathrm{H}]$ dimension, which means that we cannot distinguish the Nd contribution to the absorption line from the contribution from the blending element. The abundances for these four elements were also removed in the named tags in DR14.
As a result of these criteria, users should be aware that using abundances from the named tags will yield a sample with additional biases over those present from selection effects, in exchange for getting a sample with abundances that are expected to be more reliable. The abundances in the X_M and X_H arrays are not subject to these additional biases, but may be less reliable for some stars.

### 5.3.2. The Abundance Scale

The solar abundance scale of DR16 is complex, but, in general, we are likely to be close to the scale of Grevesse et al. (2007) for many elements. The relevant steps in making this a hard question are reiterated below:

1. When constructing the line list for the analysis, we adjust the atomic data to fit a spectrum of the Sun with the Grevesse et al. (2007) abundances (and the parameters $T_{\text {eff }}=5777 \mathrm{~K}$, $\log g=4.44,[\mathrm{Fe} / \mathrm{H}]=0.00$, and $v_{\text {mic }}=1.10 \mathrm{~km} \mathrm{~s}^{-1}$ ), but only within the quoted uncertainties of the source of the data. Moreover, we simultaneously adjust the atomic data to also fit a spectrum of Arcturus (with the parameters $T_{\text {eff }}=4286 \mathrm{~K}, \log g=1.66,[\mathrm{Fe} / \mathrm{H}]=-0.52$, and $v_{\text {mic }}=$ $1.74 \mathrm{~km} \mathrm{~s}^{-1}$ ), and abundances from the literature (see V. Smith et al. 2020, in preparation for details). Molecular data are not adjusted.
2. The chemical abundances in the stellar atmosphere models and the spectral synthesis calculations are specified relative to the solar abundance scale of Grevesse et al. (2007).
3. The calibrated abundances have been zero-point corrected so that solar-metallicity stars in the solar neighborhood have $[X / M]=0$; see Table 4 . We do not calibrate directly to the Sun because it is not typical of the stars in the APOGEE sample, and because abundances of many elements are not well determined in stars with effective temperature as high as that of the Sun. Note, however, that the calibration offsets are small for many elements, as shown in Table 4. C and N abundances have not been calibrated for giants since those abundances are expected to be affected by the star's evolution and not follow Galactic chemical evolution.

We stress that the uncalibrated abundances derived for giants from molecular lines-C, N, O-are not adjusted in any way and, provided the molecular data do not have systematic uncertainties, those abundances should be at least close to the

[^5]Table 5
Determined Stellar Abundances for Our Solar Spectrum Reflected Off the Asteroid Vesta

| Element | Spectroscopic | Calibrated |
| :--- | :---: | ---: |
| $[\mathrm{C} / \mathrm{M}]$ | 0.02 | 0.02 |
| $[\mathrm{C} \mathrm{I} / \mathrm{M}]$ | 0.03 | 0.03 |
| $[\mathrm{~N} / \mathrm{M}]$ | 0.18 | 0.18 |
| $[\mathrm{O} / \mathrm{M}]$ | 0.05 | 0.05 |
| $[\mathrm{Na} / \mathrm{M}]$ | -0.02 | -0.02 |
| $[\mathrm{Mg} / \mathrm{M}]$ | -0.05 | -0.01 |
| $[\mathrm{Al} / \mathrm{M}]$ | 0.05 | 0.01 |
| $[\mathrm{Si} / \mathrm{M}]$ | -0.03 | -0.01 |
| $[\mathrm{P} / \mathrm{M}]$ | -0.21 | -0.21 |
| $[\mathrm{~S} / \mathrm{M}]$ | 0.03 | -0.03 |
| $[\mathrm{~K} / \mathrm{M}]$ | -0.18 | -0.07 |
| $[\mathrm{Ca} / \mathrm{M}]$ | 0.02 | -0.02 |
| $[\mathrm{Ti} / \mathrm{M}]$ | -0.06 | -0.03 |
| $[\mathrm{Ti} \mathrm{II} / \mathrm{M}]$ | 0.11 | 0.11 |
| $[\mathrm{~V} / \mathrm{M}]$ | 0.00 | -0.02 |
| $[\mathrm{Cr} / \mathrm{M}]$ | 0.10 | 0.04 |
| $[\mathrm{Mn} / \mathrm{M}]$ | -0.10 | 0.04 |
| $[\mathrm{Fe} / \mathrm{M}]$ | -0.01 | 0.00 |
| $[\mathrm{Co} / \mathrm{M}]$ | 0.21 | 0.29 |
| $[\mathrm{Ni} / \mathrm{M}]$ | 0.05 | 0.01 |
| $[\mathrm{Cu} / \mathrm{M}]$ | -0.16 | -0.05 |
| $[\mathrm{Ce} / \mathrm{M}]$ | -0.12 | -0.12 |

Grevesse et al. (2007) scale. Regarding the uncalibrated abundances derived from atomic lines, the abundance scale varies from element to element. For elements that have strong features in the Sun, the adjustments to the atomic data do not depend much on the fitting of the Arcturus spectrum/ abundances, and if these same features happen to have high weight in the ASPCAP analysis, the abundance scale should be close to that of Grevesse et al. (2007). For elements whose abundance determination relies more on lines whose $\log g f$ values were more adjusted using the Arcturus spectrum, the absolute abundance scale is less well known. The fact that the adjustments to the atomic data depend on Arcturus as well as the Sun is a significant motivation for calibrating the derived spectroscopic stellar abundances based on the solar neighborhood solar-metallicity stars. C and N in giants do not have any calibration applied and should-if we assume that the molecular data used does not have any systematics-be at least close to the Grevesse et al. (2007) scale. For all other calibrated abundances, our philosophy is that they are provided on a "true bracket" (i.e., relative) scale in the spectroscopic sense, where abundances are simply presented in a ratio to our own, undetermined, unspecified solar abundance.

A check on our solar reference scale is provided by our analysis of the solar spectrum reflected off the asteroid Vesta (see Table 5). However, we stress again that the Sun is not a typical star within the APOGEE sample, and that these values cannot be taken as deviations from the Grevesse et al. (2007) scale for the main sample of APOGEE.

### 5.4. Uncertainties

As in DR14, we find that the uncertainties for parameters and abundances returned by the fitting routine in FERRE are unrealistically low in most cases. As a result, we take an alternate approach to derive empirical uncertainties, and adopt

Table 6
Coefficients Describing the Supplied Uncertainties in Stellar Parameters, Compare Equation (5)

| Parameter | A | B | C | $e^{\text {A }}$ |
| :--- | ---: | ---: | ---: | ---: |
| $T_{\text {eff }}$ | 4.583 | $2.965 \times 10^{-4}$ | $-2.177 \times 10^{-3}$ | -0.117 |
| $\log g$ (dwarfs) | -2.327 | $-1.349 \times 10^{-4}$ | $2.269 \times 10^{-4}$ | -0.306 |
| $\log g($ RC $)$ | -3.444 | $9.584 \times 10^{-4}$ | $-5.617 \times 10^{-4}$ | -0.181 |
| $\log g($ RGB $)$ | -2.923 | $2.296 \times 10^{-4}$ | $6.900 \times 10^{-4}$ | -0.277 |

Note. Due to the parameterization, $e^{\mathrm{A}}$ can be taken as a measure of a typical uncertainty for a star with $T_{\text {eff }}=4500 \mathrm{~K},[\mathrm{M} / \mathrm{H}]=0.0$, and $\mathrm{S} / \mathrm{N}=100$.
for the final uncertainties the larger of the FERRE and empirical uncertainty estimates.

For $T_{\text {eff }}$ and $\log g$, we estimate uncertainties from the scatter around the calibration relations, parameterized as a function of $T_{\text {eff }}$, $[\mathrm{M} / \mathrm{H}]$, and $\mathrm{S} / \mathrm{N}$, which captures the main dependencies of the scatter. The form of the adopted uncertainty parameterization is:

$$
\begin{equation*}
\ln \sigma=A+B \cdot T_{\mathrm{eff}}^{\prime \prime}+C \cdot \mathrm{~S} / \mathrm{N}^{\prime \prime}+D \cdot[\mathrm{M} / \mathrm{H}] \tag{5}
\end{equation*}
$$

where $T_{\text {eff }}^{\prime \prime}=$ TEFF_SPEC-4500 and $\mathrm{S} / \mathrm{N}^{\prime \prime}=$ SNREV-100 for SNREV $\leqslant 200$; otherwise it is capped at a value of 100 . The coefficients are presented in Table 6. The final uncertainties are presented in the TEFF_ERR and LOGG_ERR tags in the allStar file.

For the uncertainties for the derived stellar abundances, we adopted a new scheme in DR16 using repeat observations of the same star. As mentioned in Section 2, there are a moderate number of stars that were observed in multiple overlapping fields with different field centers, and since the reduction and analysis pipeline is built on processing field-by-field, these stars are completely independently analyzed more than once by ASPCAP. The differences between the derived abundances from the different visits provide some information about the uncertainties. These repeat observations include stars covering a large region in stellar parameter space. To supplement the coverage in $\mathrm{S} / \mathrm{N}$, several individual visit spectra of cluster stars were processed using ASPCAP. The differences are larger when the $\mathrm{S} / \mathrm{N}$ is lower and also in regions of parameter space where lines are generally weaker (lower $[\mathrm{M} / \mathrm{H}]$ and higher $T_{\text {eff }}$ ). These "repeat abundances" and their deviations as a function of $T_{\text {eff }},[\mathrm{M} / \mathrm{H}]$, and $\mathrm{S} / \mathrm{N}$ were used to estimate uncertainties for the entire sample of stars. Specifically, the differences between pairs of measurements were tabulated for all of the repeats, along with the mean $T_{\text {eff }},[\mathrm{M} / \mathrm{H}]$, and $\mathrm{S} / \mathrm{N}$ (only pairs with $\mathrm{S} / \mathrm{N}$ the same within $20 \%$ were considered). A fit was then performed to these differences (multiplied by $\sqrt{\pi} / 2$ to provide an unbiased estimator of the standard deviation, $\sigma$ ) using the form:

$$
\begin{equation*}
\ln \sigma=A+B \cdot T_{\mathrm{eff}}^{\prime}+C \cdot S / N^{\prime}+D \cdot[\mathrm{M} / \mathrm{H}]+E \cdot\left(T_{\mathrm{eff}}^{\prime}\right)^{2} \tag{6}
\end{equation*}
$$

where $T_{\text {eff }}^{\prime}=$ TEFF_SPEC-4500 and $\mathrm{S} / \mathrm{N}^{\prime}=$ SNREV-100 for SNREV $\leqslant 200$; otherwise it is capped at a value of 100 . The functional form was chosen to provide a reasonable match to the observed distribution of measured differences, but it is still just an approximation. We adopt the same uncertainties for both X_H and X_M in the X_H_ERR and X_M_ERR arrays.

Figure 6 shows an example of the methodology for Mg. Each panel in the plot shows data for different bins in $T_{\text {eff }}$ and $[\mathrm{M} / \mathrm{H}]$, where individual points are the differences for different pairs of observation/measurements; note that these individual differences are noisy by definition. The curves show the function fits to the data as described by Equation (6).

Figure 7 shows a graphical summary of the derived uncertainties for all elements as a function of $T_{\text {eff }}$ and $[\mathrm{M} / \mathrm{H}]$, for an $\mathrm{S} / \mathrm{N}$ of 125 . The coefficients for all elements are presented for dwarfs in Table 7 and giants in Table 8.

It is important to note that the uncertainties estimated in this way depend only on $T_{\text {eff }}$, $[\mathrm{M} / \mathrm{H}]$, and $\mathrm{S} / \mathrm{N}$. Individual stars may have larger uncertainties if pixels with important information have larger uncertainties, e.g., if they happen to fall near a sky line in all of the visit spectra for the star. However, this is not reflected in the tabulated uncertainties unless the uncertainty returned by the fitting routine is larger than that estimated by Equation (6).
The uncertainties are included in the summary files in the X_H_ERR and X_M_ERR arrays, and in the individual X_FE_ERR tags.

### 5.5. Data Model Revisions

Several changes have been made to the summary allStar file since DR14:

1. The uncalibrated, spectroscopically determined $T_{\text {eff }}$ and $\log g$ are now presented in "named tags" called TEFF_SPEC and LOGG_SPEC.
2. Data from Gaia DR2 (Gaia Collaboration et al. 2016,2018 ) have been added as a service for the user, and are provided in the tags
```
GAIA_SOURCE_ID, GAIA_PARALLAX,
GAIA_PARALLAX_ERROR, GAIA_PMRA,
GAIA_PMRA_ERROR, GAIA_PMDEC,
GAIA_PMDEC_ERROR,
GAIA_PHOT_G_MEAN_MAG,
GAIA_PHOT_BP_MEAN_MAG,
GAIA_PHOT_RP_MEAN_MAG,
GAIA_RADIAL_VELOCITY, and
GAIA_RADIAL_VELOCITY_ERROR.
To perform the cross-match between APOGEE and
``` Gaia, the 2MASS cross-match provided by the Gaia collaboration was used when available; otherwise, a positional match, taking the brightest star within \(3^{\prime \prime}\), was made.
3. Distances from Bailer-Jones et al. (2018) have been added as a service for the user, and are provided in the tags GAIA_R_EST, GAIA_R_LO, and GAIA_R_HI.
4. New bits have been added in the PARAMFLAG for OTHER_WARN and ERR_WARN.
5. New bits have been added to PARAMFLAG[1] that provide information about which \(\log g\) calibration was applied: LOGG_CAL_RC (red clump, RC), LOGG_CAL_RGB (red giant branch, RGB), LOGG_CAL_MS (main sequence, MS), or LOGG_CAL_RGB_MS (RGBMS transition).


Figure 6. Uncertainties for Mg as derived from repeat observations. Different subpanels show observations in different bins of \(T_{\text {eff }}\) ( 250 K wide) and [M/H] ( 0.5 dex wide). In each subpanel, points are plotted as a function of \(S / N\), and individual points are the (noisy) uncertainty derived from a single pair. The lines represent the global fit to the full data set using Equation (6); since it is a global fit, the fit can be shown in subpanels even if there are no data points.

\section*{6. New bits have been added in APOGEE2_TARGET2 and APOGEE2_TARGET3 targeting flags.}

In addition, a new allStarLite file is provided that eliminates some of the information in the allStar file, but contains much of the information likely to be of interest for most users. This file is about a third of the size of the full allStar file. It eliminates information about the individual visits that went into the combined frame, as well as several of the arrays that contain uncalibrated stellar parameters and abundances.
The full data model for the two allStar file versions is described (see footnote 30).

\subsection*{5.6. Caveats}

\subsection*{5.6.1. Incorrect IDs in Some Value Added Catalogs}

SDSS data releases are first distributed internally to the collaboration. This was done for APOGEE DR16 on 2019 June
28. However, it was subsequently discovered that, due to a technical problem in the data processing, 128 faint stars were tagged with the wrong APOGEE_ID in the internally released allStar file. This was corrected for the public data release. However, some of the value added catalogs released with DR16 are based on the old, incorrect file. The affected stars are listed. \({ }^{38}\)

\section*{6. Discussion}

This section enumerates and discusses some of the important features of the APOGEE DR16 data about which users should be aware, including the APOGEE bitmasks, validation of derived stellar properties (e.g., RVs, atmospheric parameters, elemental abundances), and a summary of these properties.

\footnotetext{
\({ }^{38}\) https://www.sdss.org/wp-content/uploads/2019/12/incorrect_ids_ dr16.txt
}


Figure 7. Fits for uncertainties (in dex) in all elemental abundances as a function of \(T_{\text {eff }}\) and \([\mathrm{M} / \mathrm{H}]\), at an \(\mathrm{S} / \mathrm{N}\) of 125.

Table 7
Coefficients Describing the Supplied Uncertainties in Stellar Abundances for Dwarfs Stars, Compare Equation (6)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline Element & A & B & C & D & E & \(e^{\text {A }}\) \\
\hline C & -4.414 & \(7.793 \times 10^{-4}\) & \(-3.952 \times 10^{-3}\) & -0.9646 & \(-9.109 \times 10^{-8}\) & 0.01 \\
\hline C I & -3.610 & \(7.099 \times 10^{-5}\) & \(-3.449 \times 10^{-3}\) & -0.6467 & \(7.871 \times 10^{-9}\) & 0.03 \\
\hline N & -3.000 & \(-1.600 \times 10^{-4}\) & \(-2.796 \times 10^{-3}\) & \(-0.4285\) & \(2.185 \times 10^{-7}\) & 0.05 \\
\hline O & -4.120 & \(8.330 \times 10^{-4}\) & \(-4.158 \times 10^{-3}\) & -0.8709 & \(-8.326 \times 10^{-8}\) & 0.02 \\
\hline Na & -2.504 & \(5.198 \times 10^{-4}\) & \(-5.516 \times 10^{-3}\) & -1.004 & \(-5.023 \times 10^{-8}\) & 0.08 \\
\hline Mg & -4.304 & \(-7.000 \times 10^{-5}\) & \(-3.714 \times 10^{-3}\) & \(-0.5233\) & \(1.943 \times 10^{-7}\) & 0.01 \\
\hline Al & -3.535 & \(-5.748 \times 10^{-5}\) & \(-6.185 \times 10^{-3}\) & -0.2101 & \(1.925 \times 10^{-7}\) & 0.03 \\
\hline Si & -4.416 & \(9.626 \times 10^{-6}\) & \(-3.966 \times 10^{-3}\) & \(-0.5371\) & \(1.680 \times 10^{-7}\) & 0.01 \\
\hline P & -2.255 & \(4.740 \times 10^{-4}\) & \(-5.199 \times 10^{-3}\) & -0.4891 & \(-2.459 \times 10^{-8}\) & 0.10 \\
\hline S & -2.704 & \(-1.969 \times 10^{-4}\) & \(-3.551 \times 10^{-3}\) & \(-0.5832\) & \(9.759 \times 10^{-8}\) & 0.07 \\
\hline K & -3.651 & \(4.178 \times 10^{-4}\) & \(-4.610 \times 10^{-3}\) & -0.5761 & \(9.917 \times 10^{-8}\) & 0.03 \\
\hline Ca & -4.152 & \(1.103 \times 10^{-4}\) & \(-4.836 \times 10^{-3}\) & \(-0.5673\) & \(2.111 \times 10^{-7}\) & 0.02 \\
\hline Ti & -3.499 & \(7.504 \times 10^{-4}\) & \(-4.072 \times 10^{-3}\) & -0.6025 & \(5.027 \times 10^{-9}\) & 0.03 \\
\hline Ti II & -2.456 & \(4.921 \times 10^{-4}\) & \(-4.640 \times 10^{-3}\) & \(-0.3222\) & \(-5.522 \times 10^{-8}\) & 0.09 \\
\hline V & -2.820 & \(5.491 \times 10^{-4}\) & \(-4.447 \times 10^{-3}\) & \(-0.7493\) & \(-5.033 \times 10^{-8}\) & 0.06 \\
\hline Cr & -3.032 & \(4.725 \times 10^{-4}\) & \(-5.024 \times 10^{-3}\) & \(-0.8113\) & \(2.298 \times 10^{-8}\) & 0.05 \\
\hline Mn & -3.715 & \(-1.693 \times 10^{-4}\) & \(-3.860 \times 10^{-3}\) & \(-0.9168\) & \(2.271 \times 10^{-7}\) & 0.02 \\
\hline Fe & -4.495 & \(-1.658 \times 10^{-4}\) & \(-3.634 \times 10^{-3}\) & -0.6034 & \(2.586 \times 10^{-7}\) & 0.01 \\
\hline Co & -1.953 & \(3.190 \times 10^{-4}\) & \(-3.384 \times 10^{-3}\) & -0.5297 & \(-3.746 \times 10^{-8}\) & 0.14 \\
\hline Ni & -3.819 & \(-2.766 \times 10^{-4}\) & \(-4.217 \times 10^{-3}\) & -0.7018 & \(2.978 \times 10^{-7}\) & 0.02 \\
\hline Cu & -2.672 & \(3.301 \times 10^{-4}\) & \(-4.262 \times 10^{-3}\) & \(-0.5880\) & \(3.239 \times 10^{-8}\) & 0.07 \\
\hline Ge & -2.276 & \(-1.093 \times 10^{-5}\) & \(-5.608 \times 10^{-3}\) & -0.6357 & \(1.058 \times 10^{-7}\) & 0.10 \\
\hline Rb & -2.401 & \(1.689 \times 10^{-4}\) & \(-4.290 \times 10^{-3}\) & -0.7583 & \(5.474 \times 10^{-8}\) & 0.09 \\
\hline Ce & -2.341 & \(8.454 \times 10^{-4}\) & \(-3.843 \times 10^{-3}\) & -0.9028 & \(-2.464 \times 10^{-7}\) & 0.10 \\
\hline Nd & -2.159 & \(3.614 \times 10^{-4}\) & \(-4.754 \times 10^{-3}\) & -0.2314 & \(-7.274 \times 10^{-8}\) & 0.12 \\
\hline Yb & -2.225 & \(8.632 \times 10^{-5}\) & \(-2.746 \times 10^{-3}\) & -0.4159 & \(5.910 \times 10^{-8}\) & 0.11 \\
\hline M & -4.571 & \(-1.225 \times 10^{-4}\) & \(-3.564 \times 10^{-3}\) & -0.7405 & \(2.338 \times 10^{-7}\) & 0.01 \\
\hline \(\alpha\) & \(-5.320\) & \(3.462 \times 10^{-4}\) & \(-2.692 \times 10^{-3}\) & -1.210 & \(1.181 \times 10^{-7}\) & 0.01 \\
\hline
\end{tabular}

Note. Due to the parameterization, \(e^{\mathrm{A}}\) can be taken as a measure of a typical uncertainty for a star with \(T_{\text {eff }}=4500 \mathrm{~K},[\mathrm{M} / \mathrm{H}]=0.0\), and \(\mathrm{S} / \mathrm{N}=100\).

Table 8
Coefficients Describing the Supplied Uncertainties in Stellar Abundances for Giant Stars, Compare Equation (6)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline Element & A & B & C & D & E & \(e^{\text {A }}\) \\
\hline C & -4.363 & \(8.162 \times 10^{-4}\) & \(-4.265 \times 10^{-3}\) & -0.9649 & \(-6.485 \times 10^{-8}\) & 0.01 \\
\hline C I & -3.764 & \(5.137 \times 10^{-4}\) & \(-4.379 \times 10^{-3}\) & -0.8004 & \(-1.450 \times 10^{-7}\) & 0.02 \\
\hline N & -3.942 & \(6.218 \times 10^{-4}\) & \(-3.558 \times 10^{-3}\) & -0.8631 & \(1.307 \times 10^{-7}\) & 0.02 \\
\hline O & -4.115 & \(8.491 \times 10^{-4}\) & \(-4.604 \times 10^{-3}\) & -0.6873 & \(1.902 \times 10^{-7}\) & 0.02 \\
\hline Na & -2.981 & \(3.366 \times 10^{-4}\) & \(-4.071 \times 10^{-3}\) & -0.7673 & \(-3.861 \times 10^{-8}\) & 0.05 \\
\hline Mg & -4.231 & \(6.616 \times 10^{-5}\) & \(-4.164 \times 10^{-3}\) & -0.5313 & \(2.218 \times 10^{-7}\) & 0.01 \\
\hline Al & -3.544 & \(3.438 \times 10^{-5}\) & \(-5.541 \times 10^{-3}\) & -0.1858 & \(3.756 \times 10^{-7}\) & 0.03 \\
\hline Si & -4.288 & \(1.662 \times 10^{-4}\) & \(-4.279 \times 10^{-3}\) & -0.4886 & \(2.282 \times 10^{-7}\) & 0.01 \\
\hline P & -2.564 & \(5.701 \times 10^{-4}\) & \(-4.494 \times 10^{-3}\) & -0.6192 & \(-2.407 \times 10^{-8}\) & 0.08 \\
\hline S & -3.166 & \(8.896 \times 10^{-5}\) & \(-4.740 \times 10^{-3}\) & -0.8095 & \(6.315 \times 10^{-8}\) & 0.04 \\
\hline K & -3.083 & \(6.806 \times 10^{-5}\) & \(-5.288 \times 10^{-3}\) & -0.6897 & \(8.034 \times 10^{-8}\) & 0.05 \\
\hline Ca & -4.138 & \(2.729 \times 10^{-4}\) & \(-5.101 \times 10^{-3}\) & -1.025 & \(2.007 \times 10^{-7}\) & 0.02 \\
\hline Ti & -3.800 & \(4.627 \times 10^{-4}\) & \(-4.950 \times 10^{-3}\) & -0.8037 & \(2.508 \times 10^{-7}\) & 0.02 \\
\hline Ti II & -2.441 & \(2.467 \times 10^{-4}\) & \(-4.997 \times 10^{-3}\) & -0.2710 & \(-1.524 \times 10^{-8}\) & 0.09 \\
\hline V & -2.729 & \(5.757 \times 10^{-4}\) & \(-5.256 \times 10^{-3}\) & -0.6792 & \(-1.444 \times 10^{-7}\) & 0.07 \\
\hline Cr & -3.103 & \(2.797 \times 10^{-4}\) & \(-5.079 \times 10^{-3}\) & -0.7941 & \(4.822 \times 10^{-8}\) & 0.04 \\
\hline Mn & -3.924 & \(1.974 \times 10^{-4}\) & \(-4.998 \times 10^{-3}\) & -0.9505 & \(2.664 \times 10^{-7}\) & 0.02 \\
\hline Fe & -4.590 & \(-6.248 \times 10^{-7}\) & \(-3.842 \times 10^{-3}\) & -0.4917 & \(4.590 \times 10^{-7}\) & 0.01 \\
\hline Co & -3.005 & \(5.860 \times 10^{-4}\) & \(-5.176 \times 10^{-3}\) & -0.7629 & \(-5.215 \times 10^{-9}\) & 0.05 \\
\hline Ni & -4.058 & \(1.110 \times 10^{-4}\) & \(-4.878 \times 10^{-3}\) & \(-0.7812\) & \(3.155 \times 10^{-7}\) & 0.02 \\
\hline Cu & -3.112 & \(3.691 \times 10^{-4}\) & \(-4.793 \times 10^{-3}\) & -0.8306 & \(3.571 \times 10^{-8}\) & 0.04 \\
\hline Ge & -2.561 & \(1.750 \times 10^{-4}\) & \(-4.898 \times 10^{-3}\) & -0.6220 & \(-2.326 \times 10^{-8}\) & 0.08 \\
\hline Rb & -2.595 & \(1.294 \times 10^{-4}\) & \(-4.953 \times 10^{-3}\) & -0.6973 & \(1.799 \times 10^{-8}\) & 0.07 \\
\hline Ce & -2.540 & \(4.835 \times 10^{-4}\) & \(-3.824 \times 10^{-3}\) & -0.2557 & \(7.455 \times 10^{-8}\) & 0.08 \\
\hline Nd & -2.040 & \(9.005 \times 10^{-5}\) & \(-2.517 \times 10^{-3}\) & -0.1347 & \(-1.526 \times 10^{-7}\) & 0.13 \\
\hline Yb & -2.092 & \(3.253 \times 10^{-4}\) & \(-1.741 \times 10^{-3}\) & -0.3196 & \(-1.519 \times 10^{-7}\) & 0.12 \\
\hline M & -4.693 & \(6.115 \times 10^{-5}\) & \(-4.073 \times 10^{-3}\) & -0.5070 & \(4.116 \times 10^{-7}\) & 0.01 \\
\hline \(\alpha\) & -4.763 & \(1.564 \times 10^{-4}\) & \(-3.170 \times 10^{-3}\) & -0.6181 & \(2.295 \times 10^{-7}\) & 0.01 \\
\hline
\end{tabular}

Note. Due to the parameterization, \(e^{\mathrm{A}}\) can be taken as a measure of a typical uncertainty for a star with \(T_{\text {eff }}=4500 \mathrm{~K},[\mathrm{M} / \mathrm{H}]=0.0\), and \(\mathrm{S} / \mathrm{N}=100\).

\subsection*{6.1. Bitmasks}

Users of the data should pay attention to the bitmask flagging to sort out spectra/stars that are likely inaccurately analyzed by the pipeline. This flagging system is the same as in DR14, and is described in Holtzman et al. (2018, Tables 10-12) and in the online documentation. \({ }^{39}\)

While there are multiple flags for different quantities, two particularly useful ones are the EXTRATARG bitmask, which allows the user to select only the main survey sample (those objects with EXTRATARG \(==0\) ) and the ASPCAPFLAG STAR_BAD bit, which is a "collection"-bit that flags stars for which the derived quantities are unreliable, both from the data point of view, as well as from the determined stellar parameters point of view. For users of the spectra, the STARFLAG bit may be of utility to identify potentially problematic object spectra.

We note that there is a small bug in the DR16 summary allStar file ASPCAPFLAG bit related to stars falling near a grid edge. For such stars, the appropriate bit (GRIDEDGE_BAD or GRIDEDGE_WARN) is set in the relevant PARAMFLAG, but this is not propagated, as it should be, into triggering parameter bits in ASPCAPFLAG (e.g., TEFF_BAD or TEFF_WARN if a GRIDEDGE bit is set in the \(T_{\text {eff }}\) PARAMFLAG). However, if GRIDEDGE_BAD is set in any parameter, the STAR_BAD bit is correctly triggered in ASPCAPFLAG.

\footnotetext{
\({ }^{39}\) https://www.sdss.org/dr16/irspec/
}

\subsection*{6.2. Radial Velocities}

The precision of the RVs is a function of \(\mathrm{S} / \mathrm{N}, T_{\text {eff }}\), and \([\mathrm{M} /\) H ], with higher precision for brighter, cooler, and more metalrich stars. This is demonstrated in Figure 8, which shows histograms of VSCATTER for stars with more than five visits. Judging from the peak of the histograms, the RV precision is of the order of \(100 \mathrm{~m} \mathrm{~s}^{-1}\) for the best-measured stars and is better than \(500 \mathrm{~m} \mathrm{~s}^{-1}\) for almost all stars with \(T_{\text {eff }}<8000 \mathrm{~K}\).

To assess the accuracy of the RVs, we compare the APOGEE RVs to a set of high-quality literature values accurate to \(\sim 30 \mathrm{~m} \mathrm{~s}^{-1}\) (Nidever et al. 2002; Chubak et al. 2012) as well as to RVs from Gaia (Gaia Collaboration et al. 2016, 2018). We compare stars with spectra meeting the criteria APOGEE \(\mathrm{S} / \mathrm{N}>30\), APOGEE VSCATTER < \(1 \mathrm{~km} \mathrm{~s}^{-1}\), APOGEE VERR \(<1 \mathrm{~km} \mathrm{~s}^{-1}\), and Gaia RV error \(<\) \(1 \mathrm{~km} \mathrm{~s}^{-1}\). From Table 9, we find that the APOGEE DR16 RVs are offset from the values of Nidever et al. (2002) and Chubak et al. (2012) by \(\sim 0.4 \mathrm{~km} \mathrm{~s}^{-1}\), as was the case for the DR12 RVs (Nidever et al. 2015). The DR14 RVs showed a smaller offset of \(\sim 0.2 \mathrm{~km} \mathrm{~s}^{-1}\) to these two comparison studies (Holtzman et al. 2018).

However, the Gaia DR2 RVs (Cropper et al. 2018; Sartoretti et al. 2018; Katz et al. 2019) are in better agreement with the DR16 APOGEE values than the DR14 APOGEE values. We show the distributions of RV differences between DR16 and Gaia in the left three panels of Figure 9. The bright stars \((H<11)\) agree to \(0.13 \mathrm{~km} \mathrm{~s}^{-1}\) or better for both the northern and southern instruments. This offset is larger for the fainter stars ( \(11<H<14\) ), with the northern instrument RVs offset


Figure 8. Histograms of VSCATTER for stars with NVISITS \(>5\) for stars in different bins of apparent magnitude (as a proxy for \(\mathrm{S} / \mathrm{N}\), since not all visit spectra for an individual star have the same \(\mathrm{S} / \mathrm{N}\) ) and \(T_{\text {eff. }}\). The vertical lines in each panel are at \(100 \mathrm{~m} \mathrm{~s}^{-1}\).

Table 9
Differences in Determined Radial Velocities between DR16 and Literature Values for Different Telescope/Instrument Combinations
\begin{tabular}{lccc}
\hline \hline & Magnitudes & APO 1 m & APO 2.5 m \\
\hline\(\Delta v_{\text {rad }}\) (Nidever+02) & \(2.3<H<5.4\) & \(0.44 \pm 0.18 \mathrm{~km} \mathrm{~s}^{-1}(6)\) & \(\ldots\) \\
\(\Delta v_{\text {rad }}\) (Chubak+12) & \(2.9<H<10.2\) & \(0.45 \pm 0.69 \mathrm{~km} \mathrm{~s}^{-1}(78)\) & \(0.48 \pm 0.66 \mathrm{~km} \mathrm{~s}^{-1}(33)\) \\
\(\Delta v_{\text {rad }}\) (Gaia DR2) & \(6<H<9\) & \(0.28 \pm 0.29 \mathrm{~km} \mathrm{~s}^{-1}(70)\) & \(0.07 \pm 0.43 \mathrm{~km} \mathrm{~s}^{-1}(29788)\) \\
\(\Delta v_{\text {rad }}\) (Gaia DR2) & \(9<H<11\) & \(\ldots\) & \(-0.08 \pm 0.69 \mathrm{~km} \mathrm{~s}^{-1}(60823)\) \\
\(\Delta v_{\text {rad }}\) (Gaia DR2) & \(11<H<14\) & \(\cdots\) & \(-0.12 \pm 1.23 \mathrm{~km} \mathrm{~s}^{-1}(1323)\) \\
\hline
\end{tabular}

Note. The listed numbers denote the mean and the robust standard deviation (the median absolute deviation divided by 0.67449 ), and the number in parenthesis is the number of overlapping stars.
by \(-0.12 \mathrm{~km} \mathrm{~s}^{-1}\) and the southern instrument RVs offset by \(-0.18 \mathrm{~km} \mathrm{~s}^{-1}\). The standard deviations of the differences plotted in Figure 9 are driven by the individual Gaia RV uncertainties, which are typically \(0.35 \mathrm{~km} \mathrm{~s}^{-1}, 0.62 \mathrm{~km} \mathrm{~s}^{-1}\), and \(0.84 \mathrm{~km} \mathrm{~s}^{-1}\) from the bright bin to the faint bin, respectively.

The differences DR14-DR16 are likely because of the updated wavelength calibration (see Section 3). Despite the better agreement with Gaia, we note that the RVs from RAVE DR5 were found to be offset from the Gaia RVs by a similar magnitude and direction as the APOGEE DR14 RVs (Deepak \& Reddy 2018; Steinmetz et al. 2018), and this offset persists in RAVE DR6 (Steinmetz et al. 2020). Note that RV offsets at this level, if real, are unlikely to have a significant effect on stellar parameters and abundances because they are a small fraction of the instrumental resolution of APOGEE, which is \(\Delta v=c / R \sim 13 \mathrm{~km} \mathrm{~s}^{-1}\).

As another measure of precision and accuracy, we also compare the RVs derived for stars observed from both the northern and southern instruments. The results of this comparison are shown in the right panel of Figure 9 and in Table 9. We find a sample of 1204 stars observed from both hemispheres that meet the criteria in both observations of \(\mathrm{S} / \mathrm{N}>30\), VSCATTER \(<1 \mathrm{~km} \mathrm{~s}^{-1}\), and VERR \(<1 \mathrm{~km} \mathrm{~s}^{-1}\). From this sample, we find a RV offset of \(0.06 \mathrm{~km} \mathrm{~s}^{-1}\), such that the stars observed from the LCO 2.5 m have slightly lower RVs than the same stars observed using the APO 2.5 m .

For the faintest stars in DR16, the individual visit spectra can have low \(\mathrm{S} / \mathrm{N}\), and, as a result, the RV determination can fail. In many, but not all, cases, such objects are flagged as having a bad or suspect RV combination. Users who are working with data for stars with \(H>14.5\) need to be very careful, as incorrect RVs leads to incorrect spectral combination, which invalidates any subsequent analysis. To minimize inadvertent


Figure 9. Left three panels: RV differences between APOGEE and Gaia for stars with both APOGEE and Gaia RV uncertainties \(<1 \mathrm{~km} \mathrm{~s}{ }^{-1}\). The blue histogram shows the differences for the northern instrument and the red histogram shows the differences for the southern instrument. Right panel: RV differences between APO 2.5 m and LCO 2.5 m for stars observed in both.
usage of invalid data, the named abundance tags have not been populated for stars with \(H>14.6\).

\subsection*{6.3. Stellar Parameters and the Kiel Diagram}

Figure 10 shows the Kiel diagrams ( \(T_{\text {eff }}\) versus \(\log g\) ) of the main survey sample collected from the APO 2.5 m and LCO 2.5 m systems, plotted using the spectroscopic (top panels) and calibrated stellar parameters (bottom panels). Overall, as with previous APOGEE data releases, the general trends are consistent with expectations from isochrones.

One of the most significant improvements of DR16 compared to DR14 is that of the accuracy and consistency of determined stellar parameters for the coolest giants (and in turn, abundances derived for these stars). Figure 11 shows the Kiel diagrams using the spectroscopic stellar parameters for these stars. The DR16 Kiel diagram looks much better than that from DR14 in several aspects. First, the sub-grid edge at \(T_{\text {eff }}=3500 \mathrm{~K}\) seen in DR14 has disappeared. This change is due to DR16 using only MARCS models, while DR14 used ATLAS-9 models above \(T_{\text {eff }}=3500 \mathrm{~K}\), and MARCS below. Second, the unexpected spread of \(\log g\) values for the most metal-rich giants with \(T_{\text {eff }}\) just above 3500 K in DR14 has disappeared in DR16. It is possible that this improvement can be attributed to the fact that the MARCS models are spherical, while the ATLAS-9 models are plane parallel. And finallyand perhaps most strikingly-the "clumpiness" of the Kiel diagram for giants with \(T_{\text {eff }}<3500 \mathrm{~K}\) in DR14 is gone. This is likely due to the new treatment of holes in the grid, as discussed in Section 4.3.1.

All in all, these improvements of the stellar parameters make us more confident in the analysis of the coolest giants in the DR16 data, something that should be welcomed by many users, especially because the coolest giants are, in many cases, the most distant stars. However, note that we do not have any "external" abundances of such cool stars to use for the estimation of accuracy, so users interested in the very coolest giants should still be cautious.

However, comparison of the uncalibrated and calibrated diagrams, along with consideration of the calibration relation, demonstrates several systematic issues with the spectroscopic
measurements, which we attempt to compensate for with calibration:
1. The spectroscopic surface gravities for cooler dwarfs are systematically low with respect to isochrones.
2. The spectroscopic surface gravities for red giant stars are systematically high, and this difference is larger for red clump stars than for stars on the red giant branch.

While we have provided calibrated surface gravities that correct for these effects, we caution that abundances that are sensitive to surface gravity, in particular, could have systematic offsets, especially since we use the spectroscopic surface gravities in the abundance analysis, as described in Section 5.3. Such elements include, but might not be limited to, Ti II and Ce II.

As described in Section 4.6, we have taken great care in choosing which final sub-grid to use for analysis of a particular star, and flagged stars that, in the final analysis, end up close to a grid edge. Even so, there are some over-densities of stars corresponding to the locations that are just outside the flagged regions that are plausibly identified with interpolation issues or, possibly, with unusual spectra. Users should be cautious regarding stars with parameters close to grid edges (compare Figure 2).

\subsection*{6.4. Chemical Abundance Trends}

Figure 12 presents the relations between \([\mathrm{X} / \mathrm{Fe}]\) and \([\mathrm{Fe} / \mathrm{H}]\) for main survey stars that do not have the STAR_BAD flag set, which yields 272,120 stars. Furthermore, in each panel, only stars with the relevant element flag and iron flag equal to zero (X_FE_FLAG \(=0\) and FE_H_FLAG \(==0\) ) are plotted. Since different stars have flags set for different elements, the individual panels in the plot have different numbers of stars. Note that no general cuts on stellar parameters nor position on the sky have been made for this plot, which therefore includes giant and dwarf stars of all effective temperatures and in all parts of the Galaxy.

Numerous studies have presented diagrams like this, largely for stars in the solar neighborhood, so there are some expectations for what we might see in the APOGEE data.


Figure 10. Kiel diagrams of the main survey sample collected using APO 2.5 m (left) and LCO 2.5 m (right), plotted using the spectroscopic (top) and the calibrated (bottom) stellar parameters. Stars with the STAR_BAD bit set in the ASPCAPFLAG have been filtered out. The dashed isochrones are the same as in Figure 2.

Based on those expectations, we highlight several areas of difference/concern:
1. Most of the \(\alpha\) elements show a plateau at lower metallicities, as expected, but the value of the plateauwhich, e.g., in \([\mathrm{O} / \mathrm{Fe}]\) and \([\mathrm{Mg} / \mathrm{Fe}]\), is at about 0.3 dexis lower than that found in, for example, the optical studies in Section 6.8.
2. The \([\mathrm{O} / \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) panel shows a thin "finger" of stars sticking out of the high \([\mathrm{O} / \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) trend with \([\mathrm{O} / \mathrm{Fe}] \sim 0.25\) and \([\mathrm{Fe} / \mathrm{H}]>0\). The same peculiarity is seen in Ca and also in the \([\alpha / \mathrm{M}]\) versus \([\mathrm{M} / \mathrm{H}]\) parameter trend, but not as clearly in the \([\mathrm{Si} / \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) trend, and not at all in the \([\mathrm{Mg} / \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) trend. The same stars showing this behavior in some of the \(\alpha\) elements have a similar
feature in C, CI, and [C/M], but oddly enough, no discernible matching peculiarity in N . This feature was present in DR14 (Zasowski et al. 2019), and seems to affect a small fraction of cool giants. Our estimation is that about \(4 \%\) of the "main" stellar sample of giants with supersolar metallicity and \(T_{\text {eff }}<4000 \mathrm{~K}\)-or of the order of 400 stars (i.e., on the order of \(0.1 \%\) of the DR16 stars) -show these unexpectedly high oxygen abundances. The tightness of the feature in abundance space makes it likely that this is caused by an error in the abundance determination, and that this does not represent a peculiar stellar population. However, despite thorough investigation of the abundance analysis, we could not find the origin of this artifact; thus it is still an open question whether the feature arises from something real in the


Figure 11. Kiel diagrams of the coolest giants for DR14 (left) and DR16 (right). Several improvements can be seen (see the text for details). The dashed isochrones are the same as in Figure 2.
observed spectra that is not discernible by eye (perhaps leading to inaccurately derived parameters/abundances, but still with some underlying physical origin), or if it simply is the result of some intricate interplay between the different ingredients of the analysis that is leading to incorrect results. Therefore, we recommend caution when using the data for this set of stars.
3. There is a group of stars with lower-than-expected [ \(\mathrm{Ni} / \mathrm{Fe}\) ] values creating a thin horizontal sequence in the \([\mathrm{Ni} / \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) plot at \([\mathrm{Ni} / \mathrm{Fe}] \sim-0.25\), which leads to an apparent bimodality. The same type of feature can be seen in Cr , to some extent in Al , and possibly in Co. These kinds of features were not present in DR14, and (post-release of DR16) have been traced to be related to the implementation of the TIE option in FERRE. While there is little doubt that using the TIE option is more correct, it seems-together with the PCA, interpolation in the grid, the minimization, etc.-to make the \(\chi^{2}\) surface of some solutions shallow enough that there may be multiple minima, and measurements seem to cluster around these values. This problem-similarly to the \([\mathrm{O} / \mathrm{Fe}]-[\mathrm{Fe} / \mathrm{H}]\) "finger" discussed above-seems to affect giants with \(T_{\text {eff }}<4000 \mathrm{~K}\) exclusively. However, the two issues do not affect the same stars, which indicates that the two peculiarities have different causes.

\subsection*{6.5. Abundance Trends with Stellar Parameters}

The primary targets of the APOGEE main survey are red giant stars. For a single population of stars of a given age and metallicity, one expects that stars should have the same [X/Fe] along the giant branch, with the exception of elements that are modified by mixing with material from the stellar interior (see discussion of N below). For a population of mixed age, there
might be some astrophysical spread in \([\mathrm{X} / \mathrm{Fe}]\) at any location on the giant branch, but still no mean trends of abundance along the red giant branch.
Figure 13 shows the abundances \([\mathrm{X} / \mathrm{Fe}]\) as a function of surface gravity for stars with near-solar \((-0.1<\) \([\mathrm{Fe} / \mathrm{H}]<0.1\) ) metallicity within 0.5 kpc of the Sun (based on Gaia parallaxes). These show that, while there is general consistency along the red giant branch, there are some variations. For several elements, the variations are sufficiently large at some surface gravities that they are suspect, and we have chosen in these cases not to populate the named X_FE tags, although the calibrated abundances are available in the X_M and X_H arrays. The unpopulated values are shown in Figure 13 as red points, while the black points show the populated values. Note that the choices of which regions were chosen to be populated was made by visual inspection, and there is some qualitative judgement involved in the choices that were made.

While the unpopulated X_FE values remove many of the regions of concern for the abundances, several residual effects remain:
1. As noted above, a few elements (C, O, \(\mathrm{Si}, \mathrm{Al}, \mathrm{P}, \mathrm{Cr}, \mathrm{Ni}\) ) show bimodalities at low \(\log g /\) low \(T_{\text {eff }}\).
2. While most elements show relatively little change with \(\log g\), there is still some low-level variation. As a result, if looking for subtle changes in elemental abundances between different data sets, it may be important to ensure that stars of similar \(\log g\) are being compared.

The source of variation of abundance along the giant branch is not fully understood. Possible causes include the use of uncalibrated surface gravities in the abundance determination or changing NLTE or 3D effects along the giant branch.


Figure 12. Element trends from the "named" element tags in DR16 (X_FE and FE_H) for all main survey stars (EXTRATARG = = 0) without the STAR_BAD bit of the ASPCAPFLAG set. This amounts to 272,120 stars of very different types from all over the Galaxy. In each panel, only stars with the relevant element flag and iron flag equal to zero (X_FE_FLAG \(==0\) and \(F E \_H \_F L A G==0\) ) are included, which is the reason for the different numbers of stars in the different panels.

\section*{6.6. "Nonstandard" Abundance Ratios}

Since ASPCAP determines the stellar parameters by fitting the entire spectrum, stars with abundance patterns deviating from those used in the calculation of the synthetic spectra might be inaccurately analyzed by the pipeline. For example, secondgeneration globular cluster stars are believed to be oxygen poor, and since all of the \(\alpha\) elements are varied together,

ASPCAP will struggle to fit a spectrum of a relatively oxygen-poor/calcium-rich star, leading to inaccuracies in the determined stellar parameters and, in turn, in all of the subsequently determined abundances. This is a problem intrinsic to our analysis method that has been there from the initial APOGEE DR10 release, and is described in more detail in Jönsson et al. (2018).


Figure 13. \([\mathrm{X} / \mathrm{Fe}]\) vs. surface gravity for stars of near-solar metallicity in the solar neighborhood. Black points represent calibrated data from the names \(\mathrm{X} \_\mathrm{FE}\) tags, while red points show calibrated data that are in the \(X \_H\) and \(X \_M\) arrays but not populated in the named \(X \_F E\) tags; the latter are converted to be relative to Fe.

\subsection*{6.7. Parameter and Abundance Precision: Stars Observed in More Than One Field}

As already mentioned, many stars have been observed multiple times using both the APO 2.5 m as well as LCO 2.5 m telescope/ instrument combinations, and, as described in Section 5.4, the independent ASPCAP results from these different observations of the same stars have been used to estimate the uncertainty in the derived stellar abundances. However, these independent measurements can also be used as a way of assessing and validating the
precision of the analysis pipeline, as is done in this subsection. First we chose pairs of spectra for all stars observed more than once with the APO 2.5 m and where both spectra have \(\mathrm{S} / \mathrm{N}>100\), STAR_BAD \(==0\), and calibrated values for all stellar parameters (if more than two such spectra were analyzed, we chose the two with the highest \(\mathrm{S} / \mathrm{Ns}\) ); this resulted in 15,920 pairs of analyzed spectra of the same 15,920 stars ( 7651 pairs of giants). The same was done for stars observed more than once with the LCO 2.5 m ( 529 pairs of spectra, 239 pairs of giants), as

Table 10
Differences in Calibrated \(T_{\text {eff }}, \log g\), and \([\mathrm{Fe} / \mathrm{H}]\), as well as the "Abundance Parameters" \([\mathrm{C} / \mathrm{M}],[\mathrm{N} / \mathrm{M}]\), and \([\alpha / \mathrm{M}]\) for Pairs of Independently Processed Highquality Spectra of the Same Stars for Different 2.5 m Telescope Combinations
\begin{tabular}{lcrcrrrr}
\hline \hline & & \(\Delta T_{\text {eff }}\) & \(\Delta \log g\) & \(\Delta[\mathrm{Fe} / \mathrm{H}]\) & \(\Delta[\mathrm{C} / \mathrm{M}]\) & \(\Delta[\mathrm{N} / \mathrm{M}]\) & \(\Delta[\alpha / \mathrm{M}]\) \\
\hline Giants and dwarfs: & & & & & & & \\
APO-APO & 15920 pairs & \(0 \pm 21\) & \(0.00 \pm 0.05\) & \(0.00 \pm 0.02\) & \(0.00 \pm 0.03\) & \(0.00 \pm 0.05\) & \(0.00 \pm 0.01\) \\
LCO-LCO & 529 pairs & \(4 \pm 21\) & \(0.01 \pm 0.06\) & \(0.00 \pm 0.02\) & \(0.00 \pm 0.03\) & \(0.01 \pm 0.06\) & \(0.00 \pm 0.01\) \\
APO-LCO & 341 pairs & \(-4 \pm 21\) & \(-0.01 \pm 0.06\) & \(0.02 \pm 0.02\) & \(0.01 \pm 0.03\) & \(-0.02 \pm 0.05\) & \(0.00 \pm 0.02\) \\
Only giants, \(\log g<3.5:\) & & & & & & & \\
APO-APO & 7651 pairs & \(-2 \pm 14\) & \(0.00 \pm 0.04\) & \(0.00 \pm 0.02\) & \(0.00 \pm 0.02\) & \(0.00 \pm 0.03\) & \(0.00 \pm 0.02\) \\
LCO-LCO & 239 pairs & \(-2 \pm 14\) & \(0.00 \pm 0.06\) & \(0.00 \pm 0.02\) & \(0.00 \pm 0.03\) & \(0.00 \pm 0.03\) & \(0.00 \pm 0.02\) \\
APO-LCO & 191 pairs & \(2 \pm 13\) & \(0.00 \pm 0.05\) & \(0.01 \pm 0.02\) & \(0.01 \pm 0.02\) & \(-0.02 \pm 0.03\) & \(0.00 \pm 0.02\) \\
\hline
\end{tabular}

Note. The listed numbers denote the mean and the robust standard deviation (the median absolute deviation divided by 0.67449 ).

Table 11
Differences in Calibrated Abundances for Pairs of High-quality Giant ( \(\log g<3.5\) ) Spectra of the Same Stars for Different 2.5 m Telescope Combinations (7651, 239, and 191 Pairs in Total, Respectively)
\begin{tabular}{|c|c|c|c|}
\hline & APO-APO & LCO-LCO & LCO-APO \\
\hline \(\Delta[\mathrm{C} / \mathrm{Fe}]\) & \(0.00 \pm 0.02\) (7643) & \(0.00 \pm 0.03\) (239) & \(-0.01 \pm 0.02\) (191) \\
\hline \(\Delta[\mathrm{C} \mathrm{I} / \mathrm{Fe}]\) & \(0.00 \pm 0.04\) (7643) & \(0.00 \pm 0.05\) (239) & \(-0.02 \pm 0.05\) (191) \\
\hline \(\Delta[\mathrm{N} / \mathrm{Fe}]\) & \(0.00 \pm 0.03\) (7500) & \(0.00 \pm 0.03\) (235) & \(0.01 \pm 0.03\) (184) \\
\hline \(\Delta[\mathrm{O} / \mathrm{Fe}]\) & \(0.00 \pm 0.03\) (7065) & \(0.00 \pm 0.02\) (234) & \(0.00 \pm 0.02\) (178) \\
\hline \(\Delta[\mathrm{Na} / \mathrm{Fe}]\) & \(-0.01 \pm 0.12\) (7419) & \(-0.01 \pm 0.11\) (195) & \(0.02 \pm 0.11\) (146) \\
\hline \(\Delta[\mathrm{Mg} / \mathrm{Fe}]\) & \(0.00 \pm 0.02\) (7649) & \(0.00 \pm 0.03\) (239) & \(0.00 \pm 0.03\) (191) \\
\hline \(\Delta[\mathrm{Al} / \mathrm{Fe}]\) & \(0.00 \pm 0.04\) (7632) & \(0.01 \pm 0.03\) (234) & \(0.01 \pm 0.03\) (187) \\
\hline \(\Delta[\mathrm{Si} / \mathrm{Fe}]\) & \(0.00 \pm 0.02\) (7651) & \(0.00 \pm 0.03\) (239) & \(0.02 \pm 0.02\) (191) \\
\hline \(\Delta[\mathrm{P} / \mathrm{Fe}]\) & \(-0.01 \pm 0.17\) (7514) & \(-0.01 \pm 0.15\) (236) & \(0.02 \pm 0.14\) (188) \\
\hline \(\Delta[\mathrm{S} / \mathrm{Fe}]\) & \(0.00 \pm 0.07\) (7596) & \(0.00 \pm 0.10\) (238) & \(-0.01 \pm 0.09\) (191) \\
\hline \(\Delta[\mathrm{K} / \mathrm{Fe}]\) & \(0.00 \pm 0.06\) (7375) & \(-0.01 \pm 0.08\) (172) & \(-0.02 \pm 0.06\) (137) \\
\hline \(\Delta[\mathrm{Ca} / \mathrm{Fe}]\) & \(0.00 \pm 0.02\) (7648) & \(0.00 \pm 0.03\) (239) & \(0.00 \pm 0.02\) (191) \\
\hline \(\Delta[\mathrm{Ti} / \mathrm{Fe}]\) & \(0.00 \pm 0.04\) (6653) & \(0.01 \pm 0.05\) (140) & \(0.00 \pm 0.03\) (123) \\
\hline \(\Delta[\mathrm{Ti} \mathrm{II} / \mathrm{Fe}]\) & \(-0.01 \pm 0.16\) (6764) & \(0.00 \pm 0.19\) (150) & \(-0.01 \pm 0.12\) (125) \\
\hline \(\Delta[\mathrm{V} / \mathrm{Fe}]\) & \(0.00 \pm 0.10\) (5138) & \(0.00 \pm 0.09\) (208) & \(-0.01 \pm 0.08\) (142) \\
\hline \(\Delta[\mathrm{Cr} / \mathrm{Fe}]\) & \(0.00 \pm 0.07\) (7615) & \(0.00 \pm 0.08\) (239) & \(0.00 \pm 0.08\) (191) \\
\hline \(\Delta[\mathrm{Mn} / \mathrm{Fe}]\) & \(0.00 \pm 0.03\) (7182) & \(-0.01 \pm 0.04\) (159) & \(0.00 \pm 0.02\) (136) \\
\hline \(\Delta[\mathrm{Co} / \mathrm{Fe}]\) & \(-0.01 \pm 0.08\) (7553) & \(0.00 \pm 0.07\) (235) & \(0.04 \pm 0.07\) (187) \\
\hline \(\Delta[\mathrm{Ni} / \mathrm{Fe}]\) & \(0.00 \pm 0.02\) (7645) & \(0.00 \pm 0.03\) (239) & \(-0.01 \pm 0.03\) (191) \\
\hline \(\Delta[\mathrm{Cu} / \mathrm{Fe}]\) & \(0.00 \pm 0.09\) (7187) & \(-0.01 \pm 0.12\) (160) & \(-0.02 \pm 0.11\) (136) \\
\hline \(\Delta[\mathrm{Ce} / \mathrm{Fe}]\) & \(0.00 \pm 0.16\) (6511) & \(0.01 \pm 0.16\) (138) & \(-0.06 \pm 0.27\) (120) \\
\hline
\end{tabular}

Note. The number of pairs for each individual element might be lower than the total numbers of 7651 , 239 , or 191 , since only spectra with the relevant X_FE_FLAG \(==0\) are used in the comparison. The listed numbers denote the mean and the robust standard deviation (the median absolute deviation divided by 0.67449 ), and in parenthesis the number of pairs used.
well as for stars where one spectrum was observed with the APO 2.5 m and the other with the LCO 2.5 m ( 341 pairs of spectra, 191 pairs of giants). The results of the comparison of the stellar parameters can be seen in Table 10.

Comparing the ASPCAP results from these independently processed pairs of spectra leads to the following observations. First, the precision is fairly high, especially if only the giants are considered. Second, the precision is about the same for all three telescope combinations, despite the different numbers of stars utilized in each set. Finally, the precision in \([N / M]\) is somewhat lower when dwarfs are included in the comparison. This is expected, however, since the CN molecular lineswhich are the only N-indicators-become very weak in FGKdwarf stars.

Table 11 lists the comparisons for the derived abundances for the same 7651, 239, and 191 pairs of giant spectra. The elements with the highest \([\mathrm{X} / \mathrm{Fe}]\) precision in this table are C , \(\mathrm{Mg}, \mathrm{Si}, \mathrm{Ca}\), and Ni , which show scatters as low as 0.02 dex.

The elements CI, N, O, Al, Ti, and Mn also yield a relatively high precision, in this table with a scatter less than 0.04 dex. The elements \(\mathrm{S}, \mathrm{K}, \mathrm{Cr}\), and Co could be considered to be of medium precision, based on their scatter of \(0.06-0.08\) dex, along with \(\mathrm{Na}, \mathrm{V}\), and Cu , which yield scatters of \(\sim 0.10\) dex. Not surprisingly, this exercise shows the elemental species with the least precise \([\mathrm{X} / \mathrm{Fe}]\) to be P , Ti II, and Ce , which show scatters above 0.15 dex.

\subsection*{6.8. Parameter and Abundance Accuracy: Comparison to Optical Abundance Results for Individual Stars}

Precision is one thing, but it is also desirable for the stellar parameters and abundances to be accurate. However, this is much harder to evaluate. As an example, the "flat main sequence"-the lack of a correlation between \(\log g\) and \(T_{\text {eff-seen }}\) in the uncalibrated data in Figure 10 as well as in previous APOGEE DRs-is a sign that we have a problem accurately determining \(\log g\) for dwarf stars. The fact that the

Table 12
Differences in Calibrated Abundances for Giants \((\log g<3.5)\) in DR16 and Independent, High-resolution, Optical Spectroscopic Works
\begin{tabular}{|c|c|c|c|c|c|}
\hline & Brewer+(2016) & da Silva+(2015) & \[
\begin{gathered}
\hline \text { Jönsson+(2017) } \\
\text { Lomaeva+(2019) } \\
\text { Forsberg+(2019) }
\end{gathered}
\] & Jönsson+(2018) & All references \\
\hline \(\Delta[\mathrm{C} / \mathrm{H}]\) & \(0.07 \pm 0.07\) (37) & \(-0.05 \pm 0.05\) (30) & \(\cdots\) & \(\ldots\) & \(0.02 \pm 0.08\) (67) \\
\hline \(\Delta[\mathrm{C} \mathrm{I} / \mathrm{H}]\) & \(0.01 \pm 0.07\) (36) & \(-0.10 \pm 0.08\) (30) & \(\ldots\) & \(\ldots\) & \(-0.03 \pm 0.09\) (66) \\
\hline \(\Delta[\mathrm{N} / \mathrm{H}]\) & \(0.00 \pm 0.11\) (36) & \(-0.31 \pm 0.09\) (28) & \(\ldots\) & \(\ldots\) & \(-0.15 \pm 0.17\) (64) \\
\hline \(\Delta[\mathrm{O} / \mathrm{H}]\) & \(-0.03 \pm 0.10\) (29) & \(-0.36 \pm 0.06\) (25) & \(-0.07 \pm 0.12\) (88) & \(-0.25 \pm 0.17\) (49) & \(-0.12 \pm 0.17\) (191) \\
\hline \(\Delta[\mathrm{Na} / \mathrm{H}]\) & \(-0.09 \pm 0.12\) (38) & \(-0.26 \pm 0.20\) (28) & \(\ldots\) & \(-0.10 \pm 0.12\) (76) & \(-0.11 \pm 0.16\) (142) \\
\hline \(\Delta[\mathrm{Mg} / \mathrm{H}]\) & \(-0.04 \pm 0.04\) (38) & \(-0.16 \pm 0.06\) (30) & \(-0.06 \pm 0.06\) (117) & \(-0.11 \pm 0.07\) (76) & \(-0.07 \pm 0.07\) (261) \\
\hline \(\Delta[\mathrm{Al} / \mathrm{H}]\) & \(-0.05 \pm 0.06\) (37) & ... & ... & \(-0.16 \pm 0.06\) (76) & \(-0.14 \pm 0.08\) (113) \\
\hline \(\Delta[\mathrm{Si} / \mathrm{H}]\) & \(0.05 \pm 0.12\) (38) & \(-0.10 \pm 0.04\) (30) & \(\ldots\) & \(-0.09 \pm 0.08\) (76) & \(-0.07 \pm 0.11\) (144) \\
\hline \(\Delta[\mathrm{S} / \mathrm{H}]\) & ... & ... & \(\ldots\) & \(-0.07 \pm 0.12\) (63) & \(-0.07 \pm 0.12\) (63) \\
\hline \(\Delta[\mathrm{K} / \mathrm{H}]\) & \({ }^{\cdots}\) & \(\cdots\) & \(\cdots\) & \(-0.27 \pm 0.14\) (56) & \(-0.27 \pm 0.14\) (56) \\
\hline \(\Delta[\mathrm{Ca} / \mathrm{H}]\) & \(-0.06 \pm 0.10\) (38) & \(-0.07 \pm 0.06\) (29) & \(-0.01 \pm 0.06\) (117) & \(-0.16 \pm 0.07\) (77) & \(-0.05 \pm 0.09\) (261) \\
\hline \(\Delta[\mathrm{Ti} / \mathrm{H}]\) & \(-0.02 \pm 0.16\) (38) & \(-0.08 \pm 0.10\) (30) & \(0.06 \pm 0.11\) (90) & \(-0.15 \pm 0.11\) (68) & \(-0.04 \pm 0.14\) (226) \\
\hline \(\Delta[\mathrm{Ti} \mathrm{II} / \mathrm{H}]\) & \(-0.15 \pm 0.26\) (38) & \(-0.02 \pm 0.21\) (30) & \(0.18 \pm 0.14\) (109) & \(-0.01 \pm 0.16\) (75) & \(0.04 \pm 0.22\) (252) \\
\hline \(\Delta[\mathrm{V} / \mathrm{H}]\) & \(0.11 \pm 0.08\) (12) & \(-0.03 \pm 0.19\) (17) & \(0.14 \pm 0.13\) (102) & \(0.01 \pm 0.17\) (63) & \(0.09 \pm 0.17\) (194) \\
\hline \(\Delta[\mathrm{Cr} / \mathrm{H}]\) & \(-0.06 \pm 0.15\) (38) & \(\cdots\) & \(0.06 \pm 0.09\) (116) & \(-0.06 \pm 0.12\) (77) & \(0.00 \pm 0.12\) (231) \\
\hline \(\Delta[\mathrm{Mn} / \mathrm{H}]\) & \(-0.15 \pm 0.08\) (38) & \(-0.02 \pm 0.06\) (30) & \(0.21 \pm 0.09\) (100) & \(0.07 \pm 0.11\) (76) & \(0.08 \pm 0.16\) (244) \\
\hline \(\Delta[\mathrm{Fe} / \mathrm{H}]\) & \(-0.13 \pm 0.05\) (38) & \(-0.05 \pm 0.05\) (30) & \(0.04 \pm 0.05\) (117) & \(-0.10 \pm 0.08\) (77) & \(-0.03 \pm 0.09\) (262) \\
\hline \(\Delta[\mathrm{Co} / \mathrm{H}]\) & ... & -.. & \(0.02 \pm 0.09\) (116) & \(-0.05 \pm 0.12\) (77) & \(-0.00 \pm 0.10\) (193) \\
\hline \(\Delta[\mathrm{Ni} / \mathrm{H}]\) & \(-0.08 \pm 0.06\) (38) & \(-0.06 \pm 0.05\) (30) & \(0.10 \pm 0.06\) (111) & \(-0.07 \pm 0.10\) (76) & \(-0.02 \pm 0.12\) (255) \\
\hline \(\Delta[\mathrm{Cu} / \mathrm{H}]\) & ... & \(0.04 \pm 0.11\) (29) & ... & \(-0.03 \pm 0.19\) (76) & \(-0.02 \pm 0.17\) (105) \\
\hline \(\Delta[\mathrm{Ce} / \mathrm{H}]\) & \(\cdots\) & ... & \(-0.07 \pm 0.16\) (105) & ... & \(-0.07 \pm 0.16\) (105) \\
\hline
\end{tabular}

Note. The listed numbers denote the mean and the standard deviation, and in parentheses, the number of overlapping giants with that abundance determined.
main sequence is thin, however, is a sign that the determination of \(\log g\) is precise, something that is also seen in Table 10. The calibration of \(T_{\text {eff }}\) and \(\log g\) is an attempt to remove systematic uncertainties from our supplied stellar parameters by making them compliant with other, objectively more accurate values (in the case of \(\log g\) ), or more widely trusted values (in the case of \(T_{\text {eff }}\) ).

When it comes to abundances, accuracy is even more difficult to assess, because there are few "objectively accurate" and/or "widely trusted" abundance measurements, especially for giant stars. In Jönsson et al. (2018), we made an attempt to evaluate the accuracy of the abundances in DR13 and DR14 by a comparison to an optical analysis of a subsample of APOGEE giants, and to already published, independent abundance studies having significant overlap with the APOGEE stellar sample (da Silva et al. 2015; Brewer et al. 2016; Jönsson et al. 2017). Table 12 presents the same evaluation for DR16 (compare to Tables 5-6 in Jönsson et al. 2018). Note that the comparison sample of Jönsson et al. (2017) now is expanded with more elements from Lomaeva et al. (2019) and Forsberg et al. (2019). The details of the different samples are given in detail in Jönsson et al. (2018), but in general, the compared stars are giants with \(4000 \mathrm{~K}<T_{\text {eff }}<5500 \mathrm{~K}\), \(1.5<\log g<3.8\), and \(-1<[\mathrm{Fe} / \mathrm{H}]<0.5\). It is important to reiterate, however, that the optical studies are not necessarily guaranteed to present the "true" abundances.

In general, the DR16 abundances are rather similar to those in DR14, but with a smaller scatter. Below we highlight the main differences between the DR16-optical comparison and the DR14-optical comparison in Jönsson et al. (2018):
1. In DR14, \([\mathrm{N} / \mathrm{Fe}]\) had a systematic shift of 0.08 dex compared to the optical references, while Table 12 shows that this value now is -0.15 dex. The trend of derived \([\mathrm{N} / \mathrm{Fe}]\) with \([\mathrm{Fe} / \mathrm{H}]\) that was found based on the
comparisons to optical measurements in Jönsson et al. (2018) is still there in DR16. However, determining nitrogen abundances from optical spectra is challenging, and the trend might very well come from the comparison samples.
2. The possible slight trend of derived \([\mathrm{Mg} / \mathrm{Fe}]\) with metallicity compared to the optical reference abundances found for DR14 in Jönsson et al. (2018) is essentially gone in DR16.
3. Regarding Al , there is a systematic difference as compared to the optical abundances that was not present in DR14 (see Table 12). The spread, in \(\Delta[\mathrm{Al} / \mathrm{H}]\), however, is lower in DR16.
4. The K abundances derived for both DR14 and DR16 are consistent with one another, but very different than those derived optically. The optical measurements follow a much more scattered \([\mathrm{K} / \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) trend, indicating that the discrepancy might lay with the reference abundances and not APOGEE.
5. The Ca abundances are very similar in DR14 and DR16, but the possible trend of derived Ca abundance with metallicity seen in DR14 when comparing to optical data seems to have disappeared in DR16.
6. The possible trend of determined V abundance with metallicity seen in DR14 as compared to the optical studies has vanished in DR16.
7. Based on a smaller scatter and offset compared to the optical references, the DR16 abundances of Co are improved compared to those in DR14.
There were no calibrated abundances supplied in DR14 for Cu , and regarding Ce , there were no such abundances in DR14 because these lines were not fully understood until later (Cunha et al. 2017). Hence, there were no comparisons made for these


Figure 14. Comparisons of DR16 abundances of copper and cerium compared to optical abundances for the very same stars. The left panels show the difference in derived abundances in the sense DR16-reference as functions of DR16 stellar parameters, and the rightmost panels show the [X/Fe] vs. [Fe/H] trends for these very same stars. Abundances from da Silva et al. (2015) are marked using brown crosses, values from Forsberg et al. (2019) are marked with red dots, values from Jönsson et al. (2018) are marked using blue squares, and the DR16 values are marked with black dots.
elements in Jönsson et al. (2018) and so a slightly longer discussion is warranted here.

Table 12 and the top panels in Figure 14 indicate a reasonable accuracy for \([\mathrm{Cu} / \mathrm{Fe}]\) for stars with \([\mathrm{Fe} / \mathrm{H}]>-1\). However, the trend of \([\mathrm{Cu} / \mathrm{Fe}]\) with \([\mathrm{Fe} / \mathrm{H}]\), presented in Figure 12 below, shows a fair amount of scatter, and the rising trend at lower metallicities does not follow the expectations for a weak \(s\)-process element to be subsolar for lower metallicities.

The \([\mathrm{Ce} / \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) trend in Figure 12 exhibits significant scatter, but does in principle show a reasonable (banana-like) shape for an \(s\)-process dominated element, something that is less obvious in the smaller sample plotted in Figure 14.

In addition to the comparison works above with large overlap with APOGEE, five stars from the high-quality sample of Gaia FGK benchmark stars (Jofre et al. 2018) are in APOGEE DR16, and the comparison for these is given in Table 13. While this is a small sample of stars, the parameters and abundances in this table highlight some of the issues described in Holtzman et al. (2018), Jönsson et al. (2018), and above:
1. The values of APOGEE uncalibrated \(T_{\text {eff }}\) are generally too high for metal-rich stars and too low for metal-poor stars.
2. The values of APOGEE uncalibrated \(\log g\) are generally too high for giants, while the calibration makes them lower.
3. The APOGEE \(\alpha\) abundances are generally low compared to the optical measurements, except TiI, which has an unexpected rising trend with metallicity in APOGEE.
4. The mismatch is particularly striking for HD122563, which is not unexpected, since this star has a benchmark metallicity lower than the ASPCAP grid boundary of \([\mathrm{M} / \mathrm{H}]=-2.5\). However, it is worth noting that the uncalibrated parameters and some of the uncalibrated abundances are quite close to the benchmark values, suggesting that users interested in metal-poor giants might find values of use in some of the arrays with uncalibrated values (FPARAM and FELEM).
5. The most metal-rich star in the sample, \(\mu\) Leo, shows several deviations. However, in the case of Mg and Si , the values from APOGEE seem more like one would expect from other optical studies of dwarf stars
(Reddy et al. 2003; Adibekyan et al. 2012; Bensby et al. 2014, among others).

\subsection*{6.9. Comparisons to Cluster Metallicities}

Star clusters offer another opportunity to check the DR16 results. Two recently published studies have undertaken comparisons of APOGEE results to published cluster data.

As part of the latest contribution from the APOGEE-based Open Cluster Chemical Analysis and Mapping Survey \({ }^{40}\) (OCCAM; Donor et al. 2020), the DR16-version APOGEE [ \(\mathrm{Fe} / \mathrm{H}]\) were compared to literature metallicity values for six well-studied open clusters, and a mean difference of 0.004 dex was found, in the sense that the APOGEE metallicities are very slightly higher than the literature values.
For more metal-poor stars, Nidever et al. (2019) made a comparison of DR16 APOGEE \([\mathrm{Fe} / \mathrm{H}]\) and literature values for first-generation globular cluster stars, and found the APOGEE values to be 0.06 dex higher in the mean, and with a spread of 0.09 dex (see their Figure 8).
While absolute abundance scales are challenging to establish, these results suggest that APOGEE metallicities have few systematic errors for metal-rich stars, but may have systematic offsets for metal-poor stars at the 0.05-0.1 dex level.

\subsection*{6.10. Individual Elements}

In this section we provide some summary notes about the DR16 abundances for each APOGEE-measured element, including the estimated quality of the abundances, any peculiarities about which the user should be aware, and the population of the named X_FE tag for the element.

\subsection*{6.10.1. Carbon, C}

APOGEE carbon abundances are determined largely from CO lines, in conjunction with the oxygen abundances (which are determined from OH lines). Because the molecular data for both CO and OH lines were changed in DR16, the new carbon abundances are somewhat different from those in previous data releases, and these differences depend on stellar parameters.

\footnotetext{
\({ }^{40}\) https://www.sdss.org/dr16/data_access/value-added-catalogs/?vac_ \(\mathrm{id}=\) open-cluster-chemical-abundances-and-mapping-catalog
}

Table 13
Comparison to the Giants among the Gaia FGK Benchmark Stars (Jofre et al. 2018) Also within APOGEE DR16, Sorted by Benchmark log \(g\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline Star & \(T_{\text {eff }}\) & \(\log g\) & [Fe/H] & [ \(\mathrm{Mg} / \mathrm{Fe}\) ] & [Si/Fe] & \([\mathrm{Ca} / \mathrm{Fe}]\) & [Ti/Fe] & [V/Fe] & [ \(\mathrm{Cr} / \mathrm{Fe}\) ] & [ \(\mathrm{Mn} / \mathrm{Fe}\) ] & [Co/Fe] & [ \(\mathrm{Ni} / \mathrm{Fe}\) ] \\
\hline \multirow[t]{3}{*}{\(\alpha\) Tau} & 3927 & 1.11 & -0.37 & 0.20 & 0.19 & 0.03 & 0.03 & 0.17 & 0.08 & -0.12 & 0.12 & -0.03 \\
\hline & 3889 & 1.50 & -0.10 & 0.04 & 0.04 & -0.04 & 0.15 & -0.10 & -0.08 & 0.01 & 0.14 & 0.04 \\
\hline & 3982 & 1.33 & -0.13 & 0.06 & 0.03 & -0.01 & ... & 0.12 & -0.03 & ... & 0.14 & 0.06 \\
\hline \multirow[t]{3}{*}{Arcturus} & 4286 & 1.60 & -0.52 & 0.36 & 0.27 & 0.11 & 0.21 & 0.08 & -0.06 & -0.37 & 0.11 & 0.03 \\
\hline & 4180 & 1.91 & -0.53 & 0.24 & 0.22 & 0.09 & 0.09 & -0.28 & -0.07 & -0.22 & 0.16 & 0.10 \\
\hline & 4291 & 1.75 & -0.55 & 0.25 & 0.20 & 0.10 & ... & -0.07 & -0.03 & -0.09 & 0.15 & 0.10 \\
\hline \multirow[t]{3}{*}{HD122563} & 4587 & 1.61 & -2.64 & 0.29 & 0.31 & 0.21 & 0.14 & -0.06 & -0.44 & -0.46 & -0.00 & \(-0.05\) \\
\hline & 4855 & 1.76 & -2.41 & 0.32 & 0.35 & 0.04 & -0.64 & 0.35 & 0.03 & -0.00 & 0.00 & 0.02 \\
\hline & 5005 & 1.86 & ... & ... & ... & ... & ... & ... & ... & ... & ... & ... \\
\hline \multirow[t]{3}{*}{HD107328} & 4496 & 2.09 & -0.33 & 0.25 & 0.21 & 0.01 & 0.20 & 0.13 & -0.08 & -0.35 & 0.15 & 0.02 \\
\hline & 4299 & 2.04 & -0.41 & 0.25 & 0.25 & 0.04 & 0.06 & -0.03 & -0.14 & -0.24 & 0.20 & 0.12 \\
\hline & 4405 & 1.86 & -0.42 & 0.25 & 0.22 & 0.05 & 0.06 & 0.16 & -0.11 & -0.11 & 0.18 & 0.11 \\
\hline \multirow[t]{3}{*}{\(\mu\) Leo} & 4474 & 2.51 & 0.25 & 0.22 & 0.27 & 0.03 & 0.07 & 0.05 & 0.09 & -0.16 & 0.20 & 0.07 \\
\hline & 4519 & 2.82 & 0.34 & -0.05 & 0.01 & -0.06 & 0.11 & -0.09 & -0.09 & 0.00 & 0.19 & 0.06 \\
\hline & 4590 & 2.57 & 0.31 & -0.02 & 0.01 & -0.03 & 0.14 & 0.14 & -0.03 & 0.16 & 0.19 & 0.08 \\
\hline
\end{tabular}

Note. For every star, there are three lines in the table: the benchmark values, the uncalibrated DR16 values, and the calibrated DR16 values, respectively.

Note that \(\mathrm{C}(\operatorname{and} \mathrm{N})\) abundances for dwarfs in the previous DR14 were incorrect because separate C and N dimensions were not included in the stellar parameters stage; this has been fixed for DR16.
The carbon abundance as determined from molecular lines (C_FE) is more precise than the carbon abundance determined from the C I lines (CI_FE), but both abundances seem accurate for giant stars according to the comparison to optically derived abundances. However, both C and C I abundances are affected by the "finger" feature that affects a very small number of giants with \(T_{\text {eff }}<4000 \mathrm{~K}\) (see Figure 12 and Section 6.4). For warmer and/or metal-poor stars, the "atomic" carbon abundance is likely to be more accurate, since the molecular lines become very weak in those instances.

\subsection*{6.10.2. Nitrogen, \(N\)}

The nitrogen abundances are determined from CN lines, in conjunction with the carbon abundance (which is determined from CO lines, as described above). While the CN line list was not modified for DR16, the CO and OH line lists were, and therefore the N abundances in DR16 differ from those in DR14.

When compared to optical measurements, the precision of APOGEE nitrogen abundances appears good (i.e., there is little scatter), but there is an unexplained trend of \([\mathrm{N} / \mathrm{Fe}]\) with \(T_{\text {eff }}\) when compared with the optical abundances. However, this might very well come from the optical measurements. Moreover, the CN lines become weak or nonexistent for warmer stars, which makes the associated uncertainties very large.

Carbon and nitrogen in red giant stars are of particular interest because \([\mathrm{C} / \mathrm{N}]\) has been found to be an indicator of stellar mass, which corresponds to stellar age for red giant stars (Masseron \& Gilmore 2015; Ness et al. 2016). This is because material that has been processed through the CNO cycle is brought to the surface and leads to enhanced N abundances, with the level of enhancement depending on stellar mass and metallicity. Such canonical mixing appears near the base of the giant branch, but metal-poor stars may exhibit extra mixing as the stars ascend the red giant branch (Shetrone et al. 2019). At
solar metallicity, \([\mathrm{C} / \mathrm{N}]\) is expected to be relatively constant above the base of the giant branch. Figure 15 shows \([\mathrm{C} / \mathrm{N}]\) as a function of \(\log g\) for stars with \(-0.1<[\mathrm{M} / \mathrm{H}]<0.1\), and demonstrates the expected drop of \([\mathrm{C} / \mathrm{N}]\) at the base of the giant branch \((\log g \sim 3.5)\).

The range of \([\mathrm{C} / \mathrm{N}]\) abundances along the giant branch is plausible if there is a range of ages at solar metallicity. However, the rise of \([\mathrm{C} / \mathrm{N}]\) at \(\log g<1\) is unexpected, and occurs because \([\mathrm{N} / \mathrm{Fe}]\) is dropping (see Figure 13) at low surface gravity, which perhaps makes the measurements of N (and corresponding \([\mathrm{C} / \mathrm{N}]\) ) suspicious in this regime. Also worth noting is the locus at \(\log g \sim 2.5\), which corresponds to the RC stars, and the fact that some of them show unexpectedly high [C/N] values above 0.1 (Masseron et al. 2017; Shetrone et al. 2019).

\subsection*{6.10.3. Oxygen, \(O\)}

The oxygen abundance has been determined using OH lines, which, however, become weak at higher \(T_{\text {eff }}\); hence the O_FE tag is not populated for stars with \(T_{\text {eff }}>5000 \mathrm{~K}\).

Compared with optical studies, the derived oxygen abundances have little scatter (i.e., high precision), and appear also to be accurate (i.e., showing small offsets) when referenced to two of the studies, but less accurate compared to the other two (see Table 12). Given the difficulty of determining oxygen abundances in general (Asplund et al. 2004; Amarsi et al. 2016), it is not clear which studies (including APOGEE) are the most correct.

A small number of giant stars with \(T_{\text {eff }}<4000 \mathrm{~K}\) likely have systematic errors that contribute to the formation of the finger of high \([\mathrm{O} / \mathrm{Fe}]\) stars at high metallicity (see Figure 12 and Section 6.4).

\subsection*{6.10.4. Sodium, Na}

Sodium in APOGEE is measured using only two relatively weak lines. Because of this, sodium is one of the least precisely determined element abundances in APOGEE DR16.

Furthermore, one or both of these lines sometimes fall in a region of the spectrum that is potentially affected by poor


Figure 15. \([\mathrm{C} / \mathrm{N}]\) as a function of calibrated surface gravity for stars with nearsolar metallicity in the vicinity of the Sun. The expected drop in \([\mathrm{C} / \mathrm{N}]\) due to the first-dredge up at the base of the giant branch can be seen (at \(\log g \sim 3.5\) ), and the high-density region at \(\log g \sim 2.5\), which corresponds to the RC stars.
telluric emission subtraction; in ASPCAP, such portions of the spectra are treated by dramatically inflating the flux uncertainties, leading to the underlying stellar lines being essentially ignored in the fit for these stars, both in stellar parameters and abundance fits. For Na, this means that for some stars, both lines are used in the abundance derivation, while for other stars, only a single line is used, leading to even larger sodium abundance uncertainties.
The NA_FE tag is only populated for \(T_{\text {eff }}>3750 \mathrm{~K}\) in giants, and not at all for dwarfs.

For the next data release, the NLTE abundance determination of Na is planned to be included (Osorio et al. 2020). We also hope to be able to better identify those stars for which the abundances are affected by the masking of spectral regions affected by sky lines.

\subsection*{6.10.5. Magnesium, Mg}

Based on the comparison to optical references, magnesium, together with silicon, is the most precisely determined element in DR16, and also the most accurate element. Mg is also the only \(\alpha\) element seemingly free from the "finger" feature that affects giants with \(T_{\text {eff }}<4000 \mathrm{~K}\) (e.g., Figure 12). In dwarfs, however, there seems to be a slight systematic effect giving rise to the "belly" at slightly subsolar metallicities in the \([\mathrm{Mg} /\) Fe] versus \([\mathrm{Fe} / \mathrm{H}]\) plot (Figure 12) around \([\mathrm{Mg} / \mathrm{Fe}]=-0.2\) and \([\mathrm{Fe} / \mathrm{H}]=-0.2\).

Such systematic shifts between different types of stars might be due to NLTE effects. An NLTE abundance determination of Mg is planned to be included in the next data release (Osorio et al. 2020). These NLTE calculations will differ from the ones of Zhang et al. (2017) in the sense that updated atomic data, in particular for the collisions involving the higher-energy levels that form the lines in the \(H\) band, will be included.

\subsection*{6.10.6. Aluminium, Al}

APOGEE Al abundances are determined from three relatively strong lines in the longer wavelength portion of the APOGEE spectra.

Users should be aware that there has been a large zero-point calibration applied to the aluminum abundances for the giants, but not for the dwarfs; this difference possibly indicates the influence of NLTE effects. The derived aluminum abundances
seem to be precise, however, as the scatter compared with optical abundances is low. Curiously, the DR16 systematic difference compared to the optical abundances is -0.14 dex, which is very close to the zero-point calibration applied for giants ( -0.15 dex, see Table 4). If the different zero-point calibration of giants and dwarfs in DR16 is indeed due to NLTE effects, these effects seem to impact similarly the H band lines we use and the optical lines used in the references. For some of the optical lines and the one \(H\)-band line that was investigated in Nordlander \& Lind (2017, see their Figure 13), this indeed is the case.

Aluminum is affected by the unexplained bimodality present in some giants with \(T_{\text {eff }}<4000 \mathrm{~K}\) (compare Section 6.4). In the case of aluminum, this bimodality is not as obvious in Figure 12 due to the rather scattered trend, but can be seen as a collection of points at \([\mathrm{Al} / \mathrm{Fe}]=-0.2\) for large metallicities around \([\mathrm{Fe} / \mathrm{H}]=0.5\). The AL_FE tag is only populated for \(T_{\text {eff }}>3400 \mathrm{~K}\) in giants.

\subsection*{6.10.7. Silicon, Si}

Silicon is one of the most precisely determined elements in DR16. However, a small fraction of stars with \(T_{\text {eff }}<4000 \mathrm{~K}\) create the "finger" feature in Figure 12 discussed above.

Zhang et al. (2016) calculated NLTE corrections for \(H\)-band Si lines and found that the corrections should be of the order of -0.2 dex for some of the Si I lines in the APOGEE windows, although we do not see this effect when comparing to optical abundances.

\subsection*{6.10.8. Phosphorous, \(P\)}

Phosphorous is measured from a few very weak lines and is the least precisely determined element abundance in DR16. It also has had a very large zero-point shift calibration of +0.183 dex applied for giants. The phosphorous abundances also show some multi-modalities at low temperatures that are most likely nonphysical. Presently there is no known optical comparison sample against which to compare the DR16 values. Hence, for all of these reasons, the DR16 P abundances probably should be avoided or, at minimum, used with extreme caution.

\subsection*{6.10.9. Sulfur, \(S\)}

The DR16 sulfur abundances are determined from just two lines, and exhibit a moderate amount of scatter. Unfortunately, not many optical measurements are available, and we have found no samples with overlap great enough to evaluate the accuracy of the APOGEE measurements. For dwarfs, the S_FE tag is populated only for \(T_{\text {eff }}>4260 \mathrm{~K}\).

\subsection*{6.10.10. Potassium, K}

Potassium abundances are determined from two moderately strong lines in the APOGEE wavelength range. Thus, the abundances are determined with medium precision in DR16. The zero-point offset calibration is about -0.1 dex for both giants and dwarfs, perhaps indicating some kind of systematic effect affecting giants and dwarfs similarly. Not many optical measurements of K exist to assess the accuracy of the APOGEE abundances, and the one optical comparison sample used is systematically different to APOGEE by 0.27 dex (see

Table 12). However, the optical K lines have been shown to suffer large NLTE effects (Reggiani et al. 2019).

The K_FE tag is populated only for \(T_{\text {eff }}>3900\) in giants, and only for \(4000 \mathrm{~K}<T_{\text {eff }}<6000 \mathrm{~K}\) in dwarfs. NLTE abundance determination of \(K\) is planned to be included in the next data release (Osorio et al. 2020).

\subsection*{6.10.11. Calcium, Ca}

The APOGEE calcium abundances are of high precision. However, their assessed accuracy varies with the optical comparison sample used. A small number of giants with \(T_{\text {eff }}<4000 \mathrm{~K}\) have the unexplained "finger" feature in Figure 12. For the dwarfs, the \([\mathrm{Ca} / \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) trend is the tightest among the \(\alpha\) elements.

As is the case for Mg , NLTE determination of Ca abundances is planned to be included in the next APOGEE data release (Osorio et al. 2020); however, these calculations will differ from the ones of Zhou et al. (2019) because updated atomic data for the H -band line transitions will be included.

\subsection*{6.10.12. Titanium, Ti}

The TiI measurements show low scatter when compared with the optical measurements but, as in previous data releases, the APOGEE \([\mathrm{Ti} / \mathrm{I} / \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) trend differs from that seen in optical data: instead of the canonical \(\alpha\)-element "knee" trend, the trend we find is rising with metallicity. This may be due to issues with some of the lines used for measuring the Ti abundance (Hawkins et al. 2016), or by the combination of a strong \(T_{\text {eff }}\) dependence of the TiI lines and the use of uncalibrated \(T_{\text {eff }}\) in the abundance measurement (Jönsson et al. 2018).

On the other hand, the Ti II abundances show large scatter when compared to the optical abundances, which is expected since we only have one Ti II line available in the APOGEE wavelength range. The \([\mathrm{Ti}\) II \(/ \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) trend does, however, show the expected-albeit scattered-"knee" trend for giant stars. Meanwhile, for dwarfs, the Ti II abundances are very scattered.

In conclusion, the DR16 Ti I abundances probably should be avoided, while the Ti II abundances from giant stars might be used with caution in some instances.

The TI_FE tag is populated in giants only for \(T_{\text {eff }}>4200 \mathrm{~K}\) because of apparent trends at cooler \(T_{\text {eff }}\), and in dwarfs only for \(4000 \mathrm{~K}<T_{\text {eff }}<6000 \mathrm{~K}\).

\subsection*{6.10.13. Vanadium, \(V\)}

Vanadium is one of the less precise and least accurate abundances in DR16 and, just like phosphorus, shows some odd structure in the \([\mathrm{V} / \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) trend in Figure 12. There is a large zero-point calibration applied for the giants, but not for the dwarfs, possibly on account of differential NLTE effects. DR16 vanadium abundances should be used with caution.

The V_FE tag is populated in giants only for \(T_{\text {eff }}<4800\) and in dwarfs for \(4800 \mathrm{~K}<T_{\text {eff }}<5500 \mathrm{~K}\).

\subsection*{6.10.14. Chromium, Cr}

Chromium is the element that probably is most affected by the unexpected and unexplained bimodality present in some of the elements for giants with \(T_{\text {eff }}<4000 \mathrm{~K}\) (see Figure 12 and

Section 6.4). Other than that, Cr is measured with medium precision and medium accuracy in DR16, based on the comparison with optical studies.

\subsection*{6.10.15. Manganese, \(M n\)}

The APOGEE Mn abundances in DR16 have been calibrated using a rather large zero-point abundance shift for both giants and dwarfs (see Table 4), but the resulting \([\mathrm{Mn} / \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) trends are very tight. The precision is high, but the accuracy varies a lot depending on which optical comparison sample is used, which makes it difficult to reach a conclusion regarding the accuracy for this element in APOGEE DR16. A lot of the spread in the APOGEE-optical abundance comparison for Mn seems to come from the optical measurements, possibly indicating that the APOGEE abundances are even more precise. The differences between different analyses might arise from different NLTE effects for the lines used (Eitner et al. 2019).

The MN_FE tag is populated only for \(T_{\text {eff }}>4000 \mathrm{~K}\) in giants.

\subsection*{6.11. Iron, Fe}

Iron abundances are determined using windows as for the other elements. In general, the resulting \([\mathrm{Fe} / \mathrm{H}]\) is very close to the \([\mathrm{M} / \mathrm{H}]\) determined at the atmospheric parameter-determination stage. However, there are a small number of cooler stars that seem to show \([\mathrm{Fe} / \mathrm{H}]\) offsets from \([\mathrm{M} / \mathrm{H}]\), with a bimodality similar to that seen in some other elements (see Section 6.4); as with those elements, this is likely some artifact of the analysis.

Stars with \([\mathrm{Fe} / \mathrm{H}]\) that differ from \([\mathrm{M} / \mathrm{H}]\) by more than 0.1 dex have the PARAM_MISMATCH_WARN bit in the iron ELEMFLAG set, and those that differ by more than 0.25 dex have the PARAM_MISMATCH_BAD bit set. The FE_H tag is not populated for stars that have either of these bits set. In turn, this will imply that such a star has none of the "named" tags (C_FE, N_FE, O_FE, etc.) populated.

\subsection*{6.11.1. Cobalt, Co}

The cobalt abundances are derived from a single line, and therefore it is not unexpected that they show significant scatter. This is especially the case for dwarfs, which contribute most of the scatter in the \([\mathrm{Co} / \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) trend in Figure 12. Compared to the optical abundances, the DR16 Co abundances are of surprisingly high accuracy for giants, but Co is somewhat affected by the bimodality present in some of the elements for giants with \(T_{\text {eff }}<4000 \mathrm{~K}\) (see Figure 12 and Section 6.4).
The CO_FE tag is populated for \(3300 \mathrm{~K}<T_{\text {eff }}<6500 \mathrm{~K}\) in giants.

\subsection*{6.11.2. Nickel, Ni}

Nickel is one of the most precise DR16 abundances, but is unfortunately affected by the bimodality for cool giants with \(T_{\text {eff }}<4000 \mathrm{~K}\) (see above). There are some systematic differences compared with the optical comparison studies, but, all in all, we deem Ni to be the most accurate and precisely measured of the APOGEE iron-peak elements, aside from Fe itself.

\subsection*{6.11.3. Copper, Cu}

The copper abundances have a larger zero-point calibration offset for the dwarfs as compared to the giants. Moreover, the precision as well as the accuracy of the copper abundances is rather low. The \([\mathrm{Cu} / \mathrm{Fe}]\) versus \([\mathrm{Fe} / \mathrm{H}]\) trend shows unexpectedly high \([\mathrm{Cu} / \mathrm{Fe}]\) for \([\mathrm{Fe} / \mathrm{H}]<-1\). The DR16 copper abundances should be used with caution.

The CU_FE tag is populated for \(T_{\text {eff }}>4000 \mathrm{~K}\) in giants.

\subsection*{6.11.4. Cerium, \(C e\)}

DR16 is the first APOGEE data release to provide cerium abundances, thereby providing APOGEE access to the neutroncapture nucleosynthesis pathway. The cerium abundances were derived from a single line at \(15784.8 \AA\) (air, \(15789.1 \AA\) in vacuum), and, because of this, it is not unexpected that the Ce uncertainties are high. In coming data releases, we hope to be able to use more of the Ce II lines available in the APOGEE spectral region (presented in Cunha et al. 2017), but doing so would require a change of our current methodology, which uses the \([\mathrm{M} / \mathrm{H}]\) dimensions when determining Ce abundances, because all of the other Ce II lines unfortunately are blended with another element varying with the same \([\mathrm{M} / \mathrm{H}]\) grid dimension.
Compared to the only optical sample with Ce abundances, the DR16 values are systematically offset by 0.07 dex (see Table 12). This could be because of a problem in the optical analysis, or perhaps because of systematic uncertainties in the (uncalibrated) surface gravities of DR16. The Ce II lines are sensitive to the adopted \(\log g\), and-as previously describedwe use the spectroscopic, uncalibrated \(\log g\) values when determining abundances.

The CE_FE tag is populated only for \(4000 \mathrm{~K}<T_{\text {eff }}<\) 5000 K in giants. Also, as mentioned previously, we do not populate the CE_FE tag for stars with \(v_{\mathrm{rad}}>120 \mathrm{~km} \mathrm{~s}^{-1}\) because, for these stars, the window for the single Ce line that is used shifts into wavelengths that fall in one of the gaps between the APOGEE detectors.

\section*{7. Conclusions}

We have presented the data and analysis of the APOGEE-2/ SDSS-IV Data Release 16. This includes all data that have been collected by APOGEE and APOGEE-2 up to 2018 August, all of which have been processed using the newest versions of the reduction and analysis pipelines. This has resulted in a database with 473,307 analyzed APOGEE spectra, which includes observations from both the northern and southern hemispheres. Some significant changes/additions for APOGEE DR16 include:
1. The first data from the APOGEE-S instrument on the du Pont 2.5 m telescope at LCO are included. This makes available the first APOGEE observations of the Magellanic Clouds as well as the southern Galactic disk, globular clusters, dwarf satellite galaxies, and more extensive coverage of the Galactic bulge.
2. Abundances for the neutron-capture element Ce are included for the first time. Note, however, that they are uncertain (see Section 6).
3. An all-MARCS grid of model atmospheres has been used, which improves the stellar parameter measurements for cooler stars with \(T_{\text {eff }} \sim 3500 \mathrm{~K}\), essentially removing
the discontinuity at this \(T_{\text {eff }}\) that was present in APOGEE DR14.
4. A new scheme for filling "holes" in the spectral grid due to non-converged model atmospheres has led to a significant improvement of the analysis of cool giants with \(T_{\text {eff }}<3500 \mathrm{~K}\).
5. Calibrated surface gravities ( \(\log g\) values) are supplied for dwarf stars.
6. Various updates to the ASPCAP pipeline (including normalization and \(\chi^{2}\)-minimizing algorithm) have led to more precise results.

APOGEE DR16 provides abundances for 20 different elements. The most reliable abundances are provided in "named" tags, X_FE, in the summary data files (see Section 5.3.1). Users should be aware that the population of abundances in these named tags is subject to several criteria, and that these criteria may bias samples constructed from objects using these abundances, in exchange for providing more reliable abundances. The abundances that are provided in the \(\mathrm{X} \_\mathrm{H}\) and \(\mathrm{X} \_\mathrm{M}\) arrays in the summary data files are not restricted by these additional criteria.

Based on the analysis done in this paper, we recommend caution in the use of the APOGEE abundances of \(\mathrm{Na}, \mathrm{P}, \mathrm{Ti}, \mathrm{V}\), and Cu , even if the abundances in the "named" tags (NA_FE, P_FE, etc.) are used.

The APOGEE reduction and analysis pipelines will continue to develop for the final data release of APOGEE, DR17, currently planned for public release in mid-2021. Possible areas of improvement include abundances derived using NLTE analysis for \(\mathrm{Na}, \mathrm{Mg}, \mathrm{K}\), and Ca , modifications in the derivation of Ce abundances to exploit more of the available Ce II lines, and improvements to the RV code, especially for faint stars.
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