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1. Introduction

Modern community spaces, such as classrooms, buildings, campuses, districts, and cities, are increasingly instrumented
with Internet-of-Things (IoT) sensors and actuators, which enable many real-time community monitoring applications.
Monitoring applications are now ubiquitous across many domains like smart transportation, smart water infrastructure,
environmental sensing, among others [1,2]. A typical monitoring workflow involves collecting data through sensors
deployed in the community spaces and analyzing this data to generate meaningful and actionable information. While the
collected IoT sensor data can be sent to cloud data centers for analysis, oftentimes this can lead to high operational costs,
slow response times, and service interruptions, as the data centers are often far away from the community spaces [3].
An alternate solution is to leverage edge servers which can be network gateways or dedicated workstations, that are in
closer proximity [4] for less expensive, more responsive, and more reliable analysis results. In addition, many community
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agencies have privacy and security policies that prevent them from using a public cloud provider, and instead require
solutions that can be situated on servers located on-premise. The deployment of an edge driven solution is important for
monitoring applications run by these public works agencies.

In this article, we refer to the algorithms that analyze the sensor data into analysis results as analytics, which are
composed of multiple operators that can be dynamically deployed on different networked edge servers. These operators
can range from simple rule-based heuristics to complex machine learning models. System administrators or community
stakeholders could concurrently execute multiple monitoring applications using different sensors and analytics at any
time. However, the quality of network links over which the sensor data and analytics results are sent can impact the
effectiveness of the monitoring applications due to the loss of data packets, low bandwidth availability, etc. Given that
the applications, sensors, analytics, networks, and edge servers are all highly heterogeneous, effective sensor/analytics
selection and efficient resource allocation are key to the success of smart community monitoring applications.

In this article, we propose a Resource Efficient Adaptive Monitoring (REAM) framework to dynamically select the
sensors/analytics to execute at the edge, in order to meet the objectives of multiple monitoring applications in a
community space. Realizing REAM is no easy task due to the following challenges:

o High interoperability. Most community spaces are progressively deployed with high heterogeneity. REAM has to
ensure efficient data and information exchange between IoT devices and edge servers.

o High flexibility. The objective of each monitoring application can be met with different workflows of sensors and
analytics, each of which would require a certain amount of compute, networking, and other resources, and provide a
certain quality of results [5,6]. REAM therefore should leverage the different options of sensors and analytics, while
meeting the quality requirements of each monitoring application.

o High adaptability. Community spaces are complex and dynamic, while events in different spaces can take place
under different contexts due to differences in location, demographics, structure, etc. It is, therefore, extremely
challenging to develop accurate rules or models for each individual space. It is also important for the framework to
be able to make online decisions with noisy inputs and to work well under diverse network conditions and resource
availability. Making adaptation decisions, therefore, is a key objective of our REAM framework.

Our earlier work [7] presented an initial framework design for REAM. In this article, we have taken several steps toward
areal-world deployment of the REAM framework to address the above challenges. To achieve interoperability, we adopt the
publish-subscribe data exchange model to facilitate efficient information exchange. This provides a robust methodology
for control and data flows within the REAM architecture, where devices, agents, and edge nodes can communicate with
one another allowing for users to easily deploy and manage REAM in a distributed environment. We also partnered with
Real Time Innovations [8] and use their software to implement data exchange in our REAM deployments. Secondly, in
addition to sensing and analytics, we also incorporate network quality awareness in REAM’s decision making for better
flexibility. Most real-world deployments have heterogeneous modes of connectivity such as WiFi, Bluetooth, etc., which
offer varying levels of Quality-of-Service (QoS). Moreover, the quality of connectivity is not constant and can vary based on
the network utilization and data transmission of other devices and applications. Incorporating network quality awareness
is an important step toward a practical and more realistic approach to real-world deployments which we demonstrate
through experimental evaluations in this article. To the best of our knowledge, most prior efforts to monitor community
spaces with IoT analytics assume each application only comes with a predetermined workflow of sensors/analytics [2,9].
For high adaptability, we apply Reinforcement Learning (RL) [10] to develop a decision making algorithm for the most
appropriate adaptation decisions at any given moment. Our RL-based algorithm employs agents to directly learn from
experience by interacting with the diverse and dynamic environments. We demonstrate how our design choices enable
seamless integration of the RL agents with the publish-subscribe data exchange, as well as how the incorporation of
network quality awareness is critical for improved decision making in real-world community spaces. We extensively
evaluate REAM on real world testbeds and demonstrate its effectiveness across diverse applications and deployments, in
addition to evaluating its scalability for large-scale deployments.

This article makes the following contributions.

e We design a novel REAM framework that jointly considers IoT sensors, analytics operators, and network links at the
edge when monitoring community spaces.

e We formulate a decision making problem for the REAM framework to make adaptation decisions under the
constraints of resource availability and network quality. We then present our RL-based algorithm and show case
two real monitoring applications: stormwater contamination monitoring and pedestrian counting, while many other
monitoring applications are possible.

e We evaluate our REAM framework on two real-world testbeds in Orange County, USA and NTHU, Taiwan and
compare it to baseline approaches, when assuming the network loss is negligible. We show that REAM can achieve
>90% monitoring accuracy while incurring ~50% lower resource consumption costs compared to existing static
monitoring approaches.

e We also conduct detailed simulations to validate the network-quality awareness of our framework under different
network loss rates as well as its scalability to larger-scale deployments. We demonstrate that REAM can achieve up to
42% improvement in accuracy over static approaches by being cognizant of and adapting to differing network quality
conditions. We also show that REAM can provide near real-time service for a multitude of monitoring applications,
and incurs only a minimal increase in runtime (<0.002 s), for even large scale deployments with over 1000 nodes.
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Fig. 1. REAM monitoring framework architecture.

Section 2 describes the architecture and workflow of REAM, and we present our formulation and detailed approach
in Section 3. We describe our real-world testbeds and present our experimental results in Section 4. Section 5 discusses
existing related work. We present our conclusion and future work ideas in Section 6.

2. REAM overview

In this section, we describe the design choices and architecture of our proposed REAM framework. In order to optimize
the selection of sensors, analytics operators, and their associated network links, we organize them into workflows. The
choice of using RL agents over a supervised learning approach is due to the fact that community behavior and patterns
often change over time and hence the definition of events in a space can change. It is also not always obvious what the
right sensing and analytics option is and may require a sequence of selections, and hence RL provides more flexibility in
the way an agent can be trained to adapt to changing conditions. In order to support the publish-subscribe data exchange
described earlier, we develop a middleware at each edge server and also define a coordinator between edge servers.

2.1. REAM architecture

Fig. 1 illustrates our proposed monitoring framework with two edge servers that have three sample monitoring
applications running on them. Each monitoring application relies on the measurements of a specific set of sensors that
have been instrumented in the community space. The communication and data transmission between the sensors and the
edge server can take place through various networks like WiFi, Bluetooth, ZigBee, LoRa, Ethernet, optical fiber, etc. These
network links can have differing quality levels captured by network loss rate, available bandwidth, etc, depicted by the
dashed lines in Fig. 1. Once the sensor data are received at the edge server, they are run through a set of analytic operators
which could constitute ETL (Extract, Transforming, Load) functions, Machine Learning models, Time-series analysis, among
others in order to obtain useful information. Next, we introduce several key software components in REAM architecture.

Action plans. Since each application can use different combinations of sensors and analytics to achieve its objective with
differing quality of results, we define each combination as an action plan where each plan can be thought of as a workflow,
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Fig. 2. REAM uses a publish-subscribe data exchange model for control and data flows.

or an execution graph, of sensors, analytic operators, and network links. They can vary in their execution complexity (large
workflows with numerous sensor inputs and analytics), their resource requirements (resource-heavy sensors, large data
volumes, complex analytics models), as well as in the quality of their network links (links with high loss rates would result
in more packets being dropped). In our framework, as illustrated in Fig. 1, every monitoring application is a collection of
action plans which can be a coarse-grained action plan that provides a baseline quality of continuous monitoring while
consuming less resources, or various fine-grained action plans that provide a range of in-depth monitoring at higher costs,
providing better results.

RL agents. In the REAM framework, at each timestep, an application can choose to execute one of its action plans as
denoted by the current tags in Fig. 1. The decision of which action plan to execute is taken by an RL agent that learns
by interacting with the community space based on its application’s objective. The agent observes the readings from the
application’s sensors, network link quality information, outputs of the analytic operators, and other external community
space contextual information such as the weather and time-of-day. It uses this information to develop a probabilistic
learning model that drives the selection of which action plan to execute based on the effectiveness or utility of each plan.
Our framework design assigns one agent for each application. We opt not to create a global agent across all applications
at the edge for the following reasons - (1) Flexibility: Individual agents simplify the process of dynamically adding or
removing monitoring applications since agents can be trained independently of others unlike with a global agent; (2)
Tractability: The dynamic and complex nature of community spaces can result in the agent having to reason about an
extremely large number of states [11]. By assigning one agent to each application, we can ensure that the number of states
is manageable; (3) Simplicity: Applications can have different objectives and operate at different time granularities. It is
therefore difficult to define a global objective for each community space that is normalized across different applications.
Furthermore, individual agents allow each application to set its own timestep granularity for sensing, monitoring, and
analysis, despite the resulting decisions may slightly differ from the optimal ones. Hence, we opt for individual agents.

REAM runtime. In order to facilitate the exchange of information — both data and control messages, we implement a
middleware on each edge server called REAM Runtime. As shown in Fig. 2, the REAM Runtime hosts the publish-subscribe
data exchange implementation of REAM, and handles the information flow of data from the community environment to
the edge server, capturing the network and environment states. In addition, the REAM Runtime middleware also tracks
the amount of resources available on the edge server which is an essential information for the RL agent to be able to
decide on feasible action plans that it can utilize. Finally, REAM Runtime also communicates back to the devices and
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Table 1
Symbols used in the article.
Symbol Description
A Set of monitoring applications
S Set of sensors
af’ Priority of application a;
o Set of analytic operators
L Set of network links
P Set of action plans
B(pj) Benefit of action plan p;
c(pj) Cost of action plan p;
Ry Amount of resource of type k
N(pj) Network loss on links of action plan p;
u(p;) Utility of an action plan p;
T Reward at time step t
s’ Operating state of the sensor servicing the application
o’ Analytic operators currently running
v(A") Value returned by the analytic operators
N’ Loss rates of the network links used by the application
Ext External contextual information about the community space
P Set of valid action plans
Jr Cumulative reward

analytics operators that have been selected by the RL agent using the publish-subscribe paradigm. We further detail the
control and data flows in REAM in the next section.

Edge server coordinator. In order to maintain a repository of the available action plans and the state of each edge server
and its applications, we design an Edge Server Coordinator that can reside in the cloud or on an edge server. It also
maintains knowledge of (1) the application states including their action plans, resource requirements, and objectives, and
(2) the edge server states which include their resource availability, current applications, action plans, and corresponding
network link quality. Agents can use such information to take decisions, and system administrators can use the coordinator
to modify application objectives and resource availability.

2.2. REAM control/data flows

Fig. 2 presents the control and data flows in our REAM framework. In order to facilitate information and data exchange
among the components, the REAM framework architecture uses a publish-subscribe data exchange model. This model
allows sensors, edge servers, network links, analytic operators, and the coordinator to have their own topics (or channels)
that they publish information to, which can be accessed by subscribing to these topics. In particular, sensors publish
their raw data streams and network link quality information to dedicated topics, which are subscribed to by edge servers
hosting one or more analytic operators that analyze the sensor’s data. The computed analytics results by these operators
are then published to dedicated topics for each application, that can be subscribed to by community stakeholders and
administrators. The action plans selected by the RL agents are also published in order to activate the appropriate sensors
and operators in the selected plan by the REAM Runtime. It also communicates with the coordinator to exchange resource
availability, action plan selection, and metadata information.

3. REAM formulation

In this section, we formulate the problem of resource efficient adaptive monitoring in community spaces, describe our
approach to represent the decision making as an RL task, and then present our solution approach. We provide a list of
symbols used throughout this article in Table 1.

3.1. Utility driven action plan selection

We consider a community space that has a set of monitoring applications .4, where each application a; € A has a
priority af’ associated with it. For example, a gunshot detection application in a community would have a higher priority
than a parking violation monitoring application. The community space is instrumented with a set of sensors S, whose
data can be analyzed using a set of analytic operators O that are transmitted over a set of network links £ and are hosted
on a set of edge servers.

We define a set of action plans P, where each plan p; € P consists of a workflow of sensors, network links, and analytic
operators, and services a specific application. Each action plan p; provides a certain benefit, B(p;), for the monitoring
application it services which is dependent on the application’s objective. Each plan p; also incurs a cost C(p;) which reflects
the amount of resources Ry of type k (e.g., CPU, bandwidth, power, memory, etc.), that it consumes to run all the sensing
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and analytics present in the action plan. Each plan also incurs a network loss N(p;) reflecting the network loss rates across
the links I; € £, connecting the devices in the plan. We then define the overall utility of an action plan p; as:

sp) 1
clp) ~ Npy)

Fig. 3 shows an example of two different action plans that service the same stormwater visible contamination
monitoring application. Plan p; utilizes a simple turbidity sensor that would be less accurate than the camera based
solution of plan p,, since it relies on a manually set and potentially erroneous threshold. Moreover, today’s state-of-the-
art vision algorithms can typically achieve high levels of accuracy and thus p, can provide a much higher benefit to the
application. However, the cost incurred by p; is much lower than that of p,, since the periodic capture and transmission
of images would consume a lot of network bandwidth, the camera would require more power, and the vision algorithm
would also consume more compute resources in order to provide results in near real-time.

Moreover, the benefit vs. cost tradeoff captured by the utility of an action plan, is also dependent on various
environmental contexts of the community space which REAM leverages on. For instance, at night, the camera images
may not be good enough for the vision algorithm to detect discoloration and debris, which might result in both action
plans having similar accuracy. Hence, it would be a prudent decision to execute the coarse-grained plan more frequently
at night since it can achieve similar benefit at lower costs, and the fine-grained plan during the day when it can provide
much higher benefit. Furthermore, it is also important to consider the quality of the network links across which data is
transmitted by each plan. If the links in plan p, result in a large number of packets being dropped, this can cause a drop
in monitoring accuracy due to the lack of data delivery, even though the camera images provide high quality information,
and hence using the turbidity sensor based plan p; might provide higher utility due to consistent data delivery.

We visualize the action plan selection workflow used by REAM in Fig. 4. Each edge server receives sensor data and
network link quality information through the publish-subscribe data exchange model. The RL agent in the edge server
then leverages this information, along with knowledge of the environment states, current resource availability of the
edge server, as well as available action plans, in order to generate a set of action plan candidates along with their
expected benefit and cost attributes. It then computes the relative utility of each plan and selects the plan with the highest

(1)

Uulp) =
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utility. Once the plan has been selected by the agent, the REAM Runtime middleware then publishes this information to
community stakeholders as well as to activate the sensors in the selected action plan.

3.2. Defining RL agents in REAM

Consider the general setting shown in Fig. 5, where an RL agent interacts with an environment. At each time step t, the
agent observes some state s;, and then chooses to perform an action a; based on a policy. Once the action is performed,
the environment transitions its state to s;; and the agent receives a reward r;. The state transitions and rewards are
stochastic and are assumed to have the Markov property, i.e., the state transition probabilities and rewards depend only
on the state of the environment s; and the action a; taken by the agent.

State space. In the REAM framework, we represent the state s; of each application’s RL agent at any given time as a class
object that consists of the following attributes - (1) S’ : the operating state of the sensors servicing the application, (2)
O’ : the analytic operators currently running, (3) v(A’) : the value returned by the analytic operators, (4) N : the network
loss rates of the network links used by the application, and (5) Ext : external state and contextual information about the
community space (e.g., time-of-day, weather information, etc.), which can influence the performance of the sensors and
analytic operators.

Action space. At each timestep, an application’s agent determines its action space as a set of valid action plans P’ C P
that it could potentially execute from its current state. The timestep is configurable, which can be different for individual
applications in the space. Each plan p; € P’ consists of a set of active sensors, their operational states (on/off for simple
sensors, pan-tilt-zoom for a camera), the network links used by devices in the plan, and a set of active analytic operators
together with its workflow.

Reward. The reward r; obtained by the agent for executing an action plan is the utility provided by that plan. The benefit
of plan p; depends on the specific application (e.g., classification accuracy, distance based error, etc.). We compute the
cost of p; by first normalizing the amount of resources required of each resource type (CPU, bandwidth, memory, etc.)
across all action plans of the application and then calculating a weighted sum of these normalized costs for plan p; as:
C(pj) = Z}ﬁl Wy X Rpj, where wy, refers to the weight and Rf:j refers to the normalized amount of resources of type k
required for plan p;. The weights allow system administrators to prioritize the conservation of certain types of resources
and lessen their importance if they are abundantly available. We then compuge the network loss for p; as the multiplication

of the loss rates across all the links, [; € £ used by the plan, i.e, N(p;) =[], i
3.3. Training RL agents

Each agent can only control its action plan selection and has no apriori knowledge of the rewards or the state transitions
which can be affected by external factors. During training, the agent interacts with the community space environment and
observes the rewards and state transitions while choosing different action plans. The agent’s goal is to select action plans
in a way that maximizes the cumulative reward J; it receives over any time period T, i.e., J; = Zf,zt yf/*[ ry, where y is
a discount factor € [0, 1] and ry is the reward at timestep t’. We then define Q*(s, p;) as the maximum expected reward
achievable by following a policy 7 (s, p;), which refers to the probability of action plan p; being chosen by the agent when
in state s. That is, Q*(s, p;) = max;E[J;|s; = s, p;, = p;, w]. Using the Bellman equation [12], this can be represented as:

Q*(Sa pj) = E[r[ + Y max Q*(Sf+]a pj[+])|sf5 pjt]'

Jt+1
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Since community spaces are complex and can have a large number of possible {state, action plan} pairs, it would be
infeasible to store the policy in a tabular form as a lookup table, also known as a Q-table. Instead, it is more common to use
function approximators to represent the policy by estimating Q*(s, p;). Among the approximators, Deep Neural Networks
(DNNSs) [13] have recently gained popularity for solving large-scale RL tasks since they do not need hand-crafted weights.
A network with weights 6 can be trained by minimizing a sequence of loss functions L;(6;) at each iteration i, where:

2
Li(6;) = E[(rr + ¥ MaxQ(Se41, Aer i Bi-1) — QUse, a3 6,)) ]
t+1

Algorithm 1 Deep Q-learning Algorithm

1: Initialize Replay Buffer D

2: Initialize Q, DNN with random weights 6

3: fort=1—T do

4:  With probability €, select a random action plan p;
otherwise, select p; = mpax Q(s¢, p; 0)

5: Communicate chosen plan with REAM Runtime and
receive allowed plan p]’.

6: Execute action plan pj/. and observe environment to get
reward 1, and state S;;q

7:  Store transition (s;, pj’., It,Se+1) In D

8: Sample random minibatch of transitions (Sk, pk, Tk, Sk+1)
from D

9:  Sety; = rj+ym§XQ(Sr+1,p;9)

10:  Perform gradient descent step on (y; — Q(s;, pj; 0))> with
respect to 6
11: end for

We represent the action plan decision making policy as a neural network with weights 6 which takes the current state
of the RL agent as input and outputs a probability distribution over all valid potential next action plans. Note that we
allow the RL agent to continue executing the current action plan in the next timestep as well.

We train the agents using the deep Q-learning algorithm [14] as shown in Algorithm 1. It uses an e-greedy policy [10]
in order to select an action plan by either randomly selecting a plan p; with a probability €, or selecting the plan with
the maximum value of the probability distribution. At each timestep, the chosen action plan is executed and its reward
and the next state are observed. We store the agent’s transitions in a buffer D of a fixed size and then perform gradient
descent to update the weights 6 of the neural network (Line 10) using a minibatch of transitions drawn at random from
the buffer as

Vi, Li(6:) = E[(r +vy max Q(St+1 A3 0i-1) — QUSe, ar; 0)) Vo, Q(se, ap; 91)]~
t+

Rather than computing the full expectations in the above gradient, it is often computationally expedient to optimize the
loss function using approaches like stochastic gradient descent, Adam [15], RMSProp [16], etc.

3.4. Prioritized action plan selection

Before the RL agents identify the optimal action plans, the edge server must perform a sanity check to find the subset
of all action plans that can be feasibly executed without saturating all the available resources. That is, the REAM Runtime
middleware at each edge server employs our proposed Prioritized Action Plan Section (PAPS) algorithm, as shown in
Algorithm 2, to coordinate with the RL Agents in selecting action plans for varying resource availabilities and publishing
that information to activate the appropriate sensors and analytic operators in the selected plans.

More specifically, at each timestep, the REAM Runtime sequentially communicates with each application’s RL agent in
the order of their priority .4%. It limits the candidate action plans for each agent (P’ € P) based on the current resource
availability. The agent then selects an action plan with the highest utility (Eq. (1)), based on the current state of the
community environment. The REAM Runtime then obtains the selected action plan p;, and updates the available resources
(R) as well as publishes this information to activate the sensors and operators that are parts of the selected plan p;. If an
edge server has limited resource availability, the algorithm ensures that high priority applications can select action plans
with high utility, while potentially limiting the plans selected by low priority applications.

At every timestep, Algorithm 2 must handle all monitoring applications in the environment (|A|), each of which can
have |P| number of action plans. This can result in the need to publish to |[E| number of sensors and operators where
E represents the total set of sensors and operators in the environment. This results in a polynomial time complexity of
O(PAE).

To illustrate our RL-based approach and the selection of action plans by the REAM RL agents, we give an example in
Fig. 4. We see that the edge server receives sensor data from heterogeneous devices across network links with varying
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Algorithm 2 Prioritized Action Plan Selection (PAPS)

1: Input: Action Plans P = {p, ..., pp}, Plan resource requirements P® = {p’f, .A.,pj’?}, Application priority A= = {a‘f, a‘.”},

Available edge server resources R = {R1, ..., Ri} !
2: fort=1—T do

3: for¢g=1—jdo

4 Pass action plan candidates {?' € P | (P! > R} to agent a;ﬁ

5: Obtain action plan p; € P’ with max. utility (Eq. (1))

6 R =R\ pf

7 Publish to activate sensors and operators € p;

8: end for

9: end for

quality. Algorithm 2 is used to determine the available resources on the edge server, and to determine the feasible action
plans as shown in the third box. We can see that the three available action plans have varying benefits (), costs (C) in
terms of power consumption, and network loss (V). To determine the reward of each plan, we normalize the values and
use Eq. (1) to obtain a utility of [28.0, 9.1, 5.9] for the three action plans respectively. The RL agent hence chooses the
first plan and publishes it. The sensors and analytics in the selected plan are then activated and this process repeats for
the newly observed state from the sensors in the selected plan.

4. Experimental evaluation

In this section we evaluate the resource-aware monitoring capabilities of REAM and compare its performance to
existing approaches. We present two monitoring applications in real-world testbeds located in Orange County, USA and
NTHU, Taiwan.

In our first set of experiments (Sections 4.2 and 4.3) we evaluate the benefit vs. cost tradeoff in REAM. We assume that
the network loss in these experiments are negligible. For each application, we compare the performance of REAM with
static monitoring approaches that execute specific action plans in isolation. We also compare with a machine learning
approach using random forest that uses the same training and test data.

We then evaluate how REAM performs in environments with network loss. Since a controlled introduction of loss in
the real community testbeds is challenging, we simulate the input to the REAM prototype under conditions of network
loss. We compare its performance with a network agnostic planning approach to evaluate the impact that network quality
aware monitoring has on the monitoring accuracy (Section 4.4). We also evaluate the scalability of REAM to large-scale
community deployments (Section 4.5)

4.1. Experimental setup

Prototype implementation. We implemented our REAM prototype shown in Fig. 2 using Python.! The RL agents are
implemented using Keras [17], where each agent is a neural network containing two fully connected hidden layers with
24 neurons. We update the policy network parameters using the Adam algorithm [15] with a learning rate of 103 and
implement our analytic operators for monitoring applications using Scikit-learn [18].

For the data exchange implementation in the prototype, although there are many publish-subscribe protocols available
(e.g., AMQP, MQTT), the REAM prototype implementation uses the Data Distribution Service (DDS) protocol which offers
several advantages. Unlike other protocols, DDS does not require centralized brokers and instead allows for fully
decentralized, data-centric, and peer-to-peer communications. DDS supports dynamic discovery of publishers, subscribers,
and data transmission while offering 30+ QoS levels for tuning data exchange performance, resource usage, priority,
reliability, etc., which allows REAM to be fine-tuned for various environments. DDS also supports UDP for both high-
performance and multicast communications. There are various DDS libraries available like OpenDDS, Opensplice, Fast
DDS, etc. [19-21]. We chose to implement DDS in our prototype using the Real Time Innovations (RTI) Connext DDS
framework [8] which provides specific implementations for resource-limited devices that are often found in smart
community deployments.

Our prototype implementation defines publish-subscribe topics for each sensor and analytics output, coordinator
messages, and every edge server using the DDSTopic interface found in the RTI Connext API [22]. Each topic is
listened to using the DDSTopicListener interface, and also published to by implementing an object of DDSPublisher
class associated with each sensor and analytics operator. The network monitoring through DDS is done using the

1 https://github.com/praveenv/REAM.
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Table 2

Power consumption of key devices.
Device Make/Model Power (W) Note
Motion Optex LX-402 0.33
Camera LiteOn 3MP 3
PC Intel i3 @ 1.7 GHz 6 Idle
PC Intel i3 @ 1.7 GHz 275 Loaded
Stormwater In-Situ 600 0.54

Table 3

Resource consumption of video analytics.
Analytics CPU usage Memory usage Running time per frame
OpenCV 194.80% 1.7% 0.052 s
YOLOv3 100.43% 8.5% 17.38 s

ow into drainj

Fig. 6. Our testbed in Orange County, USA: a storm drain and the locations of sensing units.

DDSFlowController interface that also allows packets to be sent using a fixed rate or even on demand. Each edge
server has an instance of such a network monitoring component implemented in the REAM Runtime middleware.

Resource measurements. Since the goal of the REAM framework is to be able to achieve application objectives while
utilizing as little resources as possible, we capture the actual resource consumption (CPU, networking, and power) of the
various devices and analytic operators in order to run faithful experiments when comparing our solution against baseline
approaches. Tables 2 and 3 summarize the resource consumption of individual devices and analytic operators in both
testbeds.

4.2. Smart stormwater infrastructure

We utilize five stormwater sensing units that have been instrumented by Orange County Public Works Department
(OCPWD) in order to monitor the quality of the water flowing through the storm drains, which is depicted in Fig. 6.
The stormwater can get contaminated while flowing into the drains by collecting pollutants like bacteria from human or
animal waste, fertilizers, and even chemicals from industries that illicitly discharge their waste into these drains [23]. Each
sensing unit consists of several hydraulic and chemical sensors to measure pH, turbidity, dissolved oxygen, flow rate, etc.,
that together are capable of detecting a wide range of potential contaminants. The sensor measurements are transmitted
using LoRa networks and are analyzed at an edge server using Machine Learning classifiers to determine the presence of
contamination. The sensing units are deployed in secure underwater housing and are battery powered. Accessing these
units in order to replace the batteries, therefore, involves significant efforts to dig up the housing and access the hardware
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Table 4
Stormwater contamination monitoring — Location A.
Comparison approach Accuracy (%) Total energy Consum. (J) Exp. Batt. life (days) Avg. detection delay (min)
REAM 90.9 86.40 53 20.2
Random forest 88.2 101.77 44 24.7
Fine-grained 95.4 155.52 29 14.4
Coarse-grained 733 46.08 98 45.9
Table 5
Stormwater contamination monitoring — Location B.
Comparison approach Accuracy (%) Total energy Consum. (J) Exp. Batt. life (days) Avg. detection delay (min)
REAM 80.1 95.76 46 14.5
Random forest 76.9 120.93 35 19.3
Fine-grained 86.1 163.44 27 10.1
Coarse-grained 68.6 54.21 90 24.6

within, hence frequent battery replacement would incur large costs. OCPWD’s objective is to prolong the battery life while
maintaining contamination event detection accuracy.

Since stormwater contamination events occur sporadically with long periods of normal activity, measurements of a
subset of sensors can be sufficient to provide coarse-grained signatures that can then be used to trigger all the sensors
for fine-grained monitoring during contamination events. This is because using all the sensors for continuous monitoring
would consume a lot of battery power. The goal of deploying our REAM framework is to accurately identify stormwater
contamination events while prolonging the battery life of these sensing units by appropriately switching between coarse
and fine grained monitoring.

4.2.1. Stormwater data

We use four months of sensor measurements from the sensing units at two different locations (A, B). For each location,
we use three months of data for training and one month for testing. The measurements have a granularity of 15 min and
the contamination event ground truth was annotated by an expert from OCPWD. We also obtained precipitation data for
the location and battery consumption information of the sensing unit. We use two sensors — dissolved oxygen and pH,
that are most sensitive to changes in the ecosystem to form the coarse-grained baseline action plan along with a Support
Vector Machine (SVM) classifier. But since the changes can be due to minor natural variances in the chemical composition
of the water, the coarse-grained plan can result in a number of false-positives. We hence define one fine-grained action
plan that uses more information, consisting of the previous sensors along with temperature, Total Dissolved Solids (TDS),
conductivity, and turbidity sensors and uses a Random Forest classifier, that is triggered by the coarse-grained approach
and can more accurately determine if a contamination event has occurred. We define the reward for the REAM RL agent
based on the utility provided, where the benefit B(p;) of every action plan is its classification accuracy and its cost C(p;)
is the total battery consumption of the sensors and analytic operators in the action plan.

4.2.2. Stormwater contamination monitoring results

We measured the accuracy achieved in classifying contamination events for the test data from both locations (Tables 4
and 5). We observed that REAM achieved 90.9% and 80.1% accuracy at location A and B respectively, which is comparable
to the 95.4% and 86.1% achieved by using only the fine-grained action plan and better than the 88.2% and 76.9% obtained
by using the Random Forest supervised learning approach and the 73.3% and 68.6% achieved by using just the coarse-
grained action plan. Moreover, the REAM framework consumed on average 42% less energy than the fine-grained action
plan across both locations, resulting in a longer battery life by 24 days at location A and 19 days at location B that we
derived based on the two D-cell alkaline battery capacity of the In-Situ 600 stormwater sensing unit.

At location A, REAM had a 20 min delay on average in detecting contamination events, compared to the 14, 24 and
45 min delays achieved by the fine-grained, Random Forest, and coarse-grained approaches respectively. At location B,
REAM'’s average detection delay was 14 min, compared to 10, 19 and 24 of the fine-grained, Random Forest and coarse-
grained approaches respectively. Fig. 7 shows a zoomed in view of the contamination event ground truth and the action
plans chosen by the REAM RL agent during a week of the test period. We observe that for most of the contamination
events, the agent utilizes the fine-grained action plan to achieve high accuracy and ends up using the coarse-grained plan
during periods when no events occur. The occasional shift to the fine grained plan as shown by the red circle occurs
since the agent explores different action plans based on the e-greedy policy described in Section 3.2 to adapt to changing
environmental conditions, e.g., dry vs. wet weather, seasonal patterns, etc.

From these results, we can see that the REAM framework can increase the battery replacement cycle from less than
1 month with the fine-grained approach to almost 2 months with less than a 5% drop in accuracy and a detection delay
within 5 min on average.
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Fig. 7. The action plans selected by the REAL RL agent to determine contamination events.
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Fig. 9. Our testbed at NTHU campus, Taiwan: a smart street lamp (left) and a motion sensor (right).
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Fig. 10. Sample video frames from a street lamp camera for the pedestrian counting application. The recognized objects and bounding boxes are
given by YOLOv3.

4.3. Smart campus

We have instrumented eight smart street lamps on the NTHU campus in Taiwan, as shown in Fig. 8 for smart campus
applications. In our testbed, each street lamp is instrumented with a power supply, an Ethernet switch, a Raspberry Pi
(which also serves as a Bluetooth and Zigbee gateway), and a wide spectrum of environmental sensors, such as motion
(PIR, passive infrared), temperature/humidity, and air quality (PM 2.5) sensors. Four of the lamps are equipped with 3MP
cameras, of which three are fixed bullet cameras and one is a Pan-Tilt-Zoom (PTZ) camera. There is also an outdoor
motion sensor installed on one of the lamps, providing longer sensing range (12 m) for the intersection. Fig. 9 gives the
photos of our NTHU testbed. The lamps are connected using a heterogeneous network consisting of Gigabit Ethernet, WiFi
mesh, LoRa, and NB-IoT. We install edge servers in two of the street lamps for running monitoring applications. The edge
servers are Intel NUC PCs, each has a 4-core CPU at 1.7 GHz, 8 GB RAM, and 500 GB disk.

We utilize this testbed for a pedestrian counting application that attempts to profile the movement of people at
main intersections. This is to dynamically dispatch security guards to direct on-campus vehicles when intersections are
crowded. The goal of the campus administration is to infer these profiles using as little resources as possible to ensure
availability for other on-demand (emergency) applications. Using fine-grained camera feeds coupled with analytic libraries
like YOLOv3 [24] and OpenCV [25] can result in accurate counts, but this approach is resource intensive. Since the flow of
pedestrians is not continuous (fewer people walking at night), a coarse-grained motion sensor could be used to trigger the
camera based analytics in order to conserve resources. However, since different moving objects (e.g., car, bicycle, etc.) can
also activate the motion sensor, its accuracy would be lower than that of camera feeds. The goal of deploying our REAM
framework is to be able to learn when pedestrians are likely to be present and switch between coarse- and fine-grained
monitoring to preserve resources.

4.3.1. Pedestrian flow data

For the pedestrian counting application, we use two different sets of data collected over different time periods. The
first dataset (termed Data1) consisting of video data from a camera and a motion sensor on a street lamp overlooking an
intersection, was obtained over a week in April. The second dataset (termed Data2), utilized three week’s worth of video
and motion sensor data from the same street lamp during August. Using two such datasets also allows us to evaluate the
effectiveness of REAM during extended periods of differing pedestrian flow. For Data1, we use five days for training and
two days for testing, while for Data2 we use ten days for training and the remainder for testing. The measurements have
a granularity of one second.

Fig. 10 shows four sample frames of the video data. For both datasets, we define the coarse-grained action plan to
consist of the binary output analyzed from the motion sensor. This plan is sufficient to capture situations where there are
none or just one pedestrian at a given time as shown in the top left frame of Fig. 10. However, we notice that the motion
sensor can be triggered by other objects such as the vehicles in the top right frame resulting in false positives. Hence,
we define two fine-grained action plans that run OpenCV [25] and YOLOv3 [24] object detection algorithms respectively,
which can also handle cases where there are many pedestrians simultaneously present as shown in the bottom left frame.
The YOLOv3 library is more powerful in that it can more accurately handle situations where there are multiple different
objects like pedestrians and vehicles present together as shown in the bottom right frame. We hence assume that the
output of the YOLOv3 plan is the ground truth for our evaluations. The benefit of every action plan is defined as its distance
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Table 6
Pedestrian counting-Datal (April).
Comparison approach Distance from ground truth (%) Total power consumption (W) Total data generated (GB)
REAM 7.1 61.8 33.1
Random forest 15.4 54.6 30.3
YOLOv3 0 126.5 55.62
OpenCV 373 39.32 55.62
Motion sensor 62.3 36 0.0005
Table 7
Pedestrian counting-Data2 (August).
Comparison approach Distance from ground truth (%) Total power consumption (W) Total data generated (GB)
REAM 8.6 319.9 160.5
Random forest 14.1 2913 141.6
YOLOv3 0 697.5 305.9
OpenCV 32.1 246.2 305.9
Motion sensor 54.9 198 0.006
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Fig. 11. Comparisons of hourly pedestrian count ground truth and action plan chosen by REAM framework during a week—Data1l (April).

from the ground truth in terms of the pedestrian count, and its cost is a weighted sum of its power, bandwidth, and CPU
consumption. We assume equal weights in the evaluations if not otherwise specified.

4.3.2. Pedestrian counting results

Tables 6 and 7 show a summary of the performance comparisons, where we report the total power consumption as a
sum of the power consumption of the sensors (motion, camera) and the edge servers. REAM achieved pedestrian count
errors of 7.1% and 8.6% for Datal and Data2, respectively, compared to the YOLOv3 based approach that we assumed to
be the ground truth and performed better than the Random Forest, OpenCV, and the coarse-grained motion sensor based
approaches for both Datal and Data2. However, the YOLOv3 library is very resource intensive, and this coupled with
the significant power consumption of using a camera continuously, results in REAM having 51.0% and 54.1% less power
consumption over the two datasets. The REAM framework also results in 44.0% and 47.5% less data being generated than
the YOLOv3 and OpenCV approaches that require continuous generation and transmission of video data.

Figs. 11 and 12 illustrate heatmap based comparisons of the ground truth of average hourly pedestrian flow per week
and the corresponding most frequent action plan chosen by the REAM RL agent during that hour for Datal and Data2,
respectively. While we observe that the flow of pedestrians was slightly lower in Data2 (August) compared to Datal
(April), in both cases, the number of pedestrians is the highest during the day (8 am - 5 pm) and during those periods
the predominantly used action plan is YOLOv3 which results in high accuracy. Also, during the night and early mornings,
when extremely few pedestrians are on the road, the RL agent chooses to use the motion sensor approach which is
sufficiently accurate to model the pedestrian flow. The REAM framework can thus achieve >90% accuracy (hence not
missing many people), while consuming ~50% less power and generating less data (hence consuming less resources),
compared to static monitoring approaches. The performance of the RL agent could be made better by including additional
contextual information like the weather, campus holidays, etc., that would have a direct impact on the pedestrian flow.

4.4. Exploring network loss performance of REAM

We next evaluate the performance of our REAM prototype in the presence of network loss. Due to the challenge
of experimenting with controlled network loss in a real community, we simulate the input and network loss to the
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Fig. 12. Comparisons of hourly pedestrian count ground truth and action plan chosen by REAM framework during a week—Data2 (August).
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Fig. 13. Network quality simulator: (a) experiment setup and (b) action plans selected by the REAM and static planner.

prototype based on our testbed and compare the performance of REAM with a network agnostic planning approach. We
use images from camera sensors with two different analytic operators YOLOv3 and OpenCV. As described earlier, while
YOLOv3 achieves higher levels of accuracy, it uses more resources in terms of power consumption, CPU, and memory, as
compared to OpenCV. In addition, we also leverage a feature in RTI's DDS framework to track the number of messages
lost or received across all action plans over time.

In order to evaluate REAM under conditions with network loss, we define two action plans as shown in Fig. 13(a). The
setup consists of 2 camera sensors {s, s,}, 2 edge servers {e1, e;}, and 2 receivers {ry, r,}, with network links {I1, ..., Is}
connecting them as shown in the figure. There are 2 action plans {ay, a,} that can be chosen, where a; uses OpenCV, and
a, uses Yolov3 as the analytics operators respectively and hence benefit B(a;) > B(a;). We assume that the sensors and
edge servers are homogeneous which means that the cost C(a,) = C(a;). When each experiment begins, the nodes start
publishing data, and after 15 s, we introduce network loss on Link [,. The loss rate persists for 60 s, after which it is set
back to zero.

We compare the performance of REAM’s network aware action plan selections with a static planning approach
that uses Benefit and Cost to determine the action plan to use, but is agnostic to variability in network link quality,
i.e., Ustaric = B(p;j)/C(p;). Fig. 13(b) shows the action plan selections during the experiments by both approaches. We see
that for the initial period with no network loss, both approaches choose action plan a, which has higher utility than a;,
since its benefit is higher and the cost and network loss is the same. However, when the network loss is introduced on
Link I, REAM uses this information and selects a;, whose utility becomes larger due to the network loss. However, the
static planning approach continues to use a;. When the network quality is restored, REAM once again switches back to
action plan a, whose utility is once again larger than that of a;.

For the above experiments, we first compare the cumulative data delivery rate over the affected Link I, achieved by
REAM and the static planner for two different network loss rates of 0.1 and 0.5. As shown in Fig. 14, the loss incurred
by REAM is significantly lower as compared to that by the static planner. The difference ranges from 6% for 0.1 network
loss rate to 27.5% for 0.5 network loss rate. Since this difference in delivery rate is a function of the network loss rate on
the affected link, the link quality of the alternative paths, as well as the duration for which the link disruption persists, it
would be even bigger for large-scale disruptions on multiple network links.

We then compare the benefit achieved over time by REAM and the static planner during the experiments. We measure
the accuracy over time by multiplying the expected accuracy of each selected action plan with the measured message
delivery rate. We calculate the delivery rate for each action plan as the number of packets received each timestep divided
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Fig. 14. Cumulative data delivered by the REAM and static planner at the network loss rates of: (a) 0.1 and (b) 0.5, respectively.
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Fig. 16. Running time taken per application in environments raging: (a) from 120 to 1200 nodes and (b) from 1 to 10 tasks.

by the total number of packets sent for that plan. Fig. 15 shows the accuracy values per timestamp achieved by both
approaches over the entire experiments for both 0.1 and 0.5 network loss rates. We see that before the introduction of
the network loss rates, both REAM and the static planner achieve the same high accuracy since they both use the high
utility action plan a,. We also see that the introduction of network loss results in a drop in accuracy for both approaches.
However, REAM’s agent recomputes the utility values and selects action plan a; unlike the static planner that continues
with a, and thus suffers from lost packets. The average difference in accuracy levels ranges from 11% with 0.1 network
loss rate and 42% with 0.5 network loss rate. When the network condition on the affected link recovers, REAM switches
back to action plan a,.

4.5. Scalability of REAM

In this section, we evaluate the scalability of REAM for large-scale community environments consisting of a multitude
of sensors, edge servers, receivers, and monitoring applications with varying action plan complexities. We use the same
prototype and simulated input setup as in the network loss experiment. We first varied the total number of sensors,
edge servers, and receivers, and then measured the time taken by REAM to handle action plan selections for multiple
applications. Fig. 16(a) shows the time taken per application by REAM for 100 applications, in environments ranging from
120 nodes (100 sensors, 10 edge servers, and 10 receivers), to 1200 nodes (1000 sensors, 100 edge servers, and 100
receivers). Each action plan candidate for the applications was set to have 3 tasks (sensing, compute, and publication).
We observed that the time taken per application remained relative constant despite the 10x scaling of the environment
size. The runtime of REAM ranged from 0.020 to 0.022 s to select and publish action plans for each application which
shows a near constant runtime, thus showing REAM’s effectiveness in handling large-scale community environments.

We then varied the number of tasks (i.e., the number of data processing steps) associated with each action plan from 1
to 10 for 100 applications. We kept the environment size constant at 1200 (1000 sensors, 100 edge servers, 100 receivers).
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Fig. 16(b) shows that there is a small increase in the time taken to select and publish action plans per application while
increasing the number of tasks per action plan. The runtime ranges from 0.019 to 0.032 s for an average of 0.027 s per
application. Given how small these runtimes are, it is an insignificant increase in the runtime of REAM when handling a
larger number of tasks per action plan.

5. Related work

Smart spaces. The concept of continuously monitoring smart spaces has appeared in several research areas, including
pervasive computing [26] and ambient sensing [27]. Multiple prior studies [28,29] built smart spaces which were instru-
mented with in-situ sensors, where raw sensor data were passed through analytics algorithms for semantic interpretation.
For example, Cook et al. [30] applied machine learning techniques to predict human activities and generate actions for
actuators. Shelke and Aksanli [31] employed six different Machine Learning algorithms, including logistic regression, Naive
Bayes, etc., to detect the activities in smart spaces. Barker et al. [32] developed frameworks for non-intrusive occupancy
monitoring to minimize power consumption in smart buildings. Venkateswaran et al. [33,34] developed a prioritized
impact driven methodology to determine sensor placement in smart water networks. The solution proposed in the current
paper can be adopted in diverse smart community spaces for resource efficient, and high quality continuous monitoring.

Edge analytics. While resource-heavy analytics are typically offloaded to cloud data centers, sending raw sensor data to
potentially far-away data centers can result in longer response times and larger network traffic. Resources closer to the
smart spaces, e.g., on edge servers or cloudlets [4], can be leveraged to host analytics for shorter response times. Similar
to cloud computing, management of resources on multiple edge servers have been studied. Merlino et al. [35] proposed
a middleware to progressively process the sensor data at the edge server, fog nodes, and the cloud server to accelerate
the analytics in smart spaces. Hong et al. [3] considered the problem of splitting analytics into smaller pieces to deploy
them on heterogeneous fog nodes. Jang et al. [36] studied the problem of leveraging in-situ and edge sensors to optimize
mobile applications. Similar to these papers [3,35,36], we also employ edge servers to host analytics; but the current
paper focuses on a logically centralized edge server. This edge server, however, can be an abstraction of an edge server
cluster, to apply our solution in distributed setups.

Machine learning for smart spaces. Various Machine Learning algorithms have been applied in smart spaces for edge
analytics. Zhang et al. [37] tailored a Convolutional Neural Network (CNN) model for activity recognition analytics to fit
it on multiple less-powerful edge nodes. Similarly, Hung et al. [38] proposed VideoEdge, a framework to cost-efficiently
determine query plans for analyzing video streams. They used dominant demand to identify the best tradeoff between
multiple resources and accuracy and identify a pareto band of potential resource configurations. Das et al. [39] studied the
problem of activity recognition in smart homes, but focused on detecting abnormal activity patterns of elderly occupants.
Their system alerted elderly occupants whose standard activity patterns are learnt, upon observing an abnormal one.
Wemlinger and Holder [40] addressed the activity recognition problem across different environments as some Machine
Learning models cannot be easily generalized. Their core objective was to make sure trained classifiers also work well in
an environment different from the one used for training. Venkatesh et al. [41] broke the smart health-related analytics into
multiple stages. Through identifying common stages, they proposed to use intermediate data streams to avoid duplicated
efforts among various analytics algorithms. Oda et al. [42] pushed a step further by employing deep RL to make actuation
decisions in smart spaces.

There were also efforts that apply Machine Learning for decision making under resource constraints. For example,
Vaisenberg et al. [43] leveraged Partially Observable Markov Decision Process (POMDP) to control surveillance cameras
to record events in resource-constrained smart spaces. In their setup, a few PTZ cameras were the critical resource
constraints, and a POMDP-based scheduler was designed to control these cameras. Han et al. [44] used RL to develop
a middleware for event identification in community water systems. Mao et al. [45] used RL to develop a task packing
framework that handles resource demands from multiple tasks in a compute cluster setting. Chen et al. [46] adopted RL
algorithms to migrate edge analytics for better energy efficiency or service quality. Their Q-learning based algorithm was
evaluated on a testbed with two edge servers and four mobile devices. Gai et al. [47] considered the analytics deployment
problem. They also employed RL algorithms to allocate analytics workload among a larger number of edge servers. While
we leverage RL techniques, in this paper we focus on continuous monitoring and determine the granularity levels of
individual analytics to minimize system-wide resource consumption while still delivering good quality monitoring results.

6. Conclusion

In this article, we present REAM, a Resource Efficient Adaptive Monitoring framework at the edge, that balances the
resource requirements and objectives of multiple community monitoring applications in order to provide good quality
monitoring of community spaces, while incurring low compute, networking, and energy costs. REAM uses RL agents that
determine which sensors and analytics workflows to execute by interacting with the community space and obtaining
contextual information about the environment. We evaluate the framework with data from two real-world testbeds
and observe that the REAM framework can achieve >90% monitoring accuracy while incurring ~50% lower resource
consumption costs than static monitoring approaches. We demonstrate that the network awareness capabilities of REAM
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during decision making, can result in a 42% improvement in accuracy over network agnostic approaches. We also show

that

REAM can scale to service large community deployments.

As part of our future work, we intend to investigate the following research directions.

Cascading events and resource profiles. Events occurring in the community space have the potential to trigger other
events resulting in a cascade. This inter-relationship between events can be modeled to provide more knowledge to
the RL agents to proactively predict and react to the occurrence of related events. We also assume a static resource
profile for each action plan that is given in advance. The RL paradigm can handle situations where there is partial
knowledge of the state by casting the decision problem as a POMDP [48]. We intend to model these inter-event
relationships and develop mechanisms for higher robustness to uncertainty in resource requirements.
Optimization across edge servers. In the current article, we focus on scenarios where edge servers work indepen-
dently. We intend to work on solutions that cater to optimization and resource sharing for applications distributed
across multiple edge servers using the coordinator in future work.

Sensor and communication failures. In practice, sensors can fail for various reasons resulting in lack of measure-
ments and a complete picture of the state of the community space for the monitoring application. This can also
happen due to failures in communicating the data from the sensors to the edge servers. We intend to consider
failure scenarios as part of the framework to improve error resiliency.

Learning action plans. We assume that the execution graph forming each action plan is pre-defined and known to
the RL agent. An interesting question is whether the RL agent, given sensor and analytics association rules, was able
to learn which combinations would result in good monitoring results under different contexts thus giving system
administrators more freedom to deploy sensors and analytic operators.
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