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ARTICLE

ABSTRACT
To keep biochemistry instruction current and relevant, it is crucial to expose students to 
cutting-edge scientific research and how experts reason about processes governed by ther-
modynamics and kinetics such as protein folding and dynamics. This study focuses on how 
experts explain their research into this topic with the intention of informing instruction. 
Previous research has modeled how expert biologists incorporate research methods, social 
or biological context, and analogies when they talk about their research on mechanisms. 
We used this model as a guiding framework to collect and analyze interview data from four 
experts. The similarities and differences that emerged from analysis indicate that all experts 
integrated theoretical knowledge with their research context, methods, and analogies 
when they explained how phenomena operate, in particular by mapping phenomena to 
mathematical models; they explored different processes depending on their explanatory 
aims, but readily transitioned between different perspectives and explanatory models; and 
they explained thermodynamic and kinetic concepts of relevance to protein folding in dif-
ferent ways that aligned with their particular research methods. We discuss how these find-
ings have important implications for teaching and future educational research.

INTRODUCTION
Recent calls for educational reform in the life sciences have repeatedly encouraged a 
greater focus on scientific competencies, including the modeling and analysis of com-
plex systems, and the use of analytical and scientific reasoning in ways that are authen-
tic and relevant to current research (Howard Hughes Medical Institute and Association 
of American Medical Colleges [HHMI–AAMC], 2009; American Association for the 
Advancement of Science, 2011). This includes a call for greater integration of the 
physical and mathematical sciences into life sciences like biochemistry to support a 
deeper student understanding of fundamental scientific principles (National Research 
Council, 2003; HHMI–AAMC, 2009). In this way, students can develop the compe-
tence to address some of the many cutting-edge research questions pursued in the 
industrial, pharmaceutical, and medical fields that require application of biochemical 
knowledge and research methods to processes governed by thermodynamic and 
kinetic principles.

Toward partially addressing these calls for reform, the purpose of the present study 
was to investigate how selected experts, working at the cutting edge of protein folding 
and dynamics, use thermodynamics and kinetics with analytical and scientific reason-
ing and modeling to explain their research. This will, in turn, permit us to pursue our 
longer-term goal of using such expert data to inform the development of teaching 
activities in this cognitively demanding but crucial area of undergraduate biochemistry 
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that is central to our understanding of many areas of biochem-
istry in general. Indeed, in so doing, we would hope that we 
would go a long way toward addressing the various well-docu-
mented conceptual difficulties that students exhibit with ther-
modynamics and kinetics in biochemistry (e.g., Sears et  al., 
2007; Wolfson et  al., 2014), let alone other science contexts 
such as chemistry (see reviews by Bain et al., 2014; Bain and 
Towns, 2016), physics (e.g., Dreyfus et al., 2012, 2013), and 
engineering (e.g., Meltzer, 2007; Haglund et al., 2015). In the 
case of biochemistry, the thermodynamics and kinetics of com-
plex, dynamic biochemical processes tend to be difficult for stu-
dents to understand, a situation that can be exacerbated by the 
often confusing symbolic language, mathematical descriptions 
or models, and information-rich visualizations used to repre-
sent such processes (e.g., Liu et al., 2016). Thus, we believe that 
it is crucial to characterize how practicing scientists integrate 
theoretical and experimental knowledge of biochemical pro-
cesses, like protein folding and dynamics, as only then will we 
be better prepared to help students master this complex topic, 
which is both an integral part of modern undergraduate bio-
chemistry curricula and relevant to current research.

There are five major philosophical models of scientific expla-
nations relevant to research and practice in science education 
(Braaten and Windschitl, 2011), but for the purposes of this 
study we broadly define “explanation” to include descriptions 
of observable phenomena; theoretical accounts of how phe-
nomena progress according to any of the philosophical models; 
and/or the process of clarifying ideas, reasoning, and findings 
regarding a phenomenon (Achinstein, 1983; Salmon, 1989; 
Knorr-Cetina, 1999). Some suggest that the model of scientific 
explanation that is most appropriate depends on the purpose(s) 
of an investigation and its explanatory aims (Van Fraassen, 
1980; Craver, 2006; Brigandt, 2010, 2013). For instance, a 
researcher may provide a statistical–probabilistic explanation 
relating the occurrence of a disease to trends in environmental 
factors in order to make health recommendations. Although the 
underlying cause is not mentioned, the aim of the investigation 
is a predictive tool, so a mathematical account “suffices” as an 
explanation. In the life sciences, historical reconstructions and 
examinations of scientific discourse have enhanced our under-
standing of scientific explanation, especially of mechanistic 
processes where explanations specifically seek to establish 
causal links between agents and events (Machamer et al., 2000; 
Darden, 2008; Bechtel and Richardson, 2010). A growing num-
ber of problems in the life sciences also address emergent phe-
nomena—like protein folding and dynamics—where the overall 
behavior of the system emerges from underlying random pro-
cesses rather than a regular sequential mechanistic process (Chi 
et  al., 2012). We aim to further characterize how scientists 
explain phenomena and their study, with a long-term goal of 
using the findings to inform the development of more authentic 
undergraduate life science educational materials to foster the 
integration of theoretical and experimental knowledge, the 
understanding of biochemical research methods, and the appli-
cation of physical principles in the life sciences.

The idea of using expert knowledge to inform student learn-
ing is key to the philosophy underpinning this study. Not only is 
scientific research the primary source of scientific knowledge, 
but given the sophisticated nature of scientific problems, the 
study of expert scientific thinking can offer valuable insight into 

the higher-order cognitive processes educators desire to develop 
in their students. Research has, for example, shown that scien-
tists employ distant analogies as explanatory devices (Dunbar, 
2000) and that analogical reasoning is a crucial cognitive skill 
for expert biochemists, likely because biochemistry depends 
heavily on understanding the abstract world of molecular struc-
tures and processes (Anderson and Schönborn, 2008; Schön-
born and Anderson, 2008, 2009). Previous studies have used 
information gleaned from the study of expert knowledge and 
reasoning practices to develop classroom activities, resources, 
and/or guidelines for connecting levels of biological organiza-
tion (Van Mil et al., 2013, 2016), developing representational 
competence in chemistry (Kozma and Russell, 1997), and sup-
porting students in monitoring their explanations of biological 
mechanisms (Trujillo et al., 2016a). Trujillo et al. (2015, 2016a,b) 
provide a detailed example of how knowledge from case studies 
of expert scientists can be brought into the classroom. Recog-
nizing that science educators would benefit from a clear model 
of how biologists explain cellular and molecular mechanisms, 
Trujillo et al. (2015) asked several expert biologists to explain 
sequential causal mechanisms relevant to their research. They 
found that those scientists consistently interwove discussion of 
research methods (M), analogies (A), social or biological con-
text (C), and descriptions of how (H) a phenomenon operates 
in their explanations of molecular mechanisms and used these 
themes to develop the MACH model of mechanistic explana-
tions (Trujillo et al., 2015). An iterative design-based process 
was then used to adapt, test, and modify the MACH model to 
improve its function as an educational tool to help students 
construct explanations of biological mechanisms (Trujillo et al., 
2016a,b).

Although the MACH model helped students identify and 
incorporate its constituent components in explanations of 
mechanisms, Trujillo et al. (2016a) noted that students strug-
gled to make connections between the MACH components and 
frequently overlooked research methods. The original MACH 
model does not describe how the components connect, or 
whether there is any pattern or sequence to their use. Driven by 
the overarching research question “How do experts explain 
their research related to protein folding and dynamics?,” the 
present study used the MACH model as a guiding framework 
for data collection and analysis. The similarities and differences 
that emerged from analysis of interviews with four experts led 
us to make the following claims:

1.	 All four experts integrated their theoretical knowledge and 
their research context, methods, and analogies when they 
explained how protein-folding phenomena operate (MAtCH 
model, Figure 1), in particular by mapping phenomena to 
theoretical mathematical models.

2.	 All four experts explored different processes depending on 
their explanatory aims, but readily transitioned between dif-
ferent perspectives and explanatory models.

3.	 All four experts explained thermodynamic and kinetic con-
cepts of relevance to protein folding in different ways that 
aligned with their particular research methods.

On the basis of these claims, we propose a revised version of 
the MACH model that includes the central role of theoretical 
knowledge. We offer the MAtCH model as a framework that can 
be used to analyze expert practice and to inform instruction.
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METHODS
Selection of Participants
A pool of expert participants from various science departments 
at a large midwestern public research university were chosen 
purposefully based on two criteria used for theoretical sampling 
(Patton, 2002). Participant selection involved analyzing experts’ 
research profiles to determine whether their current published 
research 1) is related to protein folding or dynamics and 2) con-
siders kinetic and/or thermodynamic data. By protein folding 
and dynamics, we mean the physical processes by which a pro-
tein changes its three-dimensional structure, including both 
global (whole-structure) and local (single-atom and par-
tial-structure) deviations in position over time. Once identified, 
the participants (N = 4) were approached and asked to partici-
pate in an approximately hourlong, semistructured interview 
about their research. These participants will hereafter be referred 
to as “experts” or “expert scientists,” and pseudonyms will be 
used to protect their identities. The current research was per-
formed under the approval of the Purdue University Institu-
tional Review Board (protocol #1511016694).

Development and Description of Interview Protocol
The MACH model (Trujillo et al., 2015) was used to structure 
the interview protocol to focus on aspects previously identified 
as prevalent in experts’ explanations. In the MACH model, M is 
operationally defined as the methods of research, including the 
experimental procedures, techniques, or instruments used to 
generate data that inform the explanation; A refers to the anal-
ogies that help make sense of the mechanism, including formal 

analogies, representations, and/or narratives; C encompasses 
the social or biological context that connects the explanation to 
an important situation in which it can be applied; and H 
describes how the entities of the phenomenon interact to pro-
duce changes of state, activities, and spatial and temporal orga-
nization involved with understanding how the phenomenon 
operates. With this guiding framework, the interview protocol 
was separated into artificial “phases” that began with a general 
question regarding the experts’ research but then focused on 
probing the context and experimental methods used by these 
experts. Several probes were designed to ask experts whether 
and how they thought about specific thermodynamic concepts 
typically covered in undergraduate chemistry (e.g., entropy, 
free energy). As representations are also an integral part of sci-
entific work and communication (e.g., Kozma, 2003), the inter-
view also prompted participants to draw or show any represen-
tations they felt would be useful to gain additional insight into 
their mental models.

The initial interview protocol was piloted with graduate stu-
dents who were members of the research labs run by potential 
research experts. Pilot interviews were audio/video-recorded, 
and a record of protocol modifications with evidence and rea-
soning for each modification was updated after each pilot inter-
view. This process allowed the interviewer (K.A.J.) to test, and if 
necessary improve, various phrasing and to become more famil-
iar with the interview protocol. For the main portion of the final 
interview protocol, the participants were asked to explain their 
research as they would to a colleague or a scientist in a related 
or similar field. At the end of the interview, with considerations 

FIGURE 1.  The MAtCH Model. A simplified pattern of integration and connection between the MAtCH components was reflected in 
interviews of four experts who explained their protein-folding and dynamics research. The connections indicate a pattern, but the ways in 
which each connection was made differed for each scientist as highlighted in their research profiles. Please note that there is no specific 
direction or sequence, nor is there complete separation of components. The arrows are double-headed to reflect how the four experts 
moved back and forth between the components in their explanations, with the words near the arrows creating a sentence when read 
clockwise. This was done to simplify the relationships between components without making the diagram overly complex.
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of future educational activities in mind, participants were also 
asked to explain their research and protein folding in general as 
they would to a junior- or senior-level undergraduate student. 
Both types of data were collected to obtain a fuller characteriza-
tion of these experts’ explanations of protein folding and dynam-
ics, including accessing any potential pedagogical content 
knowledge. The purpose and methods of the study were 
explained to the experts before their participation in the study. 
Semistructured interviews were employed, as they allow an 
interviewer to explore individuals’ ideas at great depth and to 
probe for additional details or clarifications in order to come to 
a shared understanding, just as might happen in a conversation 
between two investigators.

Data Processing and Analysis
Interviews lasted between 1 and 1.5 hours and were audio/
video-recorded. As expert use of representations was of inter-
est, the production of representations or use of any comput-
er-based representations was also video-recorded. Interviews 
were transcribed verbatim, and then portions of the text were 
aligned with provided representations by reviewing the video 
recordings. All drawing steps during the production of repre-
sentations, gestures indicating parts of representations, and 
captured air gestures were described and inserted into the 
interview transcript. In this paper, only verbal data and a sam-
ple of the representations are examined. Gestures will be the 
target of future work. Interview transcripts were inductively 
analyzed (Lincoln and Guba, 1985, p. 203) to identify common 
concepts, representational modes, and analogies. The first 
round of analysis of the interview transcripts produced a mas-
ter list of quotations that contained references to general con-
cepts, and these were then sorted into a number of emerging 
categories. As the category descriptions crystallized, categories 
with fewer quotations/excerpts were removed or merged into 
other larger categories. Representations were analyzed to 
describe all the modes of representation used by the experts. 
Interviews were then analyzed for analogies, which were simi-
larly sorted into emerging categories and then aligned with the 
previously identified concept categories. This process resulted 
in the identification of the unique ways these four experts think 
about thermodynamic and kinetic concepts given their research 
goals and methods (claim 3), as well as similarities in how they 
applied knowledge of scientific theories to their research (claim 
1). Several excerpts and representations from the interview 
transcripts were selected to create “expert research profiles” to 
showcase the unique way each expert approached his or her 
research. The excerpts were coded with the MACH compo-
nents, using the operational definitions set forth by Trujillo 
et al. (2015) described above in the Introduction. As an exam-
ple, if the expert referenced the use of an experimental proce-
dure, technique, instrument, or data, this was coded as “M.” 
Initial case analyses were sent to the respective experts to check 
whether their thoughts were represented accurately. Two of the 
participants (John and Gertrude) responded, and sentences 
were revised per their suggestions. A constant comparison 
method in combination with MACH coding allowed us to char-
acterize similarities and differences in how the four experts 
transitioned between the MACH components and their theoret-
ical knowledge (claim 1), and how their research goals and 
methods influenced their explanations (claims 2 and 3). The 

patterns that emerged from this process are described in the 
Results and Discussion section.

RESULTS AND DISCUSSION
Analysis of the interviews revealed that the MACH model com-
ponents feature prominently in all four expert explanations, 
with experts frequently connecting and integrating the compo-
nents. Furthermore, each expert’s explanation revealed clear 
connections between the MACH components and his or her 
knowledge of scientific theories. The amount of integration 
between the MACH components and theory made it difficult to 
organize the interview data in an easily understandable 
sequence. It became evident during analysis that all four experts 
integrated research context, methods, analogies, and how the 
phenomenon operates with their theoretical knowledge when 
explaining their research projects (claim 1). All four cases 
demonstrate this complex integration of components, but a 
general pattern of connections between the MACH components 
and theoretical knowledge emerged from the data. This pattern 
led us to propose a modified MACH model, or MAtCH model 
(Figure 1), which incorporates a new component, “theory.” By 
“theory,” we refer to the experts’ knowledge of overarching sci-
entific explanations and models (e.g., collision theory or math-
ematical models of reaction kinetics) used by these experts 
when talking about their research. We situated the theory com-
ponent at the center of the MAtCH model, because theoretical 
knowledge underpinned each of the MACH components and 
was used by the experts to mediate between the components. 
As the reader will see, the experts’ use of theoretical knowledge 
was often implicit or tacit in their explanations, but at other 
times they made it explicit. We have left the “t” in lowercase to 
emphasize the foundational role of theoretical knowledge in 
each of these components and explanations. For reader conve-
nience, we first present a diagram of the MAtCH model (Figure 
1), after which we use our analysis to illustrate how the data 
support its structure.

The structure of the MAtCH model will be used to introduce 
each of the expert research profiles, starting from their research 
context (C) and moving clockwise to first describe the entities 
they consider (H) and the methods by which they are measured 
(M) in their efforts to develop narrative or representational 
models (A) of a phenomenon. Although the research described 
in this paper could be considered very complex, we believe that 
following the order of the MAtCH model in Figure 1 allows us 
to make sense of these experts’ explanations. In the same way 
that students might use the MAtCH model to follow a simplified 
story of complex research, this model is used here to guide a 
description of each scientists’ research project while maintain-
ing the connections between the MACH components and the 
theoretical knowledge the scientists used. For enhanced read-
ability, the original MACH components will be indicated with 
the appropriate letter in parentheses in the analysis.

Throughout our analysis, we will also highlight the different 
ways in which the experts demonstrate the inseparability of the 
components of the MAtCH model in explanations of their 
research. We will indicate where the experts use knowledge of 
scientific theories and models (the “t” in MAtCH) to mediate 
between the MACH components, particularly by mapping phe-
nomena to mathematical models. By this, we mean the way 
these experts interpret symbols, theoretical concepts (often 
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represented symbolically), or formulas (A) through knowledge 
of physical systems such that they represent entities, states, 
processes, and/or measurable variables (H/M). Furthermore, 
we will use these four cases to illustrate how the experts 
explain thermodynamic and kinetic concepts in different ways 
closely aligned with the research methods they employ (claim 
3). In this section, we present all four cases separately. The last 
two cases (Gertrude and William) are summarized, and full 
analyses can be found in the Supplemental Material. We then 
return to our three main claims in the Summary and Conclu-
sions section, where we briefly compare the experts’ explana-
tions, reflecting on their similarities (claim 1) and differences 
(claims 2 and 3).

Beaker Elucidates Enzyme Mechanisms
Beaker and his research group focus on how enzymes recognize 
substrates in order to design drugs and enzymes (C). One of 
their broad aims is to understand how a protein recognizes and 
catalyzes a reaction with a substrate (H). Because their focus is 
on understanding mechanisms (H), they collect data on struc-
ture and structural movement through techniques like x-ray 

crystallography, site-directed mutagenesis, and stroboscopic 
methods (M). These data (M) are used to map out the positions 
and movements of specific amino acid residues or protein 
domains in the active site along a reaction trajectory to propose 
a mechanism (H/A). In his discussion, Beaker focuses mainly 
on structural relations like proximity, orientation, and angle 
(H), consistently using theoretical knowledge of mathematical 
models of reaction kinetics, steric effects, and interactions to 
interpret data (M) and to explain the organization and activities 
of entities in the proposed mechanism (H/A). Beaker’s first 
excerpt in Figure 2a showcases how he uses theoretical knowl-
edge to mediate between the H and M components in the 
MAtCH model to propose a mechanism via a narrative (A). We 
can also see how Beaker assigns meaning to mathematical mod-
els and symbols (A) during this process.

In his excerpt, Beaker starts by describing the organization 
of residues in the active site and the NADPH molecule (H, lines 
2–8). He represents each of these physical entities and their 
organization in a drawing (A, Figure 2b). Then Beaker connects 
the H and M components of the MAtCH model as he describes 
what he measures about these particular entities (i.e., distance, 

FIGURE 2.  Beaker draws and explains the structural data he collects and interprets to determine reaction mechanisms. Beaker first 
constructs a representation of a protein active site with several residues (drawn in red) and a ligand (NADPH, black ring to the right) 
pictured in b. The line bisecting the ring of the NADPH molecule serves as a reaction coordinate. In a, Beaker mentions his research goal is 
to understand the trajectory of a reaction, and this remains implicit as he discusses research methods until it is mentioned again. He 
describes some of the activities that will take place along that trajectory, for example, circling two hydrogens in b in blue and using a line 
or arrow to show their movement. Beaker describes the types of data he will collect so that he can model the reaction trajectory, such as 
the dihedral angle indicated in b by the blue line tracing from the carbon on the nicotinamide ring to the carbon with the hydroxyl group 
or distances indicated by the dotted red lines. He uses theoretical knowledge of orbital alignment and reaction kinetics to support his use 
of research methods focused on determining angles and distances between the entities in b. Beaker also explains how the modification of 
R groups (black R is changed to R1, R2, etc., at the left side of b) will affect those distances and angles, and thus the rate of catalysis, which 
will enable him to better model the reaction trajectory. He explicitly relates all of these data back to theoretical knowledge and mathemat-
ical models of kinetics and thermodynamics, represented by formulas such as the one in c. He explains how distance and angle are 
included in pre-exponential factors (the underlined area indicated by an arrow in c), and how enthalpy (ΔH) and entropy (ΔS) are included 
as factors that affect activation energy in the exponent of e.
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angle; H/M, lines 10–12, 15–16). At this point, Beaker enters a 
cycle wherein he uses his theoretical knowledge to constantly 
mediate among the H, M, and A components of the MAtCH 
model in his efforts to understand the reaction mechanism (C, 
lines 8, 19–20). In his narrative (A), he proposes activities for 
some of the entities (H, lines 9, 14–15) and interprets data (M) 
in light of his theoretical knowledge about orbitals, reaction 
kinetics, and the importance of alignment to make a general 
claim regarding how he expects the system will behave (H/A, 
lines 16–18). After making this claim, Beaker restates what he 
wants to measure about the system (H) and describes a specific 
R group modification method for doing so (M, lines 20–23). As 
stated elsewhere in his interview, these data will allow him to 
construct a model of the active site and the reaction trajectory 
(H/A), furthering his understanding of the reaction mechanism 
(C, lines 30–32). As part of this cycle, Beaker uses his theoreti-
cal knowledge to explicitly connect the measurable and mole-
cular worlds through the interpretation of mathematical mod-
els of reaction kinetics and thermodynamics as represented by 
formulas (A, lines 23–30). He does this by assigning meaning to 
the mathematical models by mapping entities and interactions 
(H) to particular symbols (A; e.g., lines 23–25; see Figure 2c, 
where alignment information is represented in pre-exponential 
factors).

Although Beaker mentions thermodynamic quantities in the 
excerpt, as a result of his focus on elucidating mechanism, he 
does not assign much significance to thermodynamic values. He 
states later that this is because they only indicate that some-
thing has happened, but not what or how. Therefore, it seems 
appropriate that Beaker focuses on collecting data (M) that will 
inform causal mechanistic explanations, and he thinks about 
the theoretical concepts of enthalpy and free energy in ways 
important to mechanisms by considering bond and interaction 
strengths (H). We can see evidence for this at the end of the 
excerpt (lines 21–23) as well as elsewhere in the interview 
when Beaker uses a dose of ibuprofen for treating a headache 
as a formal analogy (A) to explain the difference in ∆G values 
of different states (see the Supplemental Material).

Throughout his interview, Beaker consistently makes similar 
connections between theoretical thermodynamic and kinetic 
concepts and the interactions of entities (H). He does this by 
transitioning between narrative about generic models based on 
his knowledge of scientific theories and mathematical models, 
and more specific models (A) of interacting entities and their 
organization in a system (H). One such example is found in the 
next excerpt we discuss. This particular excerpt was chosen 
because Beaker devoted a significant amount of his discussion 
to the importance of spatial organization (H) and reaction 
kinetics (M) in elucidating enzyme mechanisms (C). To contex-
tualize this excerpt, Beaker was claiming that there are very few 
examples of how enzymes work in detail, that is, their motions, 
distances, and angles along a reaction trajectory (H/M). In his 
opinion, this is partly because enzyme mechanisms have typi-
cally been studied using indirect methods (M) and partly 
because scientists over the years have reinterpreted and “redis-
covered” the original model Linus Pauling proposed (Pauling, 
1946)—that enzymes work by binding to the reaction transi-
tion state. In the excerpt in Figure 3a, Beaker essentially makes 
an argument for the concepts of proximity, orientation, and 
complementary binding (H) underlying Pauling’s original 

model through the use of a representation and narrative of a 
hypothetical two-substrate reaction mechanism (A).

In this excerpt, Beaker once again uses his theoretical knowl-
edge to mediate between the H, M, and A components of the 
MAtCH model as part of a cycle. He begins by connecting the H 
and A components as he describes the organization of a variety 
of entities (H, lines 5–8) in a hypothetical two-substrate reac-
tion mechanism (A; see also Figure 3b). He then uses his theo-
retical knowledge of mathematical models of reaction kinetics, 
represented by a rate law equation (A; see Figure 3c), to model 
this hypothetical reaction and to illustrate that concentration 
alone cannot account for the observed enhancement of enzy-
matic rate from 105 or 106 to 1012. Because data on observed 
rates (M) cannot be mapped onto such a simple mathematical 
model, the equation is insufficient to represent reality (A, lines 
8–11). Beaker then uses theoretical knowledge to propose that 
if, however, the function of the model enzyme is to bring the 
appropriate substrates into proximity with the appropriate ori-
entation/alignment in order to react (H), as suggested by tran-
sition-state theory and mathematical models like that repre-
sented by the Arrhenius equation (A), then he has a reasonable 
model of the system (H/A, lines 11–22). In this process, Beaker 
again uses theoretical knowledge to connect the measurable 
and molecular worlds, namely by assigning meaning to mathe-
matical models of reaction kinetics by mapping entities and 
interactions (H) to equations and symbols (A). There are addi-
tional instances in his interview when Beaker makes similar 
connections. For example, Beaker indicates that he always 
thinks about the Henderson-Hasselbalch equation (A) and pKa 
values when considering an active site, because the ionization 
state, and thus the structure, of certain residues can differ (H) 
depending on the pH (i.e., entities have variable properties). 
Beaker also uses theoretical knowledge of mathematical mod-
els to relate the energetics of steric hindrance, interaction 
strength, and structure (H) with functionality (C). For example, 
by determining the actual distance between residues (M), he 
can use mathematical models of electrostatics (A) to reason 
about why the system behaves a certain way (H). All of the 
these considerations provide him with rich data that he can use 
to inform enzyme and drug design. We see in the next case that 
John similarly assigns meaning to mathematical models of reac-
tion kinetics to think about both his research methods and how 
protein-folding phenomena operate.

John Investigates Protein Stability with Proteolysis Kinetics
John is interested in how globular proteins lose their structure 
in order to understand more about protein rigidity and longev-
ity and to engineer more robust proteins for function in harsher 
conditions or for longer shelf-lives (C). John’s research group 
investigates how partially unfolded nonnative protein confor-
mations that are in equilibrium with native proteins lose their 
structure (H). In his interview, John focuses on the use of prote-
olysis kinetics (M) to measure how often a protein loses its 
structure (H). If, for example, the addition of a mutation 
changes which region of a protein is digested or alters the rate 
of proteolysis (M), this suggests that the mutation has changed 
the relative stability of the partially unfolded forms of the pro-
tein (H). From this kinetic data (M), John derives change in 
free energy values to estimate the relative stabilities of folded 
and partially unfolded proteins (H) and maps such results onto 
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different representations (A). In the excerpt in Figure 4a, John 
provides a simplified narrative (A) of his proteolysis kinetics 
method, in which we can see how he uses kinetic theory to 
integrate the H and M components of the MAtCH against the 
backdrop of several related representations (A; Figure 4b). We 
also see evidence of how John assigns meaning to mathemati-
cal models by linking symbols (A) to entities or measurable 
variables (H) and of his unique understanding of thermody-
namic and kinetic concepts.

In the excerpt in Figure 4, John uses his theoretical knowl-
edge of kinetics and equilibrium to repeatedly cycle through 
the H, M, and A components of the MAtCH model. He seam-
lessly moves between a description of the interacting entities 
and their activities in his method (H/M), his data measuring 
that process (M), and a mathematical model of the system as 
represented through a series of equations (A; see Figure 4b). 
John first draws connections between the H and M compo-
nents. He describes the dynamic equilibrium that naturally 
exists between the native and nonnative conformations of a 
protein (an entity with variable states, H, lines 1–4, 7–10), and 
intersperses this description with a discussion of how proteoly-
sis occurs (H/M, lines 4–5, 10–15) and how his method gives 
several kinetic values (M, lines 15–21). Each of these values 
represents a different process in the system (H/M, lines 15–16, 
18–21; also see Figure 4b). We can see that John assigns mean-
ing to mathematical models by using his theoretical knowledge 
of kinetics and equilibrium to map processes in the system (H) 

to particular symbols (A) and to connect their relative mea-
sured values (M) to what they imply about the susceptibility or 
stability of the protein (H, lines 21–26). This enables John to 
use these equations (A) to mediate between the interacting 
molecular entities of the folded–unfolded–digested protein sys-
tem (H) and the measurable world of data (M). It is also signif-
icant to note that John closely intertwines kinetic and thermo-
dynamic theoretical concepts during his explanation. This 
unique integration is critical to how John relates the variable 
states of protein molecules to the abstract idea of their relative 
stability (H). The excerpt in Figure 5a provides additional evi-
dence of the unique way John does this.

Throughout his interview, John talks about how proteins 
“jiggle” or have a “jiggling time,” which he relates to free energy 
(A, lines 1–6, 13–14). To John, the frequency at which a protein 
loses its structure and/or its longevity in a particular form 
appear to be physical manifestations of free energy (lines 6–15). 
John also interweaves frequency, time, and relative population 
of protein conformations (lines 16–17 in this excerpt) with the 
concept of free energy through statements like “This is a rare 
conformation so its free energy is much higher,” or “How fre-
quently that would happen… Is it one of one million? Or one of 
ten thousand?” This temporal way of thinking about free energy 
(A; see also Figure 5b) aligns with John’s use of proteolysis 
kinetics (M) to estimate ∆G values. It is not apparent whether 
John’s conception of free energy is influenced by the methods 
he uses or whether he chose those methods because of his 

FIGURE 3.  In a, Beaker explains rate enhancement in an enzyme active site. Beaker begins by citing the most basic conditions for a 
reaction according to theory: bringing two reactants, like A and B in the blue circles in b, into proximity. Using a generic form of a rate law 
shown in c, Beaker assumes 1 M and 55 M concentrations for reactants A and B to illustrate that bringing reactants into close proximity 
provides a rate enhancement that is negligible in comparison to data for enzymes. Beaker then uses the rate law in c to estimate rate 
enhancement after the addition of multiple other reagents (red circles H, OH, and M in b) at 55 M each to again illustrate that rate enhance-
ment is a negligible 105 or 106 in comparison with enzymatic data at 1012. Thus, enzyme rate enhancement cannot be due to concentration 
alone. Using theoretical knowledge of factors that increase reaction rate, like probability, proximity, and orientation represented by mathe-
matical formulas elsewhere (e.g., Figure 2c), he proposes a model in which the cartoon enzyme in b uses its upper arm to bring the 
reactants together and appropriately orient them (where the darkened blue triangles on reactants A and B in b represent the structural 
parts that must be aligned). Beaker uses a bar magnet analogy to explain how the cartoon enzyme uses electrostatic forces to aid the 
alignment of the reactants. Thus, he uses this excerpt to explain that enzymatic rate enhancement is ultimately the result of purposeful 
spatial organization by the enzyme leading to specific orientations and interactions.
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FIGURE 4.  John outlines his method to determine the energy difference between folded and partially unfolded proteins. John first 
describes two processes undergone by proteins in his proteolysis kinetics method: the folding–unfolding equilibrium of native folded 
protein (N) to cleavable partially unfolded protein (C), and the proteolysis of the cleavable form. He represents these processes with 
cartoons and several constants at the top of b. The size of the equilibrium arrows represents the relative populations of each form, while 
the unidirectional arrow represents the irreversible proteolysis reaction. John explains that they monitor the proteolysis reaction that 
produces fragments (later measured by gel electrophoresis) and use these data to determine Kunf, the equilibrium constant for unfolding; 
kint, the intrinsic rate constant for proteolysis; and then the product of these two variables, which represents the overall proteolysis rate, kp. 
kint is approximated using the unstructured peptide or a generic peptide substrate if the sequence is unknown. Toward the end of the 
excerpt in a, John provides an example of how digestion rates relate to relative values of variables, providing examples of small Kunf values 
on the right (10−5 and 10−6) of b. The series of mathematical formulas in b shows how John uses theoretical knowledge to relate kinetics 
and kinetic data to thermodynamics to calculate ∆G and to numerically describe the susceptibility/stability of the protein.

understanding of thermodynamics and kinetics. Thus, the 
kinetic data that John collects allow him to better understand 
the energetics of partial unfolding in proteins in order to engi-
neer improved proteins. In the following case, we see how Ger-
trude uses a fundamentally similar method to study the stability 
of protein drugs.

Gertrude Investigates Protein Drug Shelf-Life
Gertrude is interested in the physical and chemical modification 
processes undergone by lyophilized (i.e., freeze-dried) protein 
drugs in order to improve drug formulations and enhance shelf-
life (C). These drug formulations include excipients, which are 
inactive substances that serve as vehicles for delivering drugs or 
other active ingredients. Her research group considers the 
extent to which protein drugs unfold and how they aggregate 
when they are unfolded or partially unfolded (H). The degree 
of unfolding is determined by hydrogen–deuterium exchange 
(HDX): lyophilized protein powders are exposed to deuterium 
vapor and the resulting peptide mass is measured with a mass 
spectrometer (M). These data are then used to create represen-
tations (A) reflecting deuterium incorporation, indicating what 
regions of the protein drugs remain protected during unfolding 
(H). Gertrude’s case provides a clear example of the presence 
and integration of the MACH model components and the 
implicit role of theory in her explanations (see the Supplemental 
Material for full analysis).

Gertrude makes distinct connections between the data col-
lected (M), how they are represented (A), what entities and 
interactions are described in the system (H), and what that 
implies about functionality (C). As she cycles through compo-
nents in her discussion, she explicitly and implicitly employs 
theoretical knowledge of protein structure, inter- and intramo-
lecular interactions, and equilibrium. For example, she explains 
how an increase in mass via HDX (M) allows her to measure the 
exposure/protection of regions of protein structure (H), map-
ping data directly onto three-dimensional representations of 
protein structure (A). These data can then be correlated with a 
drug’s stability as a dry solid (C). Gertrude also examines the 
interactions of protein drugs and their organization in space 
and over time (H), employing her theoretical knowledge to sug-
gest a hypothetical model (in narrative form) of what may 
occur in a protein–excipient system (H/A). During this process, 
she integrates knowledge of a suggested “hydrogen bond 
replacement theory” from her field and connects her hypothet-
ical model of the protein–excipient system (H/A) to her research 
goal of predicting good excipients (C). Gertrude uses her theo-
retical knowledge to closely relate HDX (M) to the scale of 
unfolding and interactions between entities in the phenomenon 
(H) through a narrative story (A).

Gertrude also uses representations (A) as backdrops during 
her discussion. For example, her research group also investigates 
protein aggregation, because proteins that become partially 
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unfolded after lyophilization have a tendency to form aggregates 
(H) when they are reconstituted and potentially cause immune 
responses in patients (C; e.g., see Ratanji et al., 2013). The kinet-
ics and equilibria underlying the episodic incorporation of deu-
terium into the partially unfolded proteins are particularly 
important, as the amount of deuterium that is incorporated over 
time (M) reflects how fast residues become buried in the aggre-
gated form and where residues are buried (i.e., the aggregation 
interface; H). As before, theoretical knowledge plays a critical 
role in this process by allowing Gertrude to mediate between the 
representation (A) of the measureable world of HDX data (M) 
and the molecular world of interacting entities (H). Gertrude’s 
research enables her to more quickly make inferences regarding 
which peptide drug formulations will have longer shelf-lives 
through the application of HDX methods. We can see in the fol-
lowing case how William’s efforts similarly aim to improve pre-
dictions but address an entirely different research problem.

William Simulates Protein Dynamics to Improve Drug 
Metabolism Prediction
William’s work focuses on incorporating protein dynamics into 
computational models (M/A) in order to improve predictions 
about where drug candidates are metabolized and by which 
enzymes, so as to aid the development of more metabolically 
stable drugs (C/H). Unlike the other experts interviewed, Wil-
liam’s goal is the development of a predictive method to model 
possible drug and protein movements and interactions (M/A), 
which is validated and trained using experimental site metabo-
lism data (M). The end product of his research—a process 
incorporating a variety of techniques like molecular dynamics 
simulations, molecular docking, and statistical techniques 
(M/A)—can then be used to produce data of its own (M). By 

considering protein dynamics (which he defines as the trajecto-
ries of atoms and residues in a protein [H]), he can produce an 
ensemble of protein structures to represent the multitude of 
possible conformations and average them to suggest the most 
likely preferred conformation (M/A). This conformation can 
then be used in the simulated docking of drug candidates to 
make predictions (M/A). Because of his research goal, and the 
computer model-based nature of his research, the H, M, and A 
components are completely integrated in William’s discussion 
and his understanding of thermodynamics similarly appears to 
intertwine or align with his simulations (A). The MAtCH model 
allows us to make sense of this complexity by focusing on the 
connections (see the Supplemental Material for full analysis).

In his interview, William describes how the structural compo-
nents of proteins might change their spatial organization to 
accommodate drug compounds (H). He argues that, because 
alternative structural states (i.e., dynamics) can affect the pre-
diction of a compound’s distance in relation to the catalytic cen-
ter (M/H), including dynamics in simulations (M/A) is critical to 
improving the predictive capabilities of current methods (C). 
William’s tacit use of theoretical knowledge allows him to pro-
ductively mediate between the measurable world (M) and what 
it implies about the molecular world of (simulated) protein 
structures and their interactions (H/A). William’s discussion 
shows that he relates residue flexibility to protein dynamics and 
that he also has a unique way of assigning meaning to theoreti-
cal thermodynamic concepts. William’s understandings of 
enthalpy, entropy, and free energy appear to align with his simu-
lations (M/A) and are mapped to entities, interactions, and 
states of a protein system (H). For example, he makes the con-
cept of entropy tangible as “How much an object is moving. How 
dynamic it is…” (i.e., structural flexibility) and he connects it to 

FIGURE 5.  John describes how he relates protein movement to free energy. John describes how a protein will “jiggle,” relating the 
concept of free energy to the time it takes for it to “jiggle” in or out of a particular conformation. He also states that the time a protein 
spends in a particular form and the frequency at which a protein changes form are representative of the difference in free energy between 
conformations. This difference determines the populations of the conformations. In an earlier part of the interview, John used the kinetic 
barrier diagram in b to similarly relate speed of protein folding to the concept of free energy. ∆G° represents the difference in free energy 
between the unfolded (U) and native (N) protein conformations as environmental conditions change. ∆G‡ canonically represents activation 
energy. For this diagram, John explains that the time it takes for the protein to fold (the kinetics), which he represents with an arrow over 
the top of the diagram, determines the height of the barrier (the energy difference). The excerpt in a and the picture in b serve as further 
evidence of how John closely intertwines kinetic and thermodynamic concepts in a way that aligns with his experimental methods.
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temperature and the velocity of particles (H). He describes 
enthalpy as internal or potential energy but also associates it 
with the sum of interactions and interaction strength (H). Wil-
liam states that both entropy and enthalpy must be considered 
to determine the actual preferred state of the system and 
explains how, in his simulations (A), temperature can be 
“turn[ed] on” to allow protein dynamics (entropy), and the 
resulting different states have different kinds of interactions 
(enthalpy; H). William explains that, if protein dynamics are 
ignored, “you don’t have entropy, you’re not calculating ∆G’s,” 
and the result is incorrect predictions for ligand binding (M/A) 
and unreliable predictions about drug candidates (C).

Throughout his discussion, William assigns meaning to 
mathematical models by mapping entities, interactions, and 
variable states (H) to particular symbols in formulas and graphs 
(A). At one point, William discusses the difficulties his students 
seem to have interpreting data (M). He explains how, to him, a 
change in free energy on a graph (A) reflects underlying changes 
in structural movement and/or the formation of new interac-
tions (H) in the simulation (A). It also indicates he must look at 
the simulated protein system (A) to interpret the possible struc-
tural cause (H/A) of the data (M). According to William, while 
producing a numerical or graphical output is doable for stu-
dents in his lab, interpreting and making connections between 
the data (M) and the underlying (simulated) physical causes 
(H/A) are not as obvious. Thus, a combination of experimental 
and simulated data enables William to improve current methods 
used to predict the metabolism of drug candidates.

SUMMARY AND CONCLUSIONS
The present study explored how four scientists integrate ther-
modynamic and kinetic theories, analogies, and research goals 
and methods in explanations of research projects related to 
protein folding and dynamics. What differentiates our study 
from extant accounts of expert explanatory practices is that it 
compares how several experts understand their work in the 
context of their research goals and methods as they work on 
projects at the intersection of physical and biological sciences. 
Within this context, our study attends to the structure of these 
experts’ explanations, as well as the central and underlying 
role of thermodynamic and kinetic theories that are typically 
covered at the undergraduate level. Current research has 
begun to characterize components of explanations but does 
not examine how data from particular research contexts are 
incorporated as evidence with the intent to inform instruction. 
Four explanations of research projects were analyzed, ranging 
in context from enzyme mechanism elucidation (Beaker), to 
globular protein stability (John), to protein drug shelf-life 
(Gertrude), and protein dynamics simulations (William). 
From these data we make the following claims, which we 
briefly discuss below:

•	 All four experts integrated their theoretical knowledge and 
their research context, methods, and analogies when they 
explained how protein-folding phenomena operate (MAtCH 
model, Figure 1), in particular by mapping phenomena to 
theoretical mathematical models.

•	 All four experts explored different processes, depending on 
their explanatory aims, but readily transitioned between dif-
ferent perspectives and explanatory models.

•	 All four experts explained thermodynamic and kinetic con-
cepts of relevance to protein folding in different ways that 
aligned with their particular research methods.

Claim 1: All four experts integrated their theoretical 
knowledge and their research context, methods, and anal-
ogies when they explained how protein folding phenomena 
operate, in particular by mapping phenomena to theoreti-
cal mathematical models. Experts’ common integration of the 
MACH components and theoretical knowledge in their expla-
nations led us to propose the MAtCH model (Figure 1). For the 
purpose of simplifying our data analysis, we attempted to sep-
arate the experts’ explanations into the individual components, 
though in reality there was no clear separation of these compo-
nents, nor was there any specific sequence in which the compo-
nents were used by each expert. We found that, by attempting 
to separate the experts’ explanations into the MACH compo-
nents, we were able to track the complex connections between 
what they study (H), how they study it (M/A), why it is import-
ant (C), and the theoretical knowledge (t) underpinning the 
components according to how the experts mediated among 
them. Whereas the original MACH model identified compo-
nents of expert explanations of cellular and molecular mecha-
nisms, the MAtCH model provides a framework that can be 
used to recognize the role of theory in tying the components 
together in explanations of research. Overall, we found that 
these experts address the social or biological importance of 
their research in their opening statements and do not appear to 
immediately move from statements of research goals (C) to 
experimental methods (M), but rather do this by way of inter-
acting entities (H) or models of entities involved (A). In con-
structing their explanations, the experts consistently use knowl-
edge of scientific theories and mathematical models to cycle 
between the how, methods, and analogy components, integrat-
ing that knowledge with experimental data (M) and various 
models of reality in narrative and representational forms (A) to 
discuss the interacting entities of the phenomenon (H). For 
example, both John’s and Gertrude’s research methods rely on 
knowledge of mathematical models of kinetics and equilib-
rium, and this knowledge allows them to relate their methods 
(M) and representations of data (M/A) to specific interacting 
entities (H) involved in those processes. Theoretical knowledge 
and mathematical models in particular are key to how these 
experts mediate between a molecular-level description of a 
phenomenon (H) and the measurable world of data and data 
representations (M/A). To do this, the experts map entities, 
states, interactions, and processes (H) to formulas (A) repre-
senting mathematical models via measurable variables (M). 
For instance, Beaker connects the collision of entities to vari-
ables in rate laws and the Arrhenius equation, whereas William 
connects particle movement and protein flexibility to entropy 
and temperature. As Schuchardt and Schunn (2016) suggest, 
and as our case studies support, it is the context behind the 
mathematical representation that determines whether it is seen 
as a model of a phenomenon or a calculated procedure. The 
integrated nature of the MAtCH components suggests that 
explaining how a phenomenon operates (H) in practice may be 
inseparable from how we measure it (M) and the theories (t), 
mathematical concepts, and analogies (A) we bring to bear on 
it (see also Boumans, 1999).
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Claim 2: All four experts explored different processes 
depending on their explanatory aims, but readily transi-
tioned between different perspectives and explanatory mod-
els. Analyzing the explanations according to the MAtCH model 
also helped us consider how scientists’ research goals influenced 
their methods and types of explanations. We found that, despite 
all four experts addressing research problems involving protein 
folding and dynamics, they did so in different ways and for dif-
ferent reasons. Differences in research goals (C) led the experts 
to explore different types of processes (H) and to collect data 
(M) for different explanatory aims (Brigandt, 2013). We found 
that the experts considered protein folding and dynamics from 
both emergent and sequential perspectives, depending on their 
research goals. Beaker, the only expert who was chiefly con-
cerned with mechanism in our study (C), mainly focused on 
methods to observe and perturb a system in order to seek under-
lying cause–effect relationships (causal explanation) and 
describe the order of events in an enzyme mechanism (a sequen-
tial process). The other three experts—John, Gertrude, and Wil-
liam—focused their discussion on describing causal relationships 
in emergent processes (H) or methods (M) based on emergent 
processes, making inductions from trends in data (statistical–
probabilistic explanation). The latter is a decidedly different 
research goal (C) from establishing causation. For example, John 
and Gertrude used proteolysis kinetics and HDX, respectively, to 
make inferences about structural stability. Seeking the underly-
ing causes of events was not their predominant research goal, 
possibly because their projects focused on emergent processes, 
which cannot be reduced into sequences of subevents. While 
John, Gertrude, and William, like Beaker, described causal rela-
tionships among entities, properties, and interactions for emer-
gent processes, they did so without suggesting a cause–effect 
chain of events. Instead, they described the actors (entities) and 
their roles (interactions) without an order to events, as one 
would expect in a narrative. They made references to multiple 
states of the system. Furthermore, all four experts had instances 
in which they transitioned between statistical–probabilistic and 
causal explanations, or between describing sequential and emer-
gent processes as part of explaining their methods (M) or the 
phenomena (H) they study. We believe this highlights that these 
experts used and combined a variety of explanatory models; 
which model is employed in a particular instance depends on the 
nature of the process being explained and the explanatory aims 
of the research. John, for example, offered a sequential–causal 
explanation to describe his proteolysis kinetics method (M), but 
his description of the equilibrium between folded and cleavable 
forms of a protein (H) reflected the “collective summing” charac-
teristic of emergent processes (Chi et al., 2012). In regard to his 
research goals (C), he focused on what kinetic data (M) imply 
about protein stability (H) rather than on establishing causation, 
which is characteristic of a statistical–probabilistic explanation 
(Braaten and Windschitl, 2011). As another illustration, Beaker 
referenced diffusion and collision frequency (emergent pro-
cesses) in determining reaction rate, but such processes are sec-
ondary to the importance of proximity and orientation (H) in 
determining a mechanism of enzyme catalysis (sequential pro-
cess). In a sense, the emergent processes operated at a hierarchi-
cal level (Machamer et al., 2000) below where Beaker’s research 
goals (C) and methods (M) were concerned, but he pulled them 
into his explanation where appropriate.

Talanquer (personal communication) offers another per-
spective on this, suggesting that there are three levels to mech-
anistic explanation: the macroscopic–phenomenological, par-
ticulate–mechanistic, and particulate–structural, and it is 
possible for explanations to be hybrids of more than one level. 
From the perspective of the MAtCH model, the explanations 
here suggest something similar: experts interweave discussion 
of measurable (M) system behavior (macroscopic–phenomeno-
logical) with discussion of collisions and forces (particulate–
mechanistic) and interactions or properties resulting from 
structure (particulate–structural; H), and do so for both sequen-
tial and emergent processes. For example, in one of his excerpts, 
Beaker explained how the (measurable) enhancement of a 
reaction rate by an enzyme (macroscopic–phenomenological) 
cannot be explained entirely by frequency of collisions (particu-
late–mechanistic) but must consider how structures in the 
active site orient reactants in close proximity (particulate–struc-
tural). The properties of entities, or the “particulate–structural 
level,” were repeatedly highlighted in these experts’ explana-
tions as they used structure or structural properties to make 
predictions even when they did not have a particular mecha-
nism in mind, regardless of whether they were considering the 
phenomenon from an emergent or a sequential perspective. For 
example, William and Beaker discussed the significance of enti-
ties’ properties (e.g., charged, hydrophobic) on interactions in 
the system. Whether they focused on emergent or sequential 
processes, structure appears to be a powerful predictive tool for 
these experts.

Claim 3: The four experts explained thermodynamic 
and kinetic concepts of relevance to protein folding in dif-
ferent ways that were aligned with their different research 
methods. The data also revealed that the experts explained 
thermodynamic and kinetic concepts in multiple, functionally 
useful ways, closely aligned with their research methods. Bea-
ker remarked that thermodynamic data do not provide mecha-
nistic information about how something occurred, only that 
something may have changed, so he devotes less attention to 
thermodynamics. Even so, Beaker’s discussions of entropy and 
enthalpy reflect a focus on structure and mechanism: enthalpy 
is connected to interactions, and entropy is connected to the 
movement of molecules from a more organized or restricted 
state to one of greater disorder (e.g., the displacement of water 
from an active site). John’s aim was to measure a thermody-
namic property (free energy), but he used kinetics-based 
methods that led him to consider free energy and stability from 
a temporal perspective. John was interweaving frequency, 
time, and population by discussing the frequency at which a 
protein “jiggles” into partially unfolded conformations or its 
longevity in a particular conformation. He avoided breaking 
free energy into enthalpy and entropy components, because he 
considered it too difficult to compare their magnitudes. On the 
other hand, William looked at entropy and enthalpy separately 
in developing simulations. He connected enthalpy to interac-
tions and made entropy tangible as flexibility or particle move-
ment, which can be “turned on” through temperature. Given 
the practical and descriptive orientation of her research, Ger-
trude devoted little attention to thermodynamic variables but 
directly connected the idea of stability to measurements of 
mass (i.e., amount of deuterium incorporation) and rigidity to 
the extent of hydrogen-bonding interactions. This relates to 
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•	 Examples or case studies based on the expert research 
described in this paper, including a range of ways to concep-
tualize thermodynamic and kinetic concepts used in pro-
tein-folding and dynamics research.

These pedagogical implications are discussed in greater 
detail in the following paragraphs.

First, findings can inform the development of educational 
materials to support students’ ability to use research methods, 
data, and theoretical knowledge to explain protein-folding phe-
nomena. The cases here suggest that the blending of MACH 
components guided by theoretical knowledge (i.e., MAtCH) is 
critical to research projects of social impact. We believe that the 
findings of this study highlight the importance of bringing both 
research contexts (C) and methods (M) into the science class-
room to provide a more holistic and practical understanding of 
natural phenomena and the process by which they are under-
stood. Students are often not prompted to consider or integrate 
the MAtCH components in their course work. Although the 
original MACH model was used to help undergraduates think 
about components of mechanistic explanations (Trujillo et al., 
2015, 2016a), students still struggled to make connections 
between the MACH components—especially between the phe-
nomenon (H) and how it is measured (M)—which resulted in 
disjointed explanations (Trujillo et al., 2016a,b). While we did 
not investigate student learning in this study and therefore can-
not make any claims regarding the use of the MAtCH model in 
the classroom, we found it was helpful for making sense of the 
complex interconnected components and theoretical knowl-
edge important to complex cutting-edge research projects. Sim-
ilarly, we believe that instructors can use the MAtCH model as a 
tool to design or modify curricula for life science courses to 
create contextualized content with activities and assessments 
structured to emphasize the MAtCH components and their con-
nections. By using the MAtCH model to systematically check for 
the presence of components and connections, instructors can 
critique course objectives and materials based on expert prac-
tice, thus identifying strengths and limitations or gaps in cover-
age, so that they may make informed decisions regarding design 
and implementation to ensure that the curricula expose stu-
dents to more authentic and practical science. By emphasizing 
the components and connections, our objective is to help stu-
dents not only gain knowledge of procedures and data-process-
ing techniques (M), but also to enable them to use underlying 
theoretical knowledge to develop models and representations 
of a system (A) and to discuss data (M) in terms of what they 
measure about the interacting entities of the system (H) as well 
as the social or biological implications (C). As an illustration, 
we employed the MAtCH model to briefly review and suggest 
possible modifications for three protein-folding and dynamics 
educational materials published this year (Helgren and Hagen, 
2017; Lipchock et al., 2017; McLaughlin, 2017; see Supplemen-
tal Table S1). Lipchock et  al. (2017), for example, provide a 
10-week research-like laboratory module in which students use 
various techniques to explore the effect of mutagenesis on 
enzyme structure and function using protein tyrosine phospha-
tase 1B (PTP1B). Evaluation of the materials using MAtCH sug-
gests a strength of the module is its in-depth discussion and use 
of different techniques (M) that involve or result in a variety of 
representations (A). However, the module does not explicitly 

how she represented her HDX data. Gertrude, John, and Wil-
liam’s explanations of thermodynamic concepts particularly 
show how they integrated theoretical knowledge with their 
research methods and data representations so intricately that 
they cannot be isolated from one another. We believe this fur-
ther supports the integrated nature of the MAtCH components. 
It also suggests that theoretical concepts of significance to the 
study of protein folding and dynamics can be explained in 
many different ways and with a basis in authentic research 
methods. Rather than a single definition of entropy or free 
energy, there are multiple practical definitions, each of which 
emphasizes different aspects of a phenomenon and varies in 
degree of usefulness depending on the research context. This 
aligns with Brigandt’s (2013) remark that scientific models and 
explanations—and we add analogies—are not all-purpose 
tools but serve specific purposes and explanatory aims. These 
experts provided other verbal and visual analogies that will be 
the focus of later studies.

Limitations
As with any qualitative study, there are important limitations 
to consider. First, the original intention was for participants in 
this study to address the interviewer as a colleague in a simi-
lar or related field, but this was difficult, and the authors 
acknowledge that the explanations provided to the inter-
viewer were directed more at the level of a graduate student 
with some knowledge of the field. However, this was actually 
advantageous, as the semistructured nature of the interviews 
still allowed the participants and interviewer to develop a 
mutual understanding of the research at a level that shows 
application of thermodynamic and kinetic concepts students 
would learn in undergraduate science courses. This serves the 
long-term goal of this research. Furthermore, while these 
results only represent the ideas and work of a small sample of 
four experts currently conducting research related to protein 
folding and dynamics and therefore cannot be generalized 
across all experts in this area, the results do provide an oppor-
tunity for a deeper analysis of expert explanation than would 
be obtainable through a larger sample size study. The authors 
would argue that, while the specifics would change from 
research project to research project, it is probably common-
place for experts to integrate components of explanations (as 
per Figure 1) and shift between types of explanatory 
approaches and perspectives when appropriate. Similarly, 
while we cannot claim from this study that the ways these 
experts think about thermodynamic and kinetic concepts are 
shared by other individuals working on similar research proj-
ects, the findings do indicate that experts’ ideas may align 
with their research methods.

Implications for Instruction
Given the previously stated pedagogical importance of pro-
tein folding and dynamics to the undergraduate curriculum 
and current research, we suggest that these findings can 
inform the following:

•	 Development of educational materials to support students’ 
ability to use research methods, data, and theoretical knowl-
edge to explain protein-folding phenomena;

•	 Use of mathematical models in biochemistry courses; and
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help students interpret their data and/or data representations 
in terms of the interacting entities of the system (M/H, A/H). To 
address this, prompts like the following could be included in the 
module:

•	 What information about PTP1B can be obtained from your 
stained gel? What cannot? (A/H)

•	 Compare and contrast the methods used in this project with 
other methods for studying protein structure and dynamics. 
What can each of those methods tell you about the protein 
you are studying? What can they not tell you? (M/H)

Modified prompts like these, which elicit more integration of 
the MAtCH components, may enhance student learning by sup-
porting meaningful interpretation of (multiple) representations, 
by scaffolding discussion of data in terms what they measure 
about a system so that they can be used to develop a model, and 
by directing students’ attention to the limitations of methods 
and representations, thereby supporting the development of a 
more authentic understanding of scientific practice. By includ-
ing more opportunities for students to integrate MAtCH compo-
nents (such as the M/H and A/H connections above) instruc-
tors can encourage students to think in ways that are more 
similar to experts in the field.

Our second implication concerns the instruction and use of 
mathematical models in biochemistry courses. Previous research 
has found that many students seem to engage with thermody-
namic and kinetic formulas solely as algorithmic exercises (e.g., 
Carson and Watson, 2002; Hadfield and Wieman, 2010; 
Bektaşli and Çakmakci, 2011). Students can demonstrate math-
ematical proficiency without conceptual understanding and 
often struggle to interpret physical meaning from mathematical 
expressions and/or to produce mathematical expressions from 
physical situations (e.g., Thompson et al., 2006; Hadfield and 
Wieman, 2010; Becker and Towns, 2012). As Bain et al. (2014) 
point out, if educators expect students to develop an under-
standing of thermodynamics through mathematical relation-
ships and representations, they must be taught what those 
mathematical concepts mean in a thermodynamics context. Too 
often mathematics in science becomes a summary of data or a 
calculated procedure that is manipulated, with little link to 
scientific phenomena or processes (Schuchardt and Schunn, 
2016). The findings here underscore the importance of map-
ping entities, interactions, and processes to mathematical for-
mulas and symbols in scientific practice. The MAtCH model 
demonstrates that, to address current scientific research prob-
lems, one must be able to use mathematical models to mediate 
between methods, data, and ever-developing models of inter-
acting entities in a phenomenon. The findings provide several 
examples of how mathematical models related to thermody-
namics and kinetics serve as key theoretical tools for interpret-
ing data and reasoning about complex processes. We believe the 
MAtCH model can be used by instructors to reflect on how they 
might better connect mathematical models to scientific phe-
nomena and research methods in the life sciences.

The third pedagogical implication of this study is a broader 
range of ways for educators to conceptualize thermodynamic 
and kinetic concepts used in protein-folding and dynamics 
research, including how they may be integrated with each other 
and with research methods. We believe that, if educators intend 
to support students in understanding scientific practice and 

knowledge, it is necessary to develop educational materials that 
scaffold the integration of research methods and conceptual 
knowledge in the ways that expert scientists do. In the tradi-
tional biochemistry classroom, thermodynamics and kinetics 
are taught separately, with little emphasis on experimental 
methods and significant focus on calculation and interpretation 
of various plots (e.g., Lineweaver-Burk plots). Contrary to this, 
the experts in our study used a variety of analogies and 
employed unique descriptions of theoretical concepts to explain 
their research. We believe our findings support the argument 
Haglund (2012) provides in his work on entropy: that instead 
of abandoning several distinct meanings for a single “scientifi-
cally correct” concept, educators should take into account “the 
perceptual embodied nature of our cognition [and] the prag-
matic, contextual circumstances in which any act of reasoning 
is performed.” He notes that different models can highlight dif-
ferent aspects of a phenomenon to create richer descriptions 
and allow for varying degrees of idealization within different 
knowledge traditions. Not only do the experts provide exam-
ples with language and analogies that at times seem hardly “sci-
entific” at all—for example, using analogies like electrostatics 
as magnets and free energy as “jiggling,” which could be pow-
erful tools for instructors—but the heterogeneity in these 
experts’ conceptions demonstrates that context and pragmatics 
have a notable influence on reasoning and explanation. The 
apparent alignment between these experts’ conceptions and 
their research methods indicates that research methods can 
directly influence the ways in which these scientists think about 
phenomena, implying that understanding research practice 
may be an important part of functional scientific knowledge. 
Therefore, it may be useful to incorporate several case studies 
based, for example, on the four experts’ research projects 
described in this study, in order to make the thermodynamics 
and kinetics of protein folding and dynamics more tangible to 
the learning of biochemistry.

Implications for Future Research
Frameworks to evaluate scientific explanations began, in part, 
with consideration of how expert scientists work and communi-
cate, and it is critical to continue investigating how experts 
explain complex research projects and processes so that these 
can be better communicated to students. We identify at least 
two main avenues for future research. First, this study offers 
only a preliminary characterization of several experts’ explana-
tory practices connected to specific phenomena. Significantly 
more work is required to untangle the complexity inherent to 
explanations of scientific research projects in order to develop 
pedagogical strategies and materials that help students inte-
grate course content with practice (e.g., understanding research 
methods or connecting experimental findings to processes gov-
erned by theories that students are learning in the classroom). 
A second major avenue for future research concerns the critical 
role of analogical models in scientific communication and rea-
soning. Past research has shown that the interpretation of mod-
els can be extremely difficult for students and can lead to a 
range of conceptual difficulties that impact learning, especially 
when students must interpret representations of theoretical 
concepts (Schönborn et  al., 2002; Schönborn and Anderson, 
2006). As with mathematical formulas, students can demon-
strate competence at answering graph-related questions, but 
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without understanding or referencing its meaning in the natu-
ral world (e.g., Bowen et  al., 1999). By characterizing how 
experts use analogical models to explain protein folding and 
dynamics in a research context, such studies may inform the 
design of educational materials aimed at scaffolding the devel-
opment of students’ explanatory skills in this cutting-edge area 
of biochemistry.

ACKNOWLEDGMENTS
We especially thank the pilot and expert participants of our 
study for their time and willingness to share with us their 
knowledge and insights into their research areas, as well as 
members of our VIBE research group for their contributions to 
the progress of the study. We also thank our reviewers for their 
excellent feedback, which we believe greatly contributed to the 
quality of our article. This work was partially supported by the 
ACE-Bio project (NSF grant 1346567) and the BASIL project 
(NSF grant 1503798). Any opinions, findings, and conclusions 
or recommendations expressed in this material are those of the 
authors and do not necessarily reflect the views of the National 
Science Foundation.

Brigandt, I. (2013). Explanation in biology: reduction, pluralism, and explana-
tory aims. Science and Education, 22(1), 69–91. https://doi.org/10.1007/
s11191-011-9350-7

Carson, E. M., & Watson, J. R. (2002). Undergraduate students’ understand-
ings of entropy and Gibbs free energy. University Chemistry Education, 
6(1), 4–12. 

Chi, M. T. H., Roscoe, R. D., Slotta, J. D., Roy, M., & Chase, C. C. (2012). Mis-
conceived causal explanations for emergent processes. Cognitive Sci-
ence, 36(1), 1–61. https://doi.org/10.1111/j.1551-6709.2011.01207.x

Craver, C. F. (2006). When mechanistic models explain. Synthese, 153(3), 
355–376. https://doi.org/10.1007/s11229-006-9097-x

Darden, L. (2008). Thinking again about biological mechanisms. Philosophy 
of Science, 75(5), 958–969.

Dreyfus, B. W., Geller, B. D., Sawtelle, V., Svoboda, J., Turpen, C., & Redish, E. 
F. (2013). Students’ interdisciplinary reasoning about “high-energy bonds” 
and ATP. AIP Conference Proceedings, 122, 122–125. https://doi 
.org/10.1063/1.4789667

Dreyfus, B. W., Redish, E. F., & Watkins, J. (2012). Students’ views of macro-
scopic and microscopic energy in physics and biology. AIP Conference 
Proceedings, 1413(1), 179–182. https://doi.org/10.1063/1.3680024

Dunbar, K. (2000). How scientists think in the real world: Implications for 
science education. 21(1), 49–58.

Hadfield, L. C., & Wieman, C. E. (2010). Student interpretations of equations 
related to the first law of thermodynamics. Journal of Chemical Educa-
tion, 87(7), 750–755.

Haglund, J. (2012). Analogical reasoning in science education—connections 
to semantics and scientific modelling in thermodynamics (Doctoral dis-
sertation, Linköping University Electronic Press).

Haglund, J., Andersson, S., & Elmgren, M. (2015). Chemical engineering stu-
dents’ ideas of entropy. Chemical Education Research and Practice, 16, 
537–551. https://doi.org/10.1039/C5RP00047E

Helgren, T. R., & Hagen, T. J. (2017). Demonstration of autodock as an edu-
cational tool for drug discovery. Journal of Chemical Education, 94(3), 
345–349. https://doi:10.1021/acs.jchemed.6b00555

Howard Hughes Medical Institute and Association of American Medical Col-
leges. (2009). Scientific foundations for future physicians. Washington, 
DC: AAMC.

Knorr-Cetina, K. (1999). Epistemic cultures: How sciences make knowledge. 
Cambridge, MA: Harvard University Press.

Kozma, R. (2003). The material features of multiple representations and 
their cognitive and social affordances for science understanding. Learn-
ing and Instruction, 13(2), 205–226. https://doi.org/10.1016/S0959 
-4752(02)00021-X

Kozma, R., & Russell, J. (1997). Multimedia and understanding: Expert and 
novice responses to different representations of chemical phenomena. 
Journal of Research in Science Teaching, 34(9), 949–968.

Lincoln, Y. S., & Guba, E. G. (1985). Naturalistic inquiry. Newbury Park, CA: Sage.

Lipchock, J. M., Ginther, P. S., Douglas, B. B., Bird, K. E., & Loria, J. P. (2017). 
Exploring protein structure and dynamics through a project-oriented 
biochemistry laboratory module. Biochemistry and Molecular Biology 
Education, 45(5), 403–410. https:// doi:10.1002/bmb.21056

Liu, Y., Rodrigues, J. P. G. L.M., Bonvin, A. M. J.J., Zaal, E. A., Berkers, C. R., 
Heger, M., ... Egmond, M. R. (2016). New insight in the catalytic mecha-
nism of bacterial MraY from enzyme kinetics and docking studies. 
Journal of Biological Chemistry, 291(29), 15057–15068. https://doi.org/ 
10.1074/jbc.M116.717884

Machamer, P., Darden, L., & Craver, C. F. (2000). Thinking about mechanisms. 
Philosophy of Science, 67(1), 1–25.

McLaughlin, K. J. (2017). Understanding structure: A computer-based mac-
romolecular biochemistry lab activity. Journal of Chemical Education, 
94(7), 903–906. https://doi:10.1021/acs.jchemed.6b00464

Meltzer, D. E. (2007). Investigation of student learning in thermodynamics 
and implications for instruction in chemistry and engineering. AIP 
Conference Proceedings, 883(May), 38–41. https://doi.org/10.1063/ 
1.2508686

National Research Council. (2003). BIO2010: Transforming undergraduate 
education for future research biologists. Washington, DC: National 
Academies Press. https://doi.org/10.17226/10497

REFERENCES
Achinstein, P. (1983). The nature of explanation. New York: Oxford University 

Press.

American Association for the Advancement of Science. (2011). Vision and 
change in undergraduate biology education: A call to action. Washing-
ton, DC.

Anderson, T. R., & Schönborn, K. J. (2008). Bridging the educational re-
search-teaching practice gap: Conceptual understanding, part 1: The 
multifaceted nature of expert knowledge. Biochemistry and Molecular 
Biology Education, 36(4), 309–315. https://doi.org/10.1002/bmb.20209

Bain, K., Moon, A., Mack, M. R., & Towns, M. H. (2014). A review of research on 
the teaching and learning of thermodynamics at the university level. 
Chemistry Education Research and Practice, 320(15), 320–335. https://
doi.org/10.1039/c4rp00011k

Bain, K., & Towns, M. H. (2016). A review of research on the teaching and 
learning of chemical kinetics. Chemistry Education Research and Prac-
tice, 17(17), 246–262. https://doi.org/10.1039/C4RP00011K

Bechtel, W., & Richardson, R. C. (2010). Discovering complexity: Decompo-
sition and localization as strategies in scientific research. Cambridge, MA: 
MIT Press.

Becker, N., & Towns, M. (2012). Students’ understanding of mathematical ex-
pressions in physical chemistry contexts: An analysis using Sherin’s sym-
bolic forms. Chemistry Education Research and Practice, 13(3), 209. 
https://doi.org/10.1039/c2rp00003b

Bektaşli, B., & Çakmakci, G. (2011). Consistency of students’ ideas about the 
concept of rate across different contexts. Education and Science/Egitim ve 
Bilim, 36(162), 273–287.

Boumans, M. (1999). Built-in justification. In Morgan, M. S., & Morrison, M. 
(Eds.), Models as mediators: Perspectives on natural and social science 
(Vol. 52, pp. 66–96). Cambridge, UK: Cambridge University Press.

Bowen, G. M., Roth, W. M., & McGinn, M. K. (1999). Interpretations of graphs 
by university biology students and practicing scientists: Toward a social 
practice view of scientific representation practices. Journal of Research 
in Science Teaching, 36(9), 1020–1043. https://doi.org/10.1002/
(SICI)1098-2736(199911)36:9<1020::AID-TEA4>3.0.CO;2-#</

Braaten, M., & Windschitl, M. (2011). Working toward a stronger conceptual-
ization of scientific explanation for science education. Science Educa-
tion, 95(4), 639–669. https://doi.org/10.1002/sce.20449

Brigandt, I. (2010). Beyond reduction and pluralism: Toward an epistemology 
of explanatory integration in biology. Erkenntnis, 73(3), 295–311. https://
doi.org/10.1007/s10670-010-9233-3

 by guest on February 14, 2018http://www.lifescied.org/Downloaded from 

https://doi.org/10.1002/bmb.20209
https://doi.org/10.1039/c4rp00011k
https://doi.org/10.1039/c4rp00011k
https://doi.org/10.1002/(SICI)1098-2736(199911)36:9<1020::AID-TEA4>3.0.CO;2-#</
https://doi.org/10.1002/(SICI)1098-2736(199911)36:9<1020::AID-TEA4>3.0.CO;2-#</
http://www.lifescied.org/


CBE—Life Sciences Education  •  17:ar13, Spring 2018	 17:ar13, 15

Explanations of Protein-Folding Research

Patton, M. Q. (2002). Qualitative research and evaluation methods (5th ed.). 
Thousand Oaks, CA: Sage.

Pauling, L. (1946). Molecular architecture and biological reactions. Biological 
Science, 24(10), 1375–1377. https://doi.org/10.1021/cen-v024n010.p1375.

Ratanji, K. D., Derrick, J. P., Dearman, R. J., & Kimber, I. (2013). Immunogenici-
ty of therapeutic proteins: Influence of aggregation. Journal of Immuno-
toxicology, 11(2), 99–109. https://doi.org/10.3109/1547691X.2013.821564

Salmon, W. C. (1989). Four decades of scientific explanation. Minneapolis: 
University of Minnesota Press.

Schönborn, K. J., & Anderson, T. R. (2006). The importance of visual literacy 
in the education of biochemists. Biochemistry and Molecular Biology Ed-
ucation, 34(2), 94–102. https://doi.org/10.1002/bmb.2006.49403402094

Schönborn, K. J., & Anderson, T. R. (2008). Bridging the educational re-
search-teaching practice gap: Conceptual understanding, part II: As-
sessing and developing student knowledge. Biochemistry and Molecular 
Biology Education, 36(5), 372–379. https://doi.org/10.1002/bmb.20230

Schönborn, K. J., & Anderson, T. R. (2009). A model of factors determining 
students’ ability to interpret external representations in biochemistry. 
International Journal of Science Education, 31(2), 193–232.

Schönborn, K. J., Anderson, T. R., & Grayson, D. J. (2002). Student difficulties 
with the interpretation of a textbook diagram of immunoglobulin G (IgG). 
Biochemistry and Molecular Biology Education, 30(2), 93–97. https://
doi.org/10.1002/bmb.2002.494030020036

Schuchardt, A. M., & Schunn, C. D. (2016). Modeling scientific processes with 
mathematics equations enhances student qualitative conceptual under-
standing and quantitative problem solving. Science Education, 100(2), 
290–320.

Sears, D. W., Thompson, S. E., & Saxon, S. R. (2007). Reversible ligand binding 
reactions: Why do biochemistry students have trouble connecting the 

dots? Biochemistry and Molecular Biology Education, 35(2), 105–118. 
https://doi.org/10.1002/bambed.29

Thompson, J. R., Bucy, B. R., & Mountcastle, D. B. (2006). Assessing student 
understanding of partial derivatives in thermodynamics. AIP Conference 
Proceedings, 818(2006), 77–80. https://doi.org/10.1063/1.2177027

Trujillo, C. M., Anderson, T. R., & Pelaez, N. J. (2015). A model of how different 
biology experts explain molecular and cellular mechanisms. CBE—Life 
Sciences Education, 14(2), ar20. https://doi.org/10.1187/cbe.14-12-0229

Trujillo, C. M., Anderson, T. R., & Pelaez, N. J. (2016a). Exploring the MACH 
model’s potential as a metacognitive tool to help undergraduate stu-
dents monitor their explanations of biological mechanisms. CBE—Life 
Sciences Education, 15(2), ar12. https://doi:10.1187/cbe.15-03-0051

Trujillo, C. M., Anderson, T. R., & Pelaez, N. J. (2016b). An instructional de-
sign process based on expert knowledge for teaching students how 
mechanisms are explained. Advances in Physiology Education, 40(2), 
265–273.

Van Fraassen, B. C. (1980). The scientific image. Oxford, UK: Clarendon.

van Mil, M. H. W., Boerwinkel, D. J., & Waarlo, A. J. (2013). Modelling mole-
cular mechanisms: A framework of scientific reasoning to construct mo-
lecular-level explanations for cellular behaviour. Science and Education, 
22(1), 93–118.

van Mil, M. H. W., Postma, P. A., Boerwinkel, D. J., Klaassen, K., & Waarlo, A. J. 
(2016). Molecular mechanistic reasoning: Toward bridging the gap be-
tween the molecular and cellular levels in life science education. Science 
Education, 100(3), 517–585.

Wolfson, A. J., Rowland, S. L., Lawrie, G. a., & Wright, A. H. (2014). Student 
conceptions about energy transformations: Progression from general 
chemistry to biochemistry. Chemistry Education Research and Practice, 
15(2), 168. https://doi.org/10.1039/c3rp00132f

 by guest on February 14, 2018http://www.lifescied.org/Downloaded from 

http://www.lifescied.org/


Supplemental Material 
CBE—Life Sciences Education

    et al.S SS    SSSSS      Jeffery 



1 
 

Supplemental Material 

Table of Contents 

 

Beaker Dose Analogy…………………………………………………………………………….2 

Expanded Case: Gertrude investigates protein drug shelf-life………………………………..3 

Expanded Case: William simulates protein dynamics to improve drug metabolism 
prediction…………………………………………………………………………………………7 

Table 1 Possible modifications of protein folding and dynamics educational materials using 
MAtCH model…………………………………………………………………………………..11 

Interview Protocol………………………………………………………………………………14 

  



2 
 

Beaker Dose Analogy 

 

“…'The ∆G of this state. The ∆G of that state.' What does that mean? ... What does 2 kilocalories 
mean? Okay. Now I can easily explain what 1.3 kilocalories... …means in drug discovery. What 
does 1.3 mean in binding constants? 1.3 kilocalories. So let's go with something that people 
understand: dose. You take- do you take over the counter prescription or prescription medications 
from time to time? Ibuprofen? Got a headache? You take Ibuprofen right? So what does 1.3 
kilocalories mean? So if I have a headache and I take a pill and that particular pain medication is 
weak for me- or just weak in general - it's not working. Alright. I need to increase the dose by ten-
fold so I go from 1 ibuprofen to 10 pills because the interaction strength between the drug and the 
protein target is weaker. I want to strengthen it by ten-fold. That's 1.3 kilocalories. The ∆∆G 
between - association constant, you know, going from 10- or dissociation constant- going from 10 
micromolar to 100 micromolar is ten-fold. At room temperature that's 1.3 kilocalories.  That all 
the sudden means something now.” 
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Gertrude investigates protein drug shelf-life 

Gertrude is interested in the physical and chemical modification processes undergone by 
lyophilized (i.e. freeze-dried) protein drugs in order to improve drug formulations and enhance 
shelf-life (C). These drug formulations include excipients, which are inactive substances that serve 
as vehicles for delivering drugs or other active ingredients. Her research group considers the extent 
to which protein drugs unfold and how they aggregate when they are unfolded or partially unfolded 
(H). The degree of unfolding is determined by hydrogen-deuterium exchange (HDX): lyophilized 
protein powders are exposed to deuterium vapor and the resulting peptide mass is measured via 
mass spectrometer (M). This data is then used to create representations (A) of deuterium 
incorporation like structural maps (e.g. see Fig. S1), indicating what regions of the protein drugs 
remain protected during unfolding (H). Gertrude’s first excerpt in Figure S1a below provides a 
clear example of the presence and integration of the MACH model components, and the implicit 
role of theory in her explanation: 

 
Figure S1: Gertrude maps hydrogen deuterium exchange (HDX) data to a protein drug structure to make predictions about 
drug stability. Gertrude first outlines how a lyophilized protein drug-excipient powder is exposed to deuterium in the HDX method. 
Unprotected hydrogens in the protein are exchanged with deuterium and the mass of the protein drug is measured via a mass 
spectrometer. This data is used to make heat maps of the protein like that in panel b, where gradations of color are used to represent 
the extent of deuterium incorporation (purple represents 0-10% deuterium uptake; dark blue 11-20%; light blue 21-30%; 
aquamarine 31-40%; dark green 41-50%; light green 51-60%; yellow 61-70%). Gertrude indicates different parts of the heat map 
in b as she interprets what parts of the protein are protected from exchange. For example, the two parallel alpha helices on the left 
display cooler colors, which indicates they are not significantly exposed to deuterium in this formulation. On the upper right, the 
hotter yellow-colored loop indicates significantly more deuterium incorporation in that region. She explains that this data is 
correlated with stability on storage so they can compare differences in formulations and make judgments about the stability of drug 
formulations in a shorter time period. The image in panel b was digitally modified to protect the confidentiality of research data. 

In this excerpt, Gertrude makes distinct connections between the data collected (M), how it is 
represented (A), what entities and interactions it describes in the system (H), and what that implies 
about functionality (C). Using the MAtCH model (Manuscript Figure 1) as a framework, her 
discussion generally follows an M-H-C pattern against a backdrop of how she interprets one kind 
of representation (A). During this process, she implicitly uses theoretical knowledge of protein 
structure and equilibrium. She begins by describing the procedure of exposing the protein drug 
powder to deuterium which results in data in the form of degree of deuterium incorporation (M, 
lines 1-5). Then, connecting the M and H components, she explains that the HDX method (M) 
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allows her to measure the exposure/protection of regions of protein structure (H, lines 7-9). 
Portions of the protein molecule (entity) have a certain amount of protection and this can be 
measured by an increase in mass through the replacement (interaction) of hydrogen with deuterium 
(entities) (H/M). The M and H components are highly integrated in Gertrude’s discussion, with 
protection from HDX exchange seemingly synonymous with degree of unfolding. As the backdrop 
for this discussion, Gertrude uses a representation (Fig. S1b) which maps HDX mass spectrometry 
data (M) directly onto a 3D protein structure where color (A, e.g. lines 5-6, ‘brighter’ and ‘hotter’) 
indicates degree of deuterium incorporation (M) and she can thus interpret degree of 
exposure/unfolding (H, lines 9-17). This demonstrates how Gertrude cycles between the M, H, and 
A components of the MAtCH model (lines 6-17), using her theoretical knowledge of protein 
structure and the HDX process to mediate between them. After establishing the connections 
between these three components, Gertrude states how the representation (A) of where and how 
much the protein is protected from exchange (H/M) is correlated with the drugs’ stability as a dry 
solid (C, lines 17-20). Thus, she transitions between the A and C components, and cannot only 
visually (A) compare the relative stability of the entities in different formulations side by side to 
address her research problem, but she can also do it in weeks rather than year(s)-long shelf studies 
(C). Although Gertrude does not explicitly use terms like thermodynamics or kinetics in this 
excerpt, she tacitly employs theoretical knowledge of equilibrium in her discussion of deuterium 
incorporation. 

Gertrude also examines protein drugs from another perspective by looking at their interactions and 
organization in space and over time (H). The temporal dimension is a significant part of Gertrude’s 
research, from the context of protein drug shelf-life (C), the kinetics of HDX exchange (M), and 
folding-unfolding and aggregation equilibria (H). The following excerpt in Figure S2a provide 
another example of how Gertrude integrates the MACH components and theoretical knowledge. 
Specifically, Gertrude uses her theoretical knowledge to mediate between the H and M 
components of the MAtCH model, describing what interactions (H) she believes are measured 
through deuterium exchange (M). Through the use of a narrative (A), she suggests a hypothetical 
model of a protein drug in solid (lyophilized) form: 
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Figure S2: Gertrude proposes a possible model of the interactions between protein drugs and excipients in the powdered 
(solid state) form. She explains that beyond the HDX data indicating if a protein is folded, they believe the data might also indicate 
if the protein drug is hydrogen bonding to the matrix. Referring to previous water absorption experiments and plots of percent 
deuterium incorporation v. time, Gertrude explains that while they can interpret the information in terms of protein dynamics (data 
not presented), they cannot explain at a molecular level why they see a difference in the liquid and solid states. She elaborates on 
what they think might be happening in the solid state, using an online image of the pentapeptide Leu-enkephalin to explain hydrogen 
bond donors and acceptors (not pictured). Gertrude then draws a “cheater picture of what’s in [her] head” for the liquid (not 
pictured) and solid states (panel b). The large scribble represents the backbone of a folded protein drug with several hydrogen bond 
donor and acceptor groups. The ring-like structures on the top and right represent excipient molecules, like sucrose, with donor and 
acceptor groups. Dotted lines represent possible hydrogen bonding interactions between excipient molecules, between excipient 
molecules and protein drug, and within the protein drug itself. Gertrude references a ‘hydrogen bond replacement theory’ in panel 
a, thus proposing that good excipients protect hydrogen bond donors and acceptors from deuterium exchange, and possibly 
chemical degradation in general, by participating in hydrogen bonding interactions that would normally be made to water. The 
arrow labeled ‘D2O’ in panel b corresponds to Gertrude’s final explanation of what they believe happens when deuterium is 
introduced to the solid state and what it indicates about the system. 

In the excerpt provided above, Gertrude cycles through the M, H, and A components of the 
MAtCH model. We see from Gertrude’s initial remarks (lines 1-5) that she interprets the HDX 
data (M) in light of her theoretical knowledge of the HDX process and theoretical knowledge about 
hydrogen bonding (interactions), and water, protein, and excipient structures (entities with 
properties) (H). After establishing the connection between what entities (H) are being measured 
(M), Gertrude uses her theoretical knowledge to suggest a hypothetical model (in narrative form) 
of what may occur in the protein-excipient system (H/A, lines 11-15, 21-29). Gertrude integrates 
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theoretical knowledge of a “hydrogen bond replacement theory” which has been suggested in her 
field (lines 15-21) with other theoretical knowledge to construct her hypothetical model (A, lines 
21-32). She provides a drawing to assist her explanation (A, Fig. S2b). We can also see that 
Gertrude connects her hypothetical model of the protein-excipient system (H/A) to her research 
goal of predicting good excipients (C, lines 18-21). As with the first excerpt, it is possible to see 
from this discussion and representation how Gertrude uses her theoretical knowledge to closely tie 
her research methods (M) to a hypothetical model of the physical process (H/A). Both implicitly 
throughout, and at times explicitly (lines 1-5, 33-40), we can see that Gertrude discusses HDX (M) 
in terms of what it can measure about the scale of unfolding (H), as well as what it implies about 
the interactions between different entities in the system and the relative strengths of those 
interactions at the molecular level (H). 

In other parts of her interview, Gertrude provides additional examples of how she transitions 
between the MACH components using theoretical knowledge, often against the backdrop of a 
representation (A). For example, Gertrude’s research group also investigates protein aggregation 
because proteins that become partially unfolded after lyophilization have a tendency to form 
aggregates (H) when they are reconstituted, which can cause immune responses in patients (C) 
(see for example Ratanji, Derrick, Dearman, & Kimber, 2013). Through the use of episodic 
exposure to deuterium (M), Gertrude can measure what protein regions appear to participate in 
exchange or are buried during aggregation (H/M). The kinetics and equilibria underlying the 
episodic incorporation of deuterium into the partially unfolded proteins are particularly important 
as the relative amount of deuterium that is incorporated over time (M) reflects how fast residues 
become buried in the aggregated form, as well as where residues are buried (that is, the aggregation 
interface) (H). As before, theoretical knowledge plays a critical role in this process by allowing 
Gertrude to mediate between the representation (A) of the measureable world of HDX data (M) 
and the molecular world of interacting entities (H). However, in this instance, Gertrude uses a 
special type of line graph called a butterfly plot where information about aggregation (H/M) is not 
mapped directly onto a protein structure (A) as with the Figure S1, but some structural information 
in the form of residue number (H) is still provided and combined with percent deuterium 
incorporation (M). This is sufficient for Gertrude to interpret what the representation (A) implies 
about the protein system (H). Thus, Gertrude’s research enables her to more quickly make 
inferences regarding which peptide drug formulations will have longer shelf-lives through the 
application of HDX methods. We can see in the following case how William’s efforts similarly 
aim to improve predictions, but address an entirely different research problem. 
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William simulates protein dynamics to improve drug metabolism prediction 

William’s work focuses on incorporating protein dynamics into computational models (M/A) in 
order to improve predictions about where drug candidates are metabolized and by what enzymes, 
so as to aid the development of more metabolically stable drugs (C/H). Unlike the other experts 
interviewed here, William’s goal is the development of a predictive method to model possible drug 
and protein movements and interactions (M/A), which is validated and trained using experimental 
site metabolism data (M). The end product of his research – a process incorporating a variety of 
techniques like molecular dynamics simulations, molecular docking, and statistical techniques 
(M/A) – can then be used to produce data of its own (M). By considering protein dynamics (which 
he defines as the trajectories of atoms and residues in a protein (H)), he can produce an ensemble 
of protein structures to represent the multitude of possible conformations and average them to 
suggest the most likely preferred conformation (M/A). This conformation can then be used in the 
simulated docking of drug candidates to make predictions (M/A). Because of the goal and 
computer model-based nature of his research project, the H, M, and A components are extremely 
integrated in William’s discussion and his understanding of thermodynamics similarly appears to 
intertwine or align with his simulations (A). The MAtCH model allows us to make sense of the 
complexity by focusing on the connections. In the following excerpt in Figure S3a, we can see 
how William connects the components, as well as how his understanding of thermodynamics 
aligns with his simulations (A): 

 
Figure S3: William provides an example of the binding of two different drug compounds. To illustrate the significance of 
including protein dynamics in simulations, William asks to imagine a binding site, pictured in panel b, which has a specific flexible 
glutamate residue some distance away from the catalytic center. He explains that the glutamate residue can change its conformation 
to stabilize different drug compounds (aromatic rings with hydrocarbon chains of different lengths ending in amine groups). 
William argues that if protein dynamics – like the changing conformation of the glutamate residue – are not included, it is not 
possible to predict how the ligand interacts with the catalytic center. Thus, in papers, William shows how the inclusion of protein 
dynamics in simulations leads to better drug prediction by overlaying images of predicted protein-with-ligand structures over the 
static structure of the protein. 

In this particular excerpt, William’s discussion generally follows an H-M/A-C pattern against the 
backdrop of a representation (A, Fig. S3b). William begins by describing the significant structural 
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components of the binding site, their properties, and two hypothetical drug compounds (H, lines 
1-11). He then explains how those residues might change their spatial organization to 
accommodate different drug compounds (H, lines 11-15; see Fig. S3b) and thus alter a compound’s 
distance in relation to the catalytic center (H/M, lines 15-20). He argues that because of this, 
including dynamics in simulations (M/A) is critical to improving the predictive capabilities of 
current methods and thus aiding the drug discovery process (C, lines 15-17, 22-24). William’s tacit 
use of theoretical knowledge allows him to productively mediate between the measurable world 
(M) and what it implies about the molecular world of (simulated) protein structures and their 
interactions (H/A). We also begin to see in the above excerpt that William relates residue flexibility 
to protein dynamics, but what is not yet apparent is his unique way of assigning meaning to 
theoretical thermodynamic concepts. The following excerpt in Figure S4a provides an example of 
how William maps meaning onto mathematical models and symbols (A), as well as how he applies 
his theoretical knowledge of thermodynamics, particularly of enthalpy, entropy, and free energy, 
to the context of developing protein dynamics simulations (M/A): 

  
Figure S4 William explains the influence of entropy on free energy in a two-state protein system. William begins by 
substituting variables in the Gibbs’ free energy equation in panel b with other variables that have physical meaning: ~v2 to indicate 
particle movement for the T∆S term and ∆U for averaged potential energy or interactions (strengths) for the ∆H term. He proposes 
looking at a simple energy landscape of a two-state protein system, shown in panel c, and explains that the preferred state of the 
system can change if you ignore the dynamics of the protein by ‘turning off’ temperature; that is, you ignore the T∆S term of the 
formula in panel b. If temperature is considered, there are many more states that can be sampled. These states are represented as 
lines within the wells of the graph in c. William explains that the widths of the wells in panel b are a function of greater particle 
velocity or kinetic energy due to temperature: the greater the breadth of the well, the more possible states can exist, which reflects 
greater flexibility or freedom of movement. So-called “steep” states have limited flexibility and thus limited states to sample. In 
the second half of the excerpt, William considers entropy and compares the different ∆G values of the two protein states to illustrate 
how disregarding entropy in simulations can be misleading and thus the inclusion of dynamics in predictive methods is critical. 

Although William integrates the H, M, and A components extensively, using the MAtCH model 
allows us to make sense of this excerpt by semi-isolating the components. It is first important to 
note that throughout this excerpt William structures his explanation around two representations 
(A, see Fig. S4b & c) in addition to talking about a protein system (H) like it is one of his 
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simulations (M/A, e.g. lines 7-12). He uses his theoretical knowledge of thermodynamics to 
seamlessly map a description of the states of a protein system (H) to his representation/ simulation 
(M/A). In doing so, William assigns meaning to mathematical models by mapping entities and 
their variable states (H) onto particular symbols in the formula and graph (A, e.g. lines 1-3, 16-
20 ; also see Fig. S4b & c). William’s understandings of enthalpy, entropy, and free energy appear 
to align with his simulations (M/A) and are mapped to the entities, interactions, and states of a 
protein-drug system (H). He makes the concept of entropy tangible as “How much an object is 
moving. How dynamic it is…” (i.e. structural flexibility; lines 13-16) and connects it to 
temperature and the velocity of particles (H, lines 7-10). He describes enthalpy as internal or 
potential energy in this excerpt, but also associates it with the sum of interactions and interaction 
strength (H) in other parts of the interview. In the above excerpt, states both entropy and enthalpy 
must be considered in order to determine the actual preferred state of the system (lines 17-23). 
That is, free energy involves “compensation” between interaction strength and protein flexibility. 
In his simulations (A), temperature can be “turn[ed] on” to allow protein dynamics (entropy) and 
the resulting different states have different kinds of interactions (enthalpy) (H). William explains 
that if protein dynamics are ignored, “…you don’t have entropy, you’re not calculating ∆G’s… 
and ∆G finally determines what… states you observe in nature ‘cause we’re not living at 0 Kelvin”, 
resulting in incorrect predictions for ligand binding (M/A). Without a method that approximates 
reality well (M/A), William cannot make reliable predictions about drug candidates (C, lines 20-
25).  

William also discusses the difficulties students in his research group seem to have interpreting data 
from simulations (M) and how he must guide them to relate the trajectories of simulated atoms 
(H/A) to what they might reveal about the simulated system (A): 

“…if you get the statistical analysis out, they stop looking at the- at trajectory- at 
the atoms moving itself completely.  So I have constantly students who will say, 
'Oh! I have run the MD simulation. Here's the free energy,' or 'Here's the free energy 
profile.'  And then… so you have your simulation and then they'll look at the ∆G 
over time and say, 'Oh yeah it goes first up.' And then they see a jump.  And then 
it's equilibrium and then I'll say, 'Wow.  What is this jump to you?' And they'll say, 
'I don't know.'  But didn't you look at the trajectory? Didn't you look really 
qualitatively at what is happening in the movie? And the structure. And they'll, 'No, 
I didn't. I just did the analysis.'  … Once students have the feeling that they have an 
analysis to it and they get the values out, they're happy with this. They don't look 
back- and I don't know if it's hard for them to look at the trajectory and identify 
what is going on there, or if they're just happy that they have a good quantity coming 
out? But it is surprising. So I always say, 'Look at the structure. Really look at the- 
Look at the raw data. Look at the raw data to explain what is going on in the system.' 
…. It's important and it’s valuable information but I want to understand what is the 
basis of getting this data.  And people forget analyzing this part of- so it's in 
principle like, you're doing an experiment, you do the analysis and you're not really 
interested in what could happen in the experiment because certain… things [can] 
be wrong.  But if you don't look at the raw data you don't see it.” 

For William, connecting the H, M, and A components is obvious. He tacitly uses his theoretical 
knowledge of thermodynamics to mediate between the measurable world by interpreting the data 
(M) in terms of what it implies about the (simulated) protein system (H/A). He explains how a 
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change in free energy on a graph (A) reflects underlying changes in structural movement and/or 
the formation of new interactions (H) in the simulation (A). It also indicates he must look at the 
simulated protein system (A) in order to interpret the possible structural cause (H/A) of the data 
(M). According to William, while producing a numerical or graphical output is doable for students 
in his lab, interpreting and making connections between the data (M) and the underlying 
(simulated) physical causes (H/A) is not as obvious. Thus, a combination of experimental and 
simulated data enables William to improve current methods used to predict the metabolism of drug 
candidates. 
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Table 1: Examples of ways in which selected protein folding and dynamics educational materials could be 
modified using the MAtCH model as a guiding framework. Both manuscript and relevant supplementary 
material were considered. The most relevant components or connections that the example questions address are 
indicated in parentheses, although it should be noted that most questions require the application of some amount 
of theoretical knowledge and may elicit other components. 

MAtCH Evaluation Possible Modifications 
Exploring protein structure and dynamics through a project-oriented biochemistry laboratory module 
Lipchock, Ginther, Douglas, Bird & Loria (2017) 
 Provides a social context 

although module does not 
ask questions in terms of it 
(C) 

 Provides protocols and 
describes theory of how 
they work, but does not 
discuss limitations or 
alternative methods (M) 

 Representations are 
produced and analyzed, but 
little time is spent 
discussing purposes, 
affordances, or limitations 
(A) 

 Students are given a 
hypothesis, rather than 
producing their own (C) 

 Practice-oriented, no 
discussion of 
thermodynamics and only 
moderate discussion of 
kinetics (t) 

 

 What other appropriate methods exist for studying protein structure and 
dynamics? (M)  

 Discuss similarities and differences between the acid loops and P-loops of the 
five protein tyrosine phosphatase sequences you aligned. (H) 

 What information can be communicated through the ribbon structure of PTP1B 
you develop in Experiment 1? What are its limitations? (A) 

 Design the forward and reverse primer sequences for the site-directed 
mutagenesis of PTP1B. (H/M) 

 Explain how melting temperature is calculated (H/M/A). 
 Explain why commercial vectors often contain lac repressor sequences. What 

other kinds of repressor/operator systems are used and in what research 
contexts? (M, C) 

 Often the DNA produced through transformation and amplification of a PCR 
product is sent for sequencing to confirm synthesis of the desired mutation. Why 
is this necessary? What issues are associated with PCR? (M) 

 How does one decide on the ratio of bisacrylamide and acrylamide for a 
polymerization reaction? (M) 

 What are the purposes of each of the four buffers used in purification of PTP1B? 
(M) 

 How does purification of a soluble, well-folded protein differ from purification 
of natively insoluble or unfolded proteins? Briefly explain the theory behind at 
least two different methods. (H/M) 

 Describe the process of creating a Bradford calibration curve with BSA.  
Explain your choice of wavelength, standard concentrations, and any decisions 
you made while creating your graph. (H/M/A)  

 What is the purpose of each of the samples loaded into your gel for SDS-PAGE 
analysis in Experiment 8? Is there any reason for their order? (M/A) 

 What information about PTP1B can be obtained from your stained gel? What 
cannot? (A/H) 

 Discuss error inherent in kinetic analysis of PTP1B. How is this error 
summarized in the representation of your average reaction rates? (M, A) 

 Discuss the fit of your data to the Michaelis-Menten equation. (M/A) 
 You produced several representations over the course of this project. Explain 

what each of these representations tells you about the protein you are studying. 
(A/H) 

 How does the data you obtained over the course of this project extend 
characterization of PTP1B catalysis? (M/C/H) 

 Compare and contrast the methods used in this project with other methods for 
studying protein structure and dynamics. What are their limitations? What can 
and what can they not tell you about a protein? (H/M) 
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 If you were to conduct further studies on PTP1B (or a similar PTP), what would 
you do? Explain why you chose those research methods/goals. (C/H/M) 

 Using literature, identify another enzyme for which protein motions have been 
shown to be important for function. What is currently known about this enzyme 
and what research problems or goals currently exist? (H/C) 

 To what other research could you apply the methods you used in this project? 
(C, M) 

 If your aim was to understand more about how PTP1B interacts with its 
substrate, what would you study (e.g. properties)? What current theories or 
models would you consider? (H) 

Demonstration of AutoDock as an educational tool for drug discovery 
Helgren & Hagen (2017) 
 Provides opportunity to 

explore 3D structures of 
CDK2 and CDK2 inhibitors 
(A) 

 Use docking software and 
apply fragment growth to 
hit molecules (M/A) 

 Situates methods in context 
of drug discovery practices 
and a specific target 
molecule, CDK2, but little 
specific background 
regarding the latter (M, C) 

 Introduces a variety of 
methods used over the 
course of the drug 
discovery process (M) 

 Discusses how models for 
use in AutoDock are 
developed/modified (A/M)  

 Thorough description of 
how to use software like 
AutoDock and AutoGrid to 
modify the protein model 
(M/A) 

 Software produces a variety 
of representations carrying 
information about the 
receptor (A) 

 Limited discussion of 
affordances and limitations 
of models/representations 
(A) 

 What interactions/distances are significant to your reasonable docking poses? 
(H/M/A) 

 What kinds of modifications can be applied compounds to affect their binding 
affinity? Explain. (H/M) 

 Make a recommendation for a compound based on the docking poses you 
produced. (A/C) 

 What additional experiments are appropriate after identifying a viable 
compound(s)? (M/H/C) 

 What other research problems or contexts employ computational methods as 
part of their methodologies, and at what point(s) are they used? (C, M) 

 Explain how dissociation constant and inhibitory concentration resulting in 50% 
activity reduction (IC50) are related. (H/M) 

 Explain what information about entities and interactions can be obtained from 
the methods you used. (H/M) 

 Discuss any similarities or differences across the possible inhibitors and their 
interactions with the CDK2 protein. (H) 

 You modified the CDK2 receptor prior to docking. Discuss these modifications 
in terms of how well the AutoDock model represents the cellular or in vivo 
environment. (A/H) 

 How are docking scores calculated?  What concepts and/or mathematics 
underlie score calculation? (M/A) 

 Explain how variability in ligand and receptor conformations during docking 
can affect your predictions. Are there implications for your research 
problem/goal? (M/A/C) 

 Docking runs can predict highly-scored but physically impossible docking 
poses, and duplicate docking runs can produce different results. What factors 
lead to this and how can you ‘trust’ your results? (M) 

 Explain the implications of measuring a binding affinity that is overly high or 
overly low. (M/H/C) 

 How do in vivo, in vitro, and in silico drug discovery efforts differ? (M/A/C) 

Understanding structure: A computer-based macromolecular biochemistry lab activity 
McLaughlin (2017) 
 Introduces origin of X-ray 

crystallographic images, 
 What is the biological significance of the incorrect residues in the mutated 

model?  How might those mutations affect the structure? (C/H) 
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but provides little social or 
biological context (C) 

 Draws connections 
between electron density 
maps (A) and amino acid 
residues (H), but no 
discussion of how electron 
density data is measured 
(M) 

 Produce images of 
corrected amino acid 
residues (A), but do not 
analyze changes in terms 
of social or biological 
implications (C) 

 Limited discussion of the 
limitations of X-ray 
crystallography (M) and 
the theory (t) behind it 

 Limited discussion of the 
accuracy of X-ray 
crystallography and 
computer protein models 
(M/A) 

 Provides practice using 
PyMol and Coot (M/A), 
but limited discussion 
about what these models 
(A) can describe about 
interactions and functions 
(H) 

 What are the limitations of the methods used in this activity? What can and what 
can they not tell you about a protein? (H/M) 

 What does it mean for a residue to lack electron density? How can such residues 
be differentiated from mutated residues? (H/M/A) 

 What are other reasons protein structure refinement software is used? (M/A/C) 
 What is the purpose of crystallizing proteins to develop protein models? / How 

can protein models developed from crystallization be used? (M/A/C) 
 Are there any other strategies to aid crystallization? (M) 
 How accurately do PyMol and X-ray crystallography models represent the in 

vivo or native state of the protein they represent? (H/A) 
 What is the purpose of the crystallization solutions used in preparing your 

crystal tray? (M) 
 With references, describe two contexts where protein models are used to address 

research goals. (A/C) 
 Identify a current area of research which employs similar methods and describe 

what entities and interactions it investigates. (C/H/M) 
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Purpose Interview Question 
Phase 1: Exhaust description of 
research; freeform explanation 
 

1. Explain your research as you would to a colleague, somebody who is in a related or similar field. Feel 
free to sketch or show any representations during your explanation.  (Let them answer/draw/etc. freely.) 
a. Why did you choose to study that (topic of interest)? 
b. Is there a particular way you want to apply this research?  {For clarification: That is, why is this research 
important, such as to organisms or to society?} 
 
2. What is the role of the living environment (i.e. the in vivo) in your research?  
 

Phase 2: Probe description of 
research methods, data, and 
how data is processed 

1. Can you explain in detail how you study this? (For clarification: …in terms of your data collection, 
your methods, etc.?  How do you actually do the science that you do?) (Answer freely.) 
a. What kind of data do you collect? i.e. Where does your data come from? (data source) Do you use data from 
other sources (e.g. PDB files) to supplement your own data?  If so, where from and how? 
b. Do you take thermodynamic or kinetic measurements? 
c. What experimental methods do you use to collect data? (data collection)  
 
2. (So) What kind of information do each of those techniques give you?  What kind of information do you 
get from those sources? 
 
3. Do you use any sort of modeling in studying your protein?  (What do you do?  How do you use them?) 
a. (If applicable) At what stages do you use those models (source, collection, analysis)? 
b. (If applicable) Can you draw or show the model(s) and describe how you use them? Can you explain how the 
information for your models/simulation(s) develops from your data OR how your simulation is used as data to 
explain the phenomenon you study? 
c. (Limitations) What is this model useful for and what is it not useful for? (What can it do or not do?) 
 
4. How do you analyze your data? (data analysis) 
a. When you analyze your data, how does that data help you develop an explanation? How do you piece 
together the data that you collect and the theoretical aspects of your work?   
b. How do you represent that data?  If you’re writing up a paper and in the results section, what sort of data 
would you present (to communicate your findings)? Do you use (indicate previous drawings) or…? Can you 
draw an example? 
     i. For the representations that you use (to think about what you do or in publications), what sorts of 
limitations do they have? Do they communicate too much, too little…? 

Phase 3: Probe for additional 
representations 
 

1. When you think about your research or when you’re trying to explain it, what do you visualize?  What 
do you picture in your mind or draw? Can you draw it for me? (Answer freely). 
a. (Clarification) Do you use this/that as a tool for thinking about it during experimentation? Or as a 
representation for publication? 
2. Let's see, you mentioned... (summarize to confirm that you understood their drawings). Apart from 
those examples, do you use any other visuals in your explanations? 
 

Phase 4: Research explanation 
to an upper-level undergraduate 
student 

1. Could you explain your research like you would to an upper-level undergraduate student (specifically 
to student in a 300-400-level course)? 
 
2. Could you tell me a bit more about how you would explain protein folding in general to a student? 
a. Would you use entropy to explain (protein folding/dynamics)? If so, how?  (Feel free to draw.) 
b. Would you use enthalpy to explain? If so, how?  (Feel free to draw.) 
c. Would you use free energy to explain? If so, how?  (Feel free to draw.) 
d. You mentioned the concept _________.  Can you draw and explain how you would explain that concept in 
the context of protein folding? 
e. (If necessary) How would you describe the methods used to get your data in the classroom?  Feel free to 
draw any pictures you would use. 
 
3. That covers everything I wanted to ask.  Is there anything else you would like to tell me? 
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