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Abstract—We consider the problem of covert communication
over a state-dependent channel when the Channel State Infor-
mation (CSI) is available either non-causally, causally, or strictly
causally, either at the transmitter alone, or at both transmitter
and receiver. Covert communication with respect to an adversary,
called “warden,” is one in which, despite communication over
the channel, the warden’s observation remains indistinguishable
from an output induced by innocent channel-input symbols.
Covert communication involves fooling an adversary in part by a
proliferation of codebooks; for reliable decoding at the legitimate
receiver, the codebook uncertainty is typically removed via a
shared secret key that is unavailable to the warden. In contrast
to previous work, we do not assume the availability of a large
shared key at the transmitter and legitimate receiver. Instead,
we only require a secret key with negligible rate to bootstrap the
communication and our scheme extracts shared randomness from
the CSI in a manner that keeps it secret from the warden, despite
the influence of the CSI on the warden’s output. When CSI is
available at the transmitter and receiver, we derive the covert
capacity region. When CSI is only available at the transmitter,
we derive inner and outer bounds on the covert capacity. We
also provide examples for which the covert capacity is positive
with knowledge of CSI but is zero without it.

I. INTRODUCTION

Covert communication refers to scenarios in which reliable
communication over a channel must occur while simultane-
ously ensuring that a separate channel output at a node, called
the warden, has a distribution identical to that induced by an
innocent channel symbol [3]–[7]. It is known that in a Discrete
Memoryless Channel (DMC) without state, the number of
bits that can be reliably and covertly communicated over n
channel transmissions scales at most as O(

√
n).1 This result

has motivated the study of other models in which positive
rates are achievable [8], [9]. Of particular relevance to the
present work, Lee et al. [10] have considered the problem
of covert communication over a state-dependent channel in
which the CSI is known either causally or non-causally to the

H. ZivariFard and A. Nosratinia are with the Department of Electrical
Engineering, The University of Texas at Dallas, Richardson, TX, USA. M.
R. Bloch is with School of Electrical and Computer Engineering, Georgia
Institute of Technology, Atlanta, GA, USA. E-mail: hassan@utdallas.edu,
matthieu.bloch@ece.gatech.edu, aria@utdallas.edu.

The material in this paper was presented in part at IEEE Information Theory
Workshop 2019, Visby, Gotland, Sweden [1], and the IEEE International
Symposium on Information Theory 2020, Los Angeles, CA Sweden [2].

The work of H. ZivariFard and A. Nosratinia is supported by National
Science Foundation (NSF) grant 1956213. The work of M. R. Bloch is
supported by National Science Foundation (NSF) grant 1955401.

1In the special case when the output distribution (at the warden) induced
by the innocent symbol is a convex combination of the output distributions
generated by the other input symbols [5], the scaling is O(n).

transmitter but unknown to the receiver and the warden. The
authors derived the covert capacity when the transmitter and
the receiver share a sufficiently long secret key, as well as
a lower bound on the minimum secret key length needed to
achieve the covert capacity. Since the presence of CSI provides
a natural source of randomness from which to extract secret
keys, one may wonder if covert communication with positive
rate is possible without requiring an external secret key. The
present work offers conclusive answers to this question in
several scenarios.

The usefulness of exploiting CSI for secrecy has been
extensively investigated in the context of state-dependent
wiretap channels. A discrete memoryless wiretap channel
with random states known non-causally at the transmitter
was first studied by Chen and Vinck [11], who established a
lower bound on the secrecy capacity based on a combination
of wiretap coding with Gel’fand-Pinsker coding. Generally
speaking, coding schemes with CSI outperform those without
CSI because perfect knowledge of the CSI not only enables
the transmitter to align its signal toward the legitimate receiver
but also provides a source of common randomness from
which to generate a common secret key and enhance secrecy
rates. Khisti et al. [12] studied the problem of secret key
generation from non-causal CSI available at the transmitter and
established inner and outer bounds on the secret key capacity.
Chia and El Gamal [13] studied a wiretap channel in which the
state information is available causally at both transmitter and
receiver, proposing a scheme in which the transmitter and the
receiver extract a weak secret key from the state and protect
the confidential message via a one-time-pad driven with the
extracted key (see also [14] and [15]). Han and Sasaki [16]
subsequently extended this result to strong secret keys. Gold-
feld et al. [17] proposed a superposition coding scheme for
the problem of transmitting a semantically secure message
over a state-dependent channel with CSI available non-causally
at the transmitter. In the context of covert communications,
several works have demonstrated the benefits of exploiting
common randomness and CSI to generate secret keys. For
instance, stealth secret key generation from correlated sources
was studied by Lin et al. [18], [19] and covert secret key
generation was studied by Tahmasbi and Bloch [20], [21]. We
note that covert communication over a compound channel was
studied by Salehkalaibar et al. [22], although the objective
therein is to mask the state of the compound channel and not
to exploit CSI.

The present paper studies covert communication over a
state-dependent discrete memoryless channel with CSI avail-
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Fig. 1. Model of covert communication over a state-dependent DMC with
CSI available at both the transmitter and the receiver

able either non-causally, causally, or strictly causally, either
at both the transmitter and the receiver or at the transmitter
alone (see Fig. 1 and Fig. 2). One of the main contributions
of the present work is to show that the CSI can be used to
simultaneously and efficiently accomplish two necessary tasks:
using the CSI for a Shannon strategy or Gel’fand-Pinsker
coding, while also extracting a shared secret key at the two
legitimate terminals to resolve the multiple codebooks that
are necessary for covert communication. Secret key extraction
from CSI replaces the external secret key in other models,
thus potentially generalizing and expanding the applicability
of covert communication. Our scheme requires the transmitter
and the receiver to share a secret key with negligible rate to
bootstrap the communication. This bootstrapping is common
in many security schemes, for instance in all schemes for
secret communication based on seeded invertible extractors
[23]–[25]. With a slight abuse of terminology, we refer to our
model as ”keyless” instead of ”asymptotically keyless.”

Specifically, we characterize the exact covert capacity when
CSI is available at both the transmitter and the receiver,
and derive inner and outer bounds on the covert capacity
when CSI is only available at the transmitter. For some
channel models for which the covert capacity is zero without
CSI, we show that the covert capacity is positive with CSI.
The code constructions behind our proofs combine differ-
ent coding mechanisms, including channel resolvability for
covertness, channel randomness extraction for key generation,
and Gel’fand-Pinsker coding for state-dependent channels.
The key technical challenge consists in properly combining
these mechanisms to ensure the overall covertness of the
transmission through block-Markov chaining schemes. In the
interest of brevity, the proofs that are standard, or parallel
other proofs in this paper, are omitted and made available
online [26], [27].

II. PRELIMINARIES

N is the set of natural numbers, which does not include
0, while R denotes the set of real numbers. We define
R+ = {x ∈ R|x > 0} and R++ = R+\{0}. Random
variables are denoted by capital letters and their realizations by
lower case letters. EX(·) is the expectation w.r.t. the random
variable X and 1{·} denotes the indicator function. The set
of ε−strongly jointly typical sequences of length n, accord-
ing to PX,Y , is denoted by T (n)

ε (PX,Y ). For convenience,
typicality will reference the random variables rather than
the distribution, e.g., we write T (n)

ε (X,Y ) or T (n)
ε (X|Y ).
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Fig. 2. Model of covert communication over a state-dependent DMC with
CSI only available at the transmitter

Superscripts denote the dimension of a vector, e.g., Xn. The
integer set {1, . . . ,M} is denoted by J1 :MK, Xj

i indicates
the set {Xi, Xi+1, . . . , Xj}, and Xn

∼i denotes the vector Xn

except Xi. The cardinality of a set is denoted by | · |. The
total variation between Probability Mass Function (PMF) P
and PMF Q is defined as, ||P −Q||1 = 1

2

∑
x |P (x)−Q(x)|

and the Kullback-Leibler (KL) divergence between PMFs is
defined as D(P ||Q) =

∑
x p(x) log P (x)

Q(x) . The support of a
probability distribution P is denoted by supp(P ). The n-fold
product distribution constructed from the same distribution P
is denoted P⊗n. Throughout the paper, log denotes the base
2 logarithm. For a set of random variables {Xi}i∈A indexed
over a countable set A, E\i(·) is the expectation with respect
to all the random variables in A except the one with index
i ∈ A.

Finally, we recall a useful result about the relation between
the total variation distance and the KL-divergence.

Lemma 1 (Reverse Pinsker’s Inequality [28, eq. (323)]).
Pinsker’s inequality indicates for two arbitrary distributions
P and Q on alphabet A we have,

||P −Q||1 6

√
1

2
D(P ||Q). (1)

A reverse inequality is valid when the alphabet A is finite. Let
P and Q be two arbitrary distributions on a finite alphabet
set A such that P is absolutely continuous with respect to Q.
If µ , mina∈Q:Q(a)>0 Q(a), we have,

D(P ||Q) 6 log

(
1

µ

)
||P −Q||1. (2)

III. CHANNEL MODEL

Consider discrete memoryless state-dependent channels as
shown in Fig. 1 or Fig. 2. The channel is characterized by
input alphabet X , legitimate output alphabet Y , warden output
alphabet Z , state alphabet S , and a transition probability
WY Z|XS . We assume that the CSI is independent and identi-
cally distributed (i.i.d.) and drawn according to QS and we let
x0 ∈ X be an ”innocent” symbol corresponding to the absence
of communication with the receiver. The distribution induced
at the warden in the absence of communication is then

Q0(·) =
∑

s∈S
QS(s)WZ|X,S(·|x0, s), (3)

and we let Q⊗n0 =
∏n
i=1Q0. The CSI may be available non-

causally, causally, or strictly causally at the transmitter and
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may or may not be available at the receiver. Note that the
exact causal or non-causal nature of CSI at the receiver is
irrelevant because decoding is always done after transmission
is completed. The warden is kept ignorant of the CSI.

Formally, a code with CSI available at both the transmitter
and the receiver is defined as follows.

Definition 1. A (2nR, n) code Cn with CSI available at both
the transmitter and the receiver consists of:
• a message set M = J1 : 2nRK;
• when CSI is available non-causally at the transmitter,

for each time slot i ∈ J1 :nK, a deterministic encoder
fi : M × Sn 7→ Xi that maps a message m and the
entire CSI sequence to a channel input symbol xi;

• when CSI is available causally at the transmitter, for each
time slot i ∈ J1 :nK, a deterministic encoder fi : M×
Si 7→ Xi that maps a message m and the past and current
CSI samples to a channel input symbol xi;

• when CSI is available strictly-causally at the transmitter,
for each time slot i ∈ J1 :nK, a deterministic encoder
fi : M× Si−1 7→ Xi that maps a message m and the
past CSI samples to a channel input symbol xi;

• a decoding function g : Sn × Yn 7→ M ∪ {?} that
maps the channel observations and the CSI sequence to
a message M̂ ∈M or an error message ?.

A code with CSI available only at the transmitter is defined
as follows.

Definition 2. A (2nR, n) code Cn with CSI available only at
the transmitter consists of
• a message set M = J1 : 2nRK, a local randomness set
J = J1 : 2nRJ K, and a secret key set K;

• when CSI is available non-causally, for each time slot i ∈
J1 :nK, a stochastic encoder fi :M×J ×K×Sn 7→ Xi,
that maps a message m, a local randomness j, a secret
key k, and the entire CSI sequence to a channel input
symbol xi;

• when CSI is available causally, for each time slot i ∈
J1 :nK, a stochastic encoder fi :M×J ×K×Si 7→ Xi,
that maps a message m, a local randomness j, a secret
key k, and the past and current CSI samples to a channel
input symbol xi;

• when CSI is available strictly-causally, for each time slot
i ∈ J1 :nK, a stochastic encoder fi :M×J×K×Si−1 7→
Xi that maps a message m, a local randomness j, a secret
key k, and the past CSI samples to a channel input symbol
xi;

• a decoding function g : Yn × K 7→ M∪ {?} that maps
the channel observations to a message M̂ ∈ M or an
error message ?.

The reason for introducing a stochastic encoder when CSI
is only available at the transmitter is that our achievability
scheme relies on a likelihood encoder [29]. The stochastic na-
ture of the likelihood encoder greatly simplifies the covertness
analysis by providing finer control over the statistics induced
by the encoder.

The code is assumed known to all parties and the objective
is to design a code that is reliable, covert, and keyless. Reliable

means that the probability of error P (n)
e = P(M̂ 6= M)

vanishes when n→∞. Covert means that the warden cannot
determine whether communication is happening (hypothesis
H1) or not (hypothesis H0). Specifically, the probabilities
of false alarm αn (warden deciding H1 when H0 is true)
and missed detection βn (warden deciding H0 when H1 is
true) satisfy αn + βn = 1 for an uninformed warden making
random decisions. When the channel carries communication,
the warden’s channel output distribution is PZn , and the
optimal hypothesis test by the warden satisfies αn + βn >

1 −
√
D(PZn ||Q⊗n0 ) [30]. Therefore, we define a code as

covert if D(PZn ||Q⊗n0 ) vanishes when n → ∞. We assume
that supp(Q0) = Z for otherwise D(PZn ||Q⊗n0 ) diverges.
Finally, keyless means that 1

n log |K| vanishes as n→∞.
A rate R is achievable if there exists a sequence of reliable,

covert, and keyless (2nR, n) codes and the covert capacity
is the supremum of all achievable covert rates. We denote
the covert capacity by CA-B where A ∈ {NC,C,SC} indicates
the non-causal, causal, or strictly causal nature of the CSI at
the transmitter while B ∈ {T,TR} indicates whether CSI is
available only at the transmitter or both the transmitter and
receiver. Hence, we are interested in characterizing CNC-TR,
CNC-T, CC-TR, CC-T, CSC-TR, and CSC-T.

IV. CHANNEL STATE INFORMATION AVAILABLE AT THE
TRANSMITTER AND THE RECEIVER

Theorem 1. Let

A ,
{
R > 0 : ∃PS,X,Y,Z ∈ D such that R 6 I(X;Y |S)

}
,

(4a)

where,

D ,





PS,X,Y,Z :

PS,X,Y,Z = QSPX|SWY,Z|S,X
PZ = Q0

H(S|Z) > I(X;Z|S)− I(X;Y |S)




. (4b)

The covert capacity of the DMC WY,Z|S,X with non-causal
CSI at both the transmitter and the receiver is

CNC-TR = max{a : a ∈ A}. (5)

Theorem 1 suggests that the key rate H(S|Z) extracted
from CSI should exceed the difference between the capacity
of the warden and the capacity of the legitimate receiver.
The achievability is proved by superposition encoding and the
complete proof is available in Appendix A.

Theorem 2. Let

A ,
{
R > 0 : ∃PS,U,X,Y,Z ∈ D such that R 6 I(U ;Y |S)

}
,

(6a)

where,

D ,





PS,U,X,Y,Z :

PS,U,X,Y,Z = QSPU1{
X=X(U,S)

}WY,Z|S,X

PZ = Q0

H(S|Z) > I(U ;Z|S)− I(U ;Y |S)

|U| 6 |X |+ 1





.

(6b)
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The covert capacity of the DMC WY,Z|S,X with causal CSI at
both the transmitter and the receiver is

CC-TR = max{a : a ∈ A}. (7)

Again, Theorem 2 suggests that the key rate extracted from
CSI should exceed the difference between the capacity of
the warden and the capacity of the legitimate receiver. The
achievability proof is based on block Markov encoding to
combine a Shannon strategy for transmitting the message
according to CSI with key generation and is available in
Appendix B.

Theorem 3. Let

A ,
{
R > 0 : ∃PS,X,Y,Z ∈ D such that R 6 I(X;Y |S)

}
,

(8a)

where,

D ,





PS,X,Y,Z :

PS,X,Y,Z = QSPXWY,Z|S,X
PZ = Q0

H(S|Z) > I(X;Z|S)− I(X;Y |S)




. (8b)

The covert capacity of the DMC WY,Z|S,X with strictly causal
CSI at both the transmitter and the receiver is

CSC-TR = max{a : a ∈ A}. (9)

Even though strictly causal CSI provides limited opportu-
nities to enhance reliability, it is still useful here because it
provides shared randomness from which to extract a secret key.
The achievability proof merely uses a block Markov encoding
scheme for key generation but not for data transmission and
is available in Appendix C.

V. EXAMPLES OF CHANNELS WITH CSI AT TRANSMITTER
AND RECEIVER

We provide here two examples of covert communication
over state-dependent channels with CSI at the transmitter and
receiver. A positive covert capacity is achieved without an
external secret key, hence not subject to the square root law.
The two examples explore additive and multiplicative CSI,
respectively, with the former representing channels in which
the channel state can in principle be cancelled and the latter
representing fading-like channels.

Binary Additive State: Consider a channel in which X,Y, Z,
and S are all binary, QS obeys a Bernoulli distribution with
parameter ζ ∈ (0 : 0.5), and the innocent symbol is x0 = 0.
(See Fig. 3). The law of the channel is

Y = Z = X ⊕ S, (10)

so that Q0 = QS .

Proposition 1. The covert capacity of the DMC depicted
in Fig. 3 with causal or non-causal CSI available at the
transmitter and the receiver is

CNC-TR = CC-TR =Hb(ζ) = ζ log
1

ζ
+ (1− ζ) log

1

1− ζ .
(11)

M M̂

H0: Q
⊗n
0

H1: PZn

Zi
Det.

Yi
Dec.

Xi

Si

Enc.

QS
Si/Sn Si/Sn

Fig. 3. Binary symmetric channel with additive CSI at the transmitter and
the receiver

Table 1
JOINT PROBABILITY DISTRIBUTION OF X,S

S
X 0 1

0 α β
1 1− α− β − η η

Intuitively, the encoder perfectly controls the warden’s ob-
servations because it knows the CSI. By manipulating X ,
the encoder ensures that Z follows the statistics of S. In
part, this means that the symbol X = 1 is associated half
the time to S = 0 and half the time to S = 1 to ensure
PZ = QS ∼ Bern(ζ). Further, since the transmitter and
receiver share the CSI, the legitimate channel is error-free.

Proof. We first prove Proposition 1 when CSI is available non-
causally at both the transmitter and the receiver. Substituting
Y = Z = X ⊕ S in Theorem 1 results in

CNC-TR = max
QSPX|S

H(X|S), (12)

with the maximization subject to the constraint PZ = Q0 =
QS . Let the joint distribution between X and S be according
to Table 1, we have

PZ(z = 0) = PX,S(x = 0, s = 0) + PX,S(x = 1, s = 1)

= α+ η, (13)
QS(s = 0) = PX,S(x = 0, s = 0) + PX,S(x = 1, s = 0)

= α+ β. (14)

Therefore PZ = QS implies that

QZ(z = 0) = QS(s = 0)⇒ α+ η = α+ β ⇒ η = β. (15)

Therefore,

max
QSPX|S

H(X|S) =

max
(α,β)
ζ=α+β

[
− α log

α

α+ β
− (1− α− 2β) log

1− α− 2β

1− α− β

− β log
β

α+ β
− β log

β

1− α− β
]
. (16)

Considering QS(s = 0) = ζ = α + β and substituting β =
ζ − α in (16) results in

max
QSPX|S

H(X|S) =
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Fig. 4. Binary symmetric channel with multiplicative CSI at the transmitter
and the receiver

max
α

[
− α log

α

ζ
− (1 + α− 2ζ) log

1 + α− 2ζ

1− ζ
− (ζ − α) log

ζ − α
ζ
− (ζ − α) log

ζ − α
1− ζ

]
. (17)

Since entropy is a continuous concave function, the maximizer
of H(X|S) is found at the root of the first derivative of (17).
This root is α = ζ2, resulting in maxH(X|S) = H(S). Since
Y = Z, the condition H(S|Z) > I(X;Z|S) − I(X;Y |S) is
automatically satisfied.

We now prove Proposition 1 when CSI is available causally
at both the transmitter and the receiver. To prove achievabil-
ity, we shall substitute specific choices of auxiliary random
variables in Theorem 2. We choose U as a Bernoulli random
variable with parameter η ∈ (0 : 0.5) and independent of
S, and we set X = U ⊕ S. Therefore, Y = Z = U and
I(U ;Y |S) = H(U). Since x0 = 0 we have Q0 = QS and the
condition QZ = Q0 results in η = ζ because

QS(z = 0) = P(s = 0) = ζ, (18)
QZ(z = 0) = P(u = 0) = η. (19)

Since Y = Z, the condition H(S|Z) > I(U ;Z|S)−I(U ;Y |S)
is automatically satisfied and the covert capacity is lower
bounded by Hb(ζ). The converse proof follows from the fact
CC-TR 6 CNC-TR by definition.

Binary Multiplicative State: Consider a channel in which
X,Y, Z, S1, and S2 are all binary and S1 and S2 have a joint
distribution with parameters P (S1 = i, S2 = j) = pi,j , for
i, j ∈ {0, 1} and the innocent symbol is x0 = 0 (See Fig. 4).
The law of the channel is

Y = X ⊗ S1, Z = X ⊗ S2. (20)

Proposition 2. The covert capacity of the DMC depicted
in Fig. 4 with causal or non-causal CSI available at the
transmitter and the receiver is

CNC-TR = CC-TR =p1,0. (21)

Intuitively, covert communication occurs when the warden’s
observation is impaired by a bad realization of CSI while the
legitimate receiver simultaneously enjoys a good realization
of the CSI. Since the receiver knows the CSI, the legitimate
channel is effectively noise-free.

Proof. We prove Proposition 2 for the non-causal case, the
proof for the causal case is similar and omitted for brevity.
Substituting S = (S1, S2) in Theorem 1, we obtain

CNC-TR = max
PX|S1,S2

,
QZ=Q0

[
I(X;Y |S1, S2)

]

= max
PX|S1,S2

,
QZ=Q0

[ 1∑

i=0

1∑

j=0

pi,jI(X;Y |S1 = i, S2 = j)
]

(a)
= max

PX|S1,S2

[
p1,0I(X;Y |S1 = 1, S2 = 0)

]

= max
PX|S1,S2

[
p1,0H(X|S1 = 1, S2 = 0)

]

= p1,0, (22)

where (a) holds because Y = 0 when S1 = 0 so that
I(X;Y |S1 = 0, S2 = j) = 0 and Z = X when S2 = 1
so that PX = PZ = Q0 imposes X = 0, and I(X;Y |S1 =
i, S2 = 1) = 0. Note that QZ = Q0 implies that Z is
always equal to zero so that I(X;Z|S) 6 H(Z) = 0 and the
condition H(S|Z) > I(X;Z|S)− I(X;Y |S) is automatically
satisfied.

VI. CHANNEL STATE INFORMATION ONLY AVAILABLE AT
THE TRANSMITTER

We first recall the definitions of the following classes of
broadcast channel, with channel state available only at the
transmitter.

Definition 3 (Less Noisy Broadcast Channel With CSI avail-
able only at the transmitter). A discrete memoryless broadcast
channel with CSI available only at the transmitter

(
X ×

S,WY,Z|X,S ,Y × Z
)

is said to be less noisy, if I(U ;Y ) >
I(U ;Z) for all U − (X,S)− (Y,Z). In this case, we say that
Y is less noisy than Z.

Definition 4 (More Capable Broadcast Channel With CSI
available only at the transmitter). A discrete memoryless
broadcast channel with CSI available only at the transmitter(
X × S,WY,Z|X,S ,Y × Z

)
is said to be more capable, if

I(X;Y ) > I(X;Z) for all PX,S . In this case, we say that Y
is more capable than Z.

Theorem 4. Let

A ,





R > 0 : ∃PU,V,S,X,Y,Z ∈ D such that
R < I(U ;Y )−max

{
I(U ;S), I(U, V ;S)

−I(V ;Y |U)
}




,

(23a)
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where,

D ,





PU,V,S,X,Y,Z :

PU,V,S,X,Y,Z = PUPV PS|U,V 1{X=X(U,S)
}

×WY,Z|X,S
QS(·) =

∑
u∈U

∑
v∈V PU (u)PV (v)

×PS|U,V (·|u, v)

PZ = Q0

I(V ;Y |U) > max{I(V ;Z), I(U, V ;Z)

−I(U ;Y )}
|U| 6 |X |+ 5

|V| 6 |X |+ 3





.

(23b)

The covert capacity of the DMC WY,Z|S,X with non-causal
CSI at the transmitter is lower-bounded as

CNC-T > sup{a : a ∈ A}. (24)

The proof relies on block-Markov encoding to combine
Gel’fand-Pinsker coding, for transmitting the message ac-
cording to CSI [31], and Wyner-Ziv coding, for secret key
generation [32]. The transmitter not only generates a key from
Sn, but also selects its codeword according to Sn by using
a likelihood encoder [33]–[35]. Instead of directly generating
a secret key from the CSI, the transmitter relies on another
random variable that is correlated with the CSI to help control
the secret key rate. In particular, note that secret keys may not
be needed, e.g, when the legitimate receiver’s channel is a less
noisy version of the warden’s channel (see Corollary 1). Proof
details are available in Appendix D.

A subset of rated in the region (23a) can be achieved
without block-Markov coding or secret key generation. We
provide these rates in Theorem 5 for reference. As shown in
Section VII, however, secret key generation might be crucial
to achieve positive covert rates.

Theorem 5. Let

A ,

{
R > 0 : ∃PS,U,X,Y,Z ∈ D such that
R < I(U ;Y )− I(U ;S)

}
, (25a)

where,

D ,





PS,U,X,Y,Z :

PS,U,X,Y,Z = QSPU |S1{X=X(U,S)
}WY,Z|X,S

PZ = Q0

I(U ;Y ) > I(U ;Z)

|U| 6 |X |+ 2





.

(25b)

The covert capacity of the DMC WY,Z|S,X with non-causal
CSI at the transmitter is lower-bounded as

CNC-T > sup{a : a ∈ A}. (26)

Theorem 5 follows from Theorem 4 by choosing S inde-
pendent of V , so that PS|U,V = PS|U . This choice ensures that
I(V ;S) = 0 and I(V ;U, Y ) = 0. Alternatively, Theorem 5 can
be established with Gel’fand-Pinsker coding with a likelihood

encoder but without block-Markov encoding or key generation
from CSI. Details are omitted for brevity and are available
online [26, Appendix E].

Theorem 6. Let

A ,





R > 0 : ∃PS,U,V,X,Y,Z ∈ D such that
R 6 min

{
I(U ;Y )− I(U ;S), I(U, V ;Y )

−I(U ;S|V )
}




,

(27a)

where,

D ,





PS,U,V,X,Y,Z :

PS,U,V,X,Y,Z = QSPUV |S1{X=X(U,S)
}

×WY,Z|X,S
PZ = Q0

min
{
I(U ;Y )− I(U ;S),

I(U, V ;Y )− I(U ;S|V )
}
>

I(V ;Z)− I(V ;S)

max{|U| , |V|} 6 |X |+ 3





. (27b)

The covert capacity of the DMC WY,Z|S,X with non-causal
CSI at the transmitter is upper-bounded as

CNC-T 6 max{a : a ∈ A}. (28)

Proof details are available in Appendix F.

Corollary 1. Let

D ,

{
R > 0 : ∃PS,U,X,Y,Z ∈ D such that
R 6 I(U ;Y )− I(U ;S)

}
, (29a)

where,

D ,





PS,U,X,Y,Z :

PS,U,X,Y,Z = QSPU |S1{X=X(U,S)
}WY,Z|X,S

PZ = Q0

|U| 6 |X |+ 2




.

(29b)

The covert capacity with CSI available non-causally only at
the transmitter when the legitimate receiver’s channel is less
noisy than the warden’s channel, is

CNC-T = max{a : a ∈ A}. (30)

Proof. The achievability follows from Theorem 5 and the less
noisy property of the channel. We can also prove the achiev-
ability by using Theorem 4 while generating S independently
of V (i.e. PS|U,V = PS|U ) and the less noisy property of
the channel. Furthermore, the converse proof follows from
Theorem 6 and the less noisy property of the channel.

Theorem 7. Let

D ,

{
R > 0 : ∃PU,V,S,X,Y,Z ∈ D such that
R < I(U ;Y ) + min {0, I(V ;Y |U)− I(V ;S)}

}
,

(31a)
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where,

D ,





PU,V,S,X,Y,Z :

PU,V,S,X,Y,Z = PUPV PS|V 1{X=X(U,S)
}

×WY,Z|X,S
QS(·) =

∑
v∈V PV (v)PS|V (·|v)

PZ = Q0

I(V ;Y |U) > max{I(V ;Z),

I(U, V ;Z)− I(U ;Y )}
|U| 6 |X |+ 2

|V| 6 |X |+ 3





.

(31b)

The covert capacity of the DMC WY,Z|S,X with causal CSI at
the transmitter is lower-bounded as

CC-T > sup{a : a ∈ A}. (32)

Theorem 7 is proved using block-Markov encoding to com-
bine a Shannon strategy for sending the message according
to CSI and Wyner-Ziv coding for secret key generation. The
details of the proof are available in Appendix G.

Theorem 8. Let

A ,
{
R > 0 : ∃PS,U,X,Y,Z ∈ D such that R < I(U ;Y )

}
,

(33a)

where,

D ,





PS,U,X,Y,Z :

PS,U,X,Y,Z = QSPU1{
X=X(U,S)

}WY,Z|X,S

PZ = Q0

I(U ;Y ) > I(U ;Z)

|U| 6 |X |+ 1





.

(33b)

The covert capacity of the DMC WY,Z|S,X with causal CSI at
the transmitter is lower-bounded as

CC-T > sup{a : a ∈ A}. (34)

The proof is similar to the proof of Theorem 5, the details
are omitted for brevity and are available online; please see
[26, Appendix G].

Theorem 9. Let

A ,
{
R > 0 : ∃PS,U,V,X,Y,Z ∈ D such that R 6 I(U ;Y )

}
,

(35a)

where,

D ,





PS,U,V,X,Y,Z :

PS,U,V,X,Y,Z = QSPV PU |V 1{X=X(U,S)
}

×WY,Z|X,S
PZ = Q0

I(U ;Y ) > I(V ;Z)

max{|U| , |V|} 6 |X |





.

(35b)

The covert capacity of the DMC WY,Z|S,X with causal CSI at
the transmitter is upper-bounded as

CC-T 6 max{a : a ∈ A}. (36)

Proof details are available in Appendix H.

Corollary 2. Let

A ,
{
R > 0 : ∃PS,U,X,Y,Z ∈ D such that R 6 I(U ;Y )

}
,

(37a)

where,

D ,





PS,U,X,Y,Z :

PS,U,X,Y,Z = QSPU1{
X=X(U,S)

}WY,Z|X,S

PZ = Q0

|U| 6 |X |+ 1




.

(37b)

The covert capacity with CSI available causally only at the
transmitter when the legitimate receiver’s channel is less noisy
than the warden’s channel is

CC-T = max{a : a ∈ A}. (38)

Proof. The achievability is proved by using Theorem 8 and
the less noisy property of the channel. We can also prove
the achievability by using Theorem 7 while generating S
independently of V (i.e. PS|V = QS) and the less noisy
property of the channel. Furthermore, the converse proof
follows from Theorem 9 and the less noisy property of the
channel.

Theorem 10. Let

D ,

{
R > 0 : ∃PX,V,S,Y,Z ∈ D such that
R < I(X;Y ) + min

{
0, I(V ;Y |X)− I(V ;S)

}
}
,

(39a)

where,

D ,





PX,V,X,Y,Z :

PX,V,S,Y,Z = PXPV PS|VWY,Z|X,S
QS(·) =

∑
v∈V PV (v)PS|V (·|v)

PZ = Q0

I(V ;Y |X) > max{I(V ;Z),

I(X,V ;Z)− I(X;Y )}
|V| 6 |X |+ 3





. (39b)

The covert capacity of the DMC WY,Z|S,X with strictly causal
CSI at the transmitter is lower-bounded as

CSC-T > sup{a : a ∈ A}. (40)

The proof is similar to the proof of Theorem 7 and we only
use the CSI for key generation and not for data transmission.
The details are omitted for brevity and are available online;
please see [26, Appendix H].

Remark 1. In the proof of Theorem 4, Theorem 7, and
Theorem 10, we assume that there exist a shared secret key
for the first two transmission blocks to bootstrap the covert
communication between the transmitter and the receiver. The
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overall rate of this secret key asymptotically amortizes to a
negligible value as the number of transmission blocks B →∞.

Theorem 11. Let

A ,
{
R > 0 : ∃PS,X,Y,Z ∈ D such that R < I(X;Y )

}
,

(41a)

where,

D ,





PS,X,Y,Z :

PS,X,Y,Z = QSPXWY,Z|X,S
PZ = Q0

I(X;Y ) > I(X;Z)




. (41b)

The covert capacity of the DMC WY,Z|S,X with strictly causal
CSI at the transmitter is lower-bounded as

CSC-T > sup{a : a ∈ A}. (42)

The proof is similar to the proof of Theorem 8, the details
of the proof are omitted for brevity and are available online;
please see [26, Appendix I]. We now present an upper bound
on the covert capacity when the CSI is available strictly
causally at the transmitter.

Theorem 12. Let

A ,
{
R > 0 : ∃PS,V,X,Y,Z ∈ D such that R 6 I(X;Y )

}
,

(43a)

where,

D ,





PS,V,X,Y,Z :

PS,V,X,Y,Z = QSPV PX|VWY,Z|X,S
PZ = Q0

I(X;Y ) > I(V ;Z)

|V| 6 |X |





. (43b)

The covert capacity of the DMC WY,Z|S,X with strictly causal
CSI at the transmitter is upper-bounded as

CSC-T 6 max{a : a ∈ A}. (44)

Proof details are available in Appendix I.

Corollary 3. Let

A ,
{
R > 0 : ∃PS,X,Y,Z ∈ D such that R 6 I(X;Y )

}
,

(45a)

where,

D ,





PS,X,Y,Z :

PS,X,Y,Z = QSPXWY,Z|X,S
PZ = Q0




. (45b)

The covert capacity when CSI is available strictly causally at
the transmitter and the legitimate receiver’s channel is more
capable than the warden’s channel is,

CSC-T = max{a : a ∈ A}. (46)

Proof. The achievability is proved by using Theorem 11 and
the more capable property of the channel. We can also prove
the achievability by using Theorem 10 while generating S

M Y ZX

S1 S2

(
S1, S2

)

Enc.

Fig. 5. Degraded channel with binary additive CSI at the transmitter

independently of V (i.e. PS|V = QS) and the more capable
property of the channel. Furthermore, the converse is proved
by utilizing Theorem 12 and the more capable property of the
channel.

Remark 2 (Cardinality Bounds). The cardinality bounds on
the auxiliary random variables in Theorems 2 to 10 follows by
a standard application of the Eggleston-Fenchel-Carathéodory
theorem [36, Theorem 18]. Details are omitted for brevity.

Remark 3 (Do Stochastic Encoders Improve the Capacity
Region?). We use deterministic encoders when the CSI is
available at both of the legitimate terminals, while we use
stochastic encoders when the CSI is only available at the
transmitter. The use of stochastic encoders is merely motivated
by technical convenience in our proof, and we could not con-
clude whether stochastic encoders outperform deterministic
ones.

VII. EXAMPLES OF CHANNELS WITH CSI AT
TRANSMITTER

We provide two examples of covert communication over
state-dependent channels with CSI at the transmitter alone,
for which the covert capacity is positive. In both examples,
the CSI is additive; however, in the first example the warden’s
channel is a degraded version of the legitimate receiver’s
channel while in the second example the legitimate receiver’s
channel is a degraded version of the warden’s channel. The
second example shows that our proposed coding scheme with
block-Markov encoding and Wyner-Ziv encoding for secret
key generation in Theorem 7, can outperform the simple
approach for deriving the covert rates in Theorem 8.

Degraded Channel with Binary Additive State: Consider a
channel in which X,Y, Z and S = (S1, S2) are all binary,
and let S1 and S2, be independent Bernoulli random variables
with parameters α ∈ [0 : 0.5] and β ∈ [0 : 0.5], respectively,
and let x0 = 0 (See Fig. 5). Here, S1 and S2 are the CSI
of the legitimate receiver’s channel and the warden’s channel,
respectively. The CSI is available causally at the Encoder and
the law of the channel is as follows

Y = X ⊕ S1, (47)
Z = Y ⊕ S2. (48)

Proposition 3. The covert capacity of the DMC depicted in
Fig. 5 with causal CSI at the transmitter is

CC-T
(a)
= max

PU ,
PZ=Q0

H(U)
(b)
= Hb(α), (49)

where Hb(·) is binary entropy.
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M Z YX

S1 S2

(
S1, S2

)

Enc.

Fig. 6. Reverse degraded channel with binary additive CSI at the transmitter

Proof. The achievability proof for (a) follows from the achiev-
ability part of Corollary 2 by considering U , which is the
auxiliary random variable that represents the message, as a
Bernoulli random variable independent of S1 and S2 with
parameter λ ∈ [0 : 0.5] and setting X = U⊕S1. The converse
part of (a) follows from the converse part of Corollary 2 and
the fact that I(U ;Y ) 6 H(U). To prove (b) in Proposition 3,
we have

Q0(z = 0) = P(s1 ⊕ s2 = 0)

= P(s1 = 0, s2 = 0) + P(s1 = 1, s2 = 1)

= (1− α)(1− β) + αβ. (50)

The distribution induced at the output of the warden when
transmitting a codeword is

PZ(z = 0) = P(u⊕ s2 = 0)

= P(u = 0, s2 = 0) + P(u = 1, s2 = 1)

= (1− λ)(1− β) + λβ. (51)

Therefore, the covertness constraint PZ = Q0 requires λ =
α.

Reverse Degraded Channel with Binary Additive State: To
show the benefits of the proposed scheme, we provide an
example in which the region in Theorem 7 strictly improves
the region in Theorem 8. Consider a channel in which X,Y, Z
and S = (S1, S2) are all binary, and let S1, S2 and U
be independent Bernoulli random variables with parameters
α ∈ (0 : 0.5], β ∈ (0 : 0.5], and λ ∈ (0 : 0.5], respectively,
and let x0 = 0 (See Fig. 6). Also, let V be a Bernoulli random
variable. Here, S1 and S2 are the CSI of the warden’s channel
and the legitimate receiver’s channel, respectively, U is an
auxiliary random variable that represents the message, and V
is an auxiliary random variable that represents a description
of the CSI. The CSI is available causally at the Encoder and
the law of the channel is as follows

Z = X ⊕ S1, (52)
Y = Z ⊕ S2. (53)

Since for this example I(U ;Z) > I(U ;Y ), the achievable rate
region in Theorem 8 results in zero rate but Theorem 7 results
in the following region.

Proposition 4. The covert capacity of the DMC depicted in
Fig. 6 with causal CSI at the transmitter is lower bounded as

CC-T > Hb(η)−Hb(β), (54)

where η = αβ + (1− α)(1− β).

U X Z

S2V

Y

S1

Fig. 7. Chaining between the random variables for the reverse degraded
channel with binary additive CSI

Proof. Here we choose X = U ⊕ S1 therefore Z = U and
Y = U ⊕ S2. To prove the region in Proposition 4 by using
Theorem 7, we start with covertness constraint PZ = Q0,

Q0(z = 0) = P(s1 = 0) = α, (55)
PZ(z = 0) = P(u = 0) = λ. (56)

Therefore, the covertness constraint requires λ = α. We also
choose V = S2 therefore,

PV |S = PV |S1,S2
= PV |S2

= 1{V=S2}. (57)

The chaining between the random variables for this example is
depicted in Fig. 7. Now we show that the fourth condition in
Theorem 7 which includes the following conditions is satisfied,

I(V ;Y |U) > I(V ;Z), (58)
I(U, V ;Y ) > I(U, V ;Z). (59)

We now have,

I(V ;Y |U) = H(S2|U)−H(S2|U, Y )

= H(S2)−H(S2|U,U ⊕ S2)

= H(S2) = Hb(β),

I(V ;Z) = H(S2)−H(S2|U)
(a)
= 0.

where (a) follows since U and S2 are independent. Therefore,
the condition (58) is satisfied. For the condition in (59) we
have,

I(U, V ;Y ) = H(U, S2)−H(U, S2|Y )

= H(U) + H(S2)−H(U, S2|U ⊕ S2)

= H(U) + H(S2)−H(S2|U ⊕ S2),

I(U, V ;Z) = I(U, S2;U) = H(U)

since H(S2)−H(S2|U ⊕S2) > 0 the condition in (59) is also
satisfied. To calculate the covert rate (31a) in Theorem 7 we
have,

I(V ;Y |U) = Hb(β),

I(V ;S) = I(S2;S1, S2)

= H(S2) = Hb(β),

I(U ;Y ) = H(Y )−H(Y |U)

= H(U ⊕ S2)−H(U ⊕ S2|U)

= H(U ⊕ S2)−H(S2)

= Hb(η)−Hb(β),

where η = αβ + (1− α)(1− β).
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Remark 4 (Covertness vs. Security). This example also
captures the difference between covertness and security. Here
the warden has noiseless access to the transmitted sequence,
and therefore it can decode the transmitted message, but since
the transmitted sequence has the same statistics as the CSI it
cannot prove that communication is happening.

Remark 5 (Shared Key). In the examples provided in this sec-
tion, the codebooks are generated with the same distribution
as the CSI S1 therefore the legitimate terminals need to have
access to a shared secret key of negligible rate to discriminate
the codewords from the CSI which is consistent with our code
definition in Definition 2.

VIII. CONCLUSION

This paper studies keyless covert communication over state
dependent channels, when the CSI is available either at the
transmitter alone, or at both the transmitter and receiver, but
not to the adversary (warden). Our results show the feasibility
of covertly communicating with a positive rate without an
externally shared key between the transmitter and the receiver.
This is in stark contrast with the known results showing that
in the absence of CSI, covert communication without a shared
key is impossible at positive rates.

APPENDIX A
PROOF OF THEOREM 1

Achievability Proof: Fix PX|S(x|s) and ε1 > ε2 > 0 such
that, PZ = Q0.

Codebook Generation: For every sn ∈ Sn let Cn ,
{Xn(sn,m)}(sn,m)∈Sn×M, where M , J1 : 2nRK, be a ran-
dom codebook consisting of independent random sequences
each generated according to P⊗nX|S(·|si). We denote a realiza-
tion of Cn by Cn , {xn(sn,m)}(sn,m)∈Sn×M.

Encoding: Given the CSI sn, to send the message m, the
transmitter computes xn(sn,m) and transmits it over the chan-
nel. For a fixed codebook Cn, the induced joint distribution is

P
(Cn)
Sn,M,Xn,Zn(sn,m, x̃n, zn) = Q⊗nS (sn)2−nR

× 1{x̃n=xn(sn,m)}W
⊗n
Z|S,X(zn|sn, x̃n). (60)

Covert Analysis: We now show

ECn [D(PZn|Cn ||Q⊗nZ )] −−→
n→∞

0, (61)

where

QZ(·) =
∑

s∈S

∑

x∈X
QS(s)PX|S(x|s)WZ|X,S(·|x, s). (62)

Then we choose PX|S such that it satisfies QZ = Q0.
Henceforth, we denote by P (Cn) the distributions induced by a
fixed codebook Cn, and by P·|Cn the distributions induced by
a random codebook Cn. First, consider the following marginal
from (60),

PZn|Cn(zn) =
∑

sn

∑

m

Q⊗nS (sn)2−nR

×W⊗nZ|S,X
(
zn|sn, Xn(sn,m)

)
. (63)

We now bound ECn [D(PZn|Cn ||Q⊗nZ )] as in (67) available at
the next page, in which
(a) follows from Jensen’s inequality;
(b) follows by taking expectation with respect to s̃n and m

of the nominator of the second term in the argument of
the log function;

(c) follows by defining Ψ1 and Ψ2 as in (68) and (70);
(d) follows by defining µS,X,Z =

min
(s,x,z)∈(S,X ,Z)

PS,X,Z(s, x, z) and µZ = min
z∈Z

PZ(z).

When n → ∞ then Ψ2 in (70) vanishes; and Ψ1 in (68)
vanishes when n→∞ if,

R > I(S,X;Z)−H(S). (64)

Basic information identities yield:

I(X,S;Z) = I(X;S,Z) + I(S;Z)− I(X;S). (65)

Substituting (65) into (64) leads to

R > I(X;Z|S)−H(S|Z). (66)

Decoding and Error Probability Analysis: By access to
the CSI sn, the receiver declares that m̂ = m if there
exists a unique index m̂ such that (xn(sn, m̂), yn, sn) ∈
T (n)
ε (X,Y, S). According to the law of large numbers and

the packing lemma the probability of error goes to zero as
n→∞ if [37],

R < I(X;Y |S). (72)

The region in Theorem 1 is derived by combining (66) and
(72).

Converse Proof: We now develop an upper bound for the
non-causal side information. Consider any sequence of length-
n codes for a state-dependent channel with CSI available non-
causally at both the transmitter and the receiver, such that
P

(n)
e 6 εn and D(PZn ||Q⊗n0 ) 6 δ with limn→∞ εn = 0. Note

that the converse is consistent with the model and does not
require δ to vanish.

Epsilon Rate Region: We first define a region Aε for ε > 0
that expands the region defined in (4) as follows.

Aε ,
{
R > 0 : ∃PS,X,Y,Z ∈ Dε : R 6 I(X;Y |S) + ε

}
,

(73a)

where

Dε =





PS,X,Y,Z :

PS,X,Y,Z = QSPX|SWY,Z|X,S
D (PZ‖Q0) 6 ε

H(S|Z) > I(X;Z|S)− I(X;Y |S)− 2ε




.

(73b)

We next show that if a rate R is achievable, then R ∈ Aε for
any ε > 0. For any εn > 0 and ν > 0, we start by upper
bounding nR using standard techniques,

nR = H(M)

(a)

≤ H(M |Sn)−H(M |Y n, Sn) + nεn

= I(M ;Y n|Sn) + nεn
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ECn
[
D
(
PZn|Cn ||Q⊗nZ

)]
= ECn

[∑

zn

PZn|Cn(zn) log
(PZn|Cn(zn)

Q⊗nZ (zn)

)]

= ECn



∑

zn

∑

sn

∑

m

1

2nR
Q⊗nS (sn)W⊗nZ|S,X

(
zn|sn, Xn(sn,m)

)
log




∑
(s̃n,m̃)

Q⊗nS (s̃n)W⊗nZ|S,X
(
zn|s̃n, Xn(s̃n, m̃)

)

2nRQ⊗nZ (zn)







(a)

≤
∑

zn

∑

sn

∑

m

1

2nR

∑

xn(sn,m)

P⊗nS,X,Z
(
sn, xn(sn,m), zn

)
logE\(sn,m)




∑
(s̃n,m̃)

Q⊗nS (s̃n)W⊗nZ|S,X
(
zn|s̃n, Xn(s̃n, m̃)

)

2nRQ⊗nZ (zn)




=
∑

zn

∑

sn

∑

m

1

2nR

∑

xn(sn,m)

P⊗nS,X,Z
(
sn, xn(sn,m), zn

)

× log



Q⊗nS (sn)W⊗nZ|S,X

(
zn|sn, xn(sn,m)

)

2nRQ⊗nZ (zn)
+ E\(sn,m)




∑
(s̃n,m̃)6=(sn,m)

Q⊗nS (s̃n)W⊗nZ|S,X
(
zn|s̃n, Xn(s̃n, m̃)

)

2nRQ⊗nZ (zn)







=
∑

zn

∑

sn

∑

m

1

2nR

∑

xn(sn,m)

P⊗nS,X,Z
(
sn, xn(sn,m), zn

)

× log



Q⊗nS (sn)W⊗nZ|S,X

(
zn|sn, xn(sn,m)

)

2nRQ⊗nZ (zn)
+ E\sn



∑

m̃6=m

E\m
∑
s̃n

(
Q⊗nS (s̃n)W⊗nZ|S,X

(
zn|s̃n, Xn(s̃n, m̃)

))

2nRQ⊗nZ (zn)







(b)
=
∑

zn

∑

sn

∑

m

1

2nR

∑

xn(sn,m)

P⊗nS,X,Z
(
sn, xn(sn,m), zn

)

× log


Q

⊗n
S (sn)W⊗nZ|S,X

(
zn|sn, xn(sn,m)

)

2nRQ⊗nZ (zn)
+ E\sn


∑

m̃6=m

Q⊗nZ
(
zn
)

2nRQ⊗nZ (zn)






6
∑

zn

∑

sn

∑

m

1

2nR

∑

xn(sn,m)

P⊗nS,X,Z
(
sn, xn(sn,m), zn

)
log

(
Q⊗nS (sn)W⊗nZ|S,X

(
zn|sn, xn(sn,m)

)

2nRQ⊗nZ (zn)
+ 1

)

(c)
= Ψ1 + Ψ2 (67)

Ψ1 =
∑

m

1

2nR

∑

(sn,xn(sn,m),zn)∈T (n)
ε

P⊗nS,X,Z
(
sn, xn(sn,m), zn

)
log

(
Q⊗nS (sn)W⊗nZ|S,X

(
zn|sn, xn(sn,m)

)

2nRQ⊗nZ (zn)
+ 1

)
(68)

≤ log

(
2−n(1−ε)

(
H(S)+H(Z|S,X)

)

2nR2−n(1+ε)H(Z)
+ 1

)
(69)

Ψ2 =
∑

m

1

2nR

∑

(sn,xn(sn,m),zn)/∈T (n)
ε

P⊗nS,X,Z
(
sn, xn(sn,m), zn

)
log

(
Q⊗nS (sn)W⊗nZ|S,X

(
zn|sn, xn(sn,m)

)

2nRQ⊗nZ (zn)
+ 1

)
(70)

(d)

≤ 2|S||X||Z|e−nε2µS,X,Zn log
( 2

µZ
+ 1
)

(71)

=
n∑

i=1

I(M ;Yi|Y i−1, Sn) + nεn

=
n∑

i=1

[H(Yi|Y i−1, Sn)−H(Yi|M,Y i−1, Sn)] + nεn

(b)

≤
n∑

i=1

[H(Yi|Si)−H(Yi|M,Y i−1, Sn, Xn)] + nεn

=
n∑

i=1

[H(Yi|Si)−H(Yi|Si, Xi)] + nεn

=
n∑

i=1

I(Xi;Yi|Si) + nεn

(c)

≤ nI(X̃; Ỹ |S̃) + nεn
(d)

≤ nI(X̃; Ỹ |S̃) + nε

Authorized licensed use limited to: Univ of Texas at Dallas. Downloaded on December 30,2021 at 17:11:58 UTC from IEEE Xplore.  Restrictions apply. 



0018-9448 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIT.2021.3135291, IEEE
Transactions on Information Theory

12

(e)
= nI(X;Y |S) + nε, (74)

where
(a) follows from Fano’s inequality and since M is indepen-

dent of Sn;
(b) holds because conditioning does not increase entropy;
(c) follows from the concavity of mutual information, with

the resulting random variables X̃ , S̃, Ỹ , and Z̃ having
the following distributions

P̃X,S(x, s) ,
1

n

n∑

i=1

PXi,Si(x, s), (75a)

P̃X,S,Y,Z(x, s, y, z) , P̃X,S(x, s)WY,Z|X,S(y, z|x, s);
(75b)

(d) follows by defining ε , max{εn, ν}, where we choose n
large enough such that ν > δ

n ;
(e) follows by defining X , X̃ , Y , Ỹ , and S , S̃.
We also have,

nR = H(M)

= H(M |Sn)

≥ I(M ;Zn|Sn)

(a)
= I(M,Xn;Zn|Sn)

≥ I(Xn;Zn|Sn)

= I(Xn, Sn;Zn)− I(Sn;Zn)

=
∑

xn

∑

sn

∑

zn

P (xn, sn, zn) log
W⊗nZ|X,S(zn|xn, sn)

P (zn)

−H(Sn) + H(Sn|Zn)

>
∑

xn

∑

sn

∑

zn

P (xn, sn, zn) log
W⊗nZ|X,S(zn|xn, sn)

P (zn)

+ D(PZn ||Q⊗n0 )−H(Sn)− δ

≥
n∑

i=1

∑

xi

∑

si

∑

zi

P (xi, si, zi) log
WZ|X,S(zi|xi, si)

Q0(zi)

−
n∑

i=1

H(Si)− δ

=
n∑

i=1

D(PXi,Si,Zi ||PXi,SiQ0)−
n∑

i=1

H(Si)− δ

(b)

≥ nD(P̃X,S,Z ||P̃X,SQ0)− nH(S̃)− δ
= nD(P̃X,S,Z ||P̃X,SP̃Z) + D(P̃Z ||Q0)− nH(S̃)− δ
(c)

≥ nI(X̃, S̃; Z̃)− nH(S̃)− δ
(d)
= nI(X,S;Z)− nH(S)− δ, (76)

where
(a) follows because Xn is a function of (M,Sn);
(b) follows from Jensen’s inequality, the convexity of D(·||·),

and concavity of H(·);
(c) follows from the positivity of the KL-divergence and the

definition of random variables X̃ , S̃, Ỹ , and Z̃ in (75);
(d) follows by defining X , X̃ , Z , Z̃, and S , S̃.

For any ν > 0, by choosing n large enough and substituting
(65) into (76) ensures that

R ≥ I(X;Z|S)−H(S|Z)− ν,
≥ I(X;Z|S)−H(S|Z)− ε, (77)

where the last inequality follows from the definition of ε ,
max{εn, ν}. To show that D(PZ ||Q0) 6 ε, note that for n
large enough,

D(PZ ||Q0) = D(PZ̃ ||Q0) = D

(
1

n

n∑

i=1

PZi

∣∣∣∣∣

∣∣∣∣∣Q0

)

6
1

n

n∑

i=1

D(PZi ||Q0) 6
1

n
D(PZn ||Q⊗n0 ) 6

δ

n
6 ν 6 ε.

(78)

Combining (74) and (77) shows that ∀εn, ν > 0, R 6 max{a :
a ∈ Aε}. Therefore,

CNC-TR = max

{
a : a ∈

⋂

ε>0

Aε
}
. (79)

Continuity at Zero: One can prove the continuity at zero
of Aε by substituting min{I(U ;Y ) − I(U ;S), I(U, V ;Y ) −
I(U ;S|V )} with I(X;Y |S) and I(V ;Z) − I(V ;S) with
I(X;Z|S) − H(S|Z) in the continuity at zero proof in Ap-
pendix F and following the exact same arguments.

APPENDIX B
PROOF OF THEOREM 2

Achievability Proof: To prove the achievability of The-
orem 2 it is convenient to introduce an associated channel
WY,Z|U,S as follows: Let U ∈ U be an arbitrary auxiliary
random variable which is independent of the state S, and
let x : U × S 7→ X be a deterministic mapping subject
to 1{x=x(s,u)}. According to the Shannon strategy [38], we
define the WY,Z|U,S as a channel specified by

WY,Z|U,S =
∑

x∈X
1{x=x(s,u)}WY,Z|X,S(y, z|x, s), (80)

which results in a channel with input U , outputs Y , Z, and
state S. Therefore, we only focus on the coding problem for
the channel WY,Z|U,S for the achievability proof.

We use block-Markov coding in which B independent
messages are transmitted over B channel blocks, each of
length r, therefore the overall codeword length is n = rB
symbols. The warden’s observation Zn can be described in
terms of observations in individual block-Markov blocks Zn =
(Zr1 , . . . , Z

r
B). The distribution of the warden’s observation,

induced by the block-Markov coding, is PZn , PZr1 ,...,ZrB and
the target output distribution is Q⊗n0 =

∏B
j=1Q

⊗r
0 . Therefore,

D
(
PZn ||Q⊗n0

)
= D

(
PZr1 ...ZrB ||Q

⊗rB
0

)

=
B∑

j=1

D
(
PZrj |Z

B,r
j+1
||Q⊗r0 |PZB,rj+1

)

=

B∑

j=1

[
D
(
PZrj ||Q

⊗r
0

)
+ D(PZrj |Z

B,r
j+1
||PZrj |PZB,rj+1

)]
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=
B∑

j=1

[
D
(
PZrj ||Q

⊗r
0

)
+ I
(
Zrj ;ZB,rj+1

)]
, (81)

where ZB,rj+1 = {Zrj+1, . . . Z
r
B}. Hence, D

(
PZn ||Q⊗n0

)
−−→
n→∞

0, is equivalent to;

D
(
PZrj ||Q

⊗r
0

)
−−→
r→∞

0, I
(
Zrj ;ZB,rj+1

)
−−→
r→∞

0, ∀j ∈ J1 :BK.
(82)

This requires constructing a code that approximates Q⊗r0 in
each block, while eliminating the dependencies across blocks
created by block-Markov coding. The random code generation
is as follows.

Fix PU (u), x = x(s, u), and ε1 > ε2 > 0 such that, PZ =
Q0.

Codebook Generation for Keys: For each block j ∈ J1 :BK,
create a function Φ : Srj 7→ J1 : 2rRK K through random binning
by choosing the value of Φ(srj) independently and uniformly
at random for every srj ∈ Sr. The key kj = Φ(srj) obtained
in the block j ∈ J1 :BK from the state sequence srj is used to
assist the encoder in the next block.

Codebook Generation for Messages: For each block j ∈
J1 :BK, let Cr , {Ur(mj , kj−1)}(mj ,kj−1)∈M×K, where
M , J1 : 2rRK and K , J1 : 2rRkK, be a random codebook
consisting of independent random sequences each generated
according to P⊗rU . We denote a realization of Cr by Cr ,
{ur(mj , kj−1)}(mj ,kj−1)∈M×K.

Encoding: For the first block, we assume that the transmitter
and the receiver have access to a shared secret key k0, in this
block to transmit m1 the encoder computes ur(m1, k0) and
transmits codeword xr, where xi = x(ui(m1, k0), si). At the
end of the first block, the encoder generates a key from CSI
sr1 to be used in Block 2.

For block j ∈ J2 :BK, to send the message mj according to
the generated key kj−1 from the previous block, the encoder
computes ur(mj , kj−1) and transmits codeword xr, where
xi = x(ui(mj , kj−1), si). Also, at the end of each block
j ∈ J2 :BK, the encoder generates a key from CSI srj to be
used in the next block.

Define

Υ
(Cr)
Mj ,Kj−1,Ur,Srj ,Z

r
j ,Kj

(mj , kj−1, ũ
r, srj , z

r
j , kj)

, 2−r(Rk+R)1{ũr=ur(mj ,kj−1)}Q
⊗r
S (srj)

×W⊗rZ|U,S(zrj |ũr, srj)1{kj=Φ(s̃rj )}. (83)

For a fixed codebook Cr, the induced joint distribution by our
code design (i.e. P (Cr)) satisfies

D
(
P

(Cr)
Mj ,Kj−1,Ur,Srj ,Z

r
j ,Kj
||Υ(Cr)

Mj ,Kj−1,Ur,Srj ,Z
r
j ,Kj

)
6 ε. (84)

This intermediate distribution Υ(Cr) approximates the true
distribution P (Cr) and will be used in the sequel for bounding
purposes. Expression (84) holds because the main difference
between P (Cr) and Υ(Cr) is that the key Kj−1 is assumed to
be uniformly distributed in Υ(Cr), which is made (arbitrarily)
nearly uniform in P (Cr) with appropriate control of rate as in
(96).

Block j Block j + 1

Mj Xr
j Zr

j

Sr
j Kj

Y r
j

Kj−1

Mj+1 Xr
j+1 Zr

j+1

Sr
j+1

Y r
j+1

Fig. 8. Functional dependence graph for the block-Markov encoding scheme

Covert Analysis: We now show
ECn [D(PZn|Cn ||Q⊗nZ )] −−→

n→∞
0, where Cn is the set of

all codebooks from all blocks, and

QZ(·) =
∑

s∈S

∑

u∈U

∑

x∈X
QS(s)PU (u)1{

X=X(u,s)
}

×WZ|X,S(·|x, s). (85)

Then we choose PU and X(U, S) such that it satisfies QZ =
Q0. From the expansion in (81), by substituting Q0 with QZ ,
for every block j ∈ J2 :BK,

I(Zrj ;ZB,rj+1) 6 I(Zrj ;Kj , Z
B,r
j+1)

(a)
= I(Zrj ;Kj), (86)

where (a) holds because Zrj − Kj − ZB,rj+1 forms a Markov
chain, as seen in the functional dependence graph depicted in
Fig. 8. Also,

I(Zrj ;Kj) = D(P
(Cn)
Zrj ,Kj

||P (Cn)
Zrj

P
(Cn)
Kj

)

(b)

6 D(P
(Cn)
Zrj ,Kj

||Q⊗rZ QKj ), (87)

where QKj is the uniform distribution over J1 : 2rRK K and (b)
follows from the positivity of relative entropy and

D(PZrj ,Kj ||PZrj PKj ) = D(PZrj ,Kj ||Q
⊗r
Z QKj )

− D(PKj ||QKj )− D(PZrj ||Q
⊗r
Z ). (88)

Therefore by combining (81), (87), and (88),

D(PZn|Cn ||Q⊗nZ ) 6 2
B∑

j=1

D(PZrj ,Kj |Cr ||Q
⊗r
Z QKj ). (89)

We now proceed to bound the right-hand side of (89). First,
consider the following marginal from (83),

ΥZrj ,Kj |Cr (z
r
j , kj) =

∑

mj

∑

kj−1

∑

srj

1

2r(R+Rk)

×Q⊗rS (srj)W
⊗r
Z|U,S

(
zrj |Ur(mj , kj−1), srj

)
1{kj=Φ(srj )}. (90)

From (84) and the monotonicity of KL-divergence we have,

D
(
ΥZrj ,Kj |Cr ||PZrj ,Kj |Cr

)
6 ε. (91)

To bound the Right Hand Side (RHS) of (89) by using
Lemma 1 and the triangle inequality we have,

ECr ||PZrj ,Kj |Cr −Q
⊗r
Z QKj ||1
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6 ECr ||PZrj ,Kj |Cr −ΥZrj ,Kj |Cr ||1
+ ECr ||ΥZrj ,Kj |Cr −Q

⊗r
Z QKj ||1. (92)

From Lemma 1 and (91) the first term on the RHS of (92)
vanishes as r grows. We now bound the second term on the
RHS of (92) by using Lemma 1 as in (93) available at the
next page, in which
(a) follows from Jensen’s inequality;
(b) holds because 1{·} 6 1;
(c) follows by defining Ψ1 and Ψ2 as follows,

Ψ1 =
∑

kj

∑

mj

∑

kj−1

1

2r(R+Rk+RK)

×
∑

(
ur(mj ,kj−1),srj ,z

r
j

)
∈T (n)

ε

Υ⊗rUr,Sr,Zr
(
ur(mj , kj−1), srj , z

r
j

)

× log

(
Q⊗rS (srj)W

⊗r
Z|U,S

(
zrj |ur(mj , kj−1), srj

)

2r(R+Rk−RK)Q⊗rZ (zrj )

+
2rRKQ⊗rS,Z(srj , z

r
j )

Q⊗rZ (zrj )
+
W⊗rZ|U

(
zrj |ur(mj , kj−1)

)

2r(R+Rk)Q⊗rZ (zrj )
+ 1

)

≤ log

(
2rRK2−r(1−ε)(H(S)+H(Z|U,S))

2r(R+Rk)2−r(1+ε)H(Z)

+
2rRK2−r(1−ε)H(S,Z)

2−r(1+ε)H(Z)
+

2−r(1−ε)H(Z|U)

2r(R+Rk)2−r(1+ε)H(Z)
+ 1

)

(94)

Ψ2 =
∑

kj

∑

mj

∑

kj−1

1

2r(R+Rk+RK)

×
∑

(
ur(mj ,kj−1),srj ,z

r
j

)
/∈T (n)
ε

Υ⊗rUr,Sr,Zr
(
ur(mj , kj−1), srj , z

r
j

)

× log

(
Q⊗rS (srj)W

⊗r
Z|U,S

(
zrj |ur(mj , kj−1), srj

)

2r(R+Rk−RK)Q⊗rZ (zrj )

+
2rRKQ⊗rS,Z(srj , z

r
j )

Q⊗rZ (zrj )
+
W⊗rZ|U

(
zrj |ur(mj , kj−1)

)

2r(R+Rk)Q⊗rZ (zrj )
+ 1

)

≤ 2|U ||S||Z|e−rε2µU,S,Zr log
( 2

µZ
+ 1
)
, (95)

where µU,S,Z = min
(u,s,z)∈(U,S,Z)

PU,S,Z(u, s, z) and µZ =

min
z∈Z

PZ(z). When r → ∞ then Ψ2 → 0, by choosing

RK = H(S|Z)− ε, Ψ1 vanishes when r grows if,

R+Rk > I(U ;Z|S), (96a)
R+Rk > I(U ;Z). (96b)

Since U and S are independent, (96b) is redundant because
of (96a).

Decoding and Error Probability Analysis: At the end of
the block j ∈ J1 :BK, using its knowledge of the CSI srj
of the current block and the key kj−1 generated from the
previous block, the receiver finds a unique m̂j such that(
ur(m̂j , kj−1), srj , y

r
j

)
∈ T (r)

ε . To analyze the probability of
error, we define the following error events for j ∈ J1 :BK

E =
{
M̂ 6= M

}
, (97a)

Ej =
{
M̂j 6= Mj

}
, (97b)

E1,j =
{(
Ur(Mj ,Kj−1), Srj

)
/∈ T (r)

ε1 (QSPU )
}
, (97c)

E2,j =
{(
Ur(Mj ,Kj−1), Srj , Y

r
j

)
/∈ T (r)

ε2 (QSPUWY |U,S)
}
,

(97d)

E3,j =
{(
Ur(kj−1, m̂j), S

r
j , Y

r
j

)
∈ T (r)

ε2 , for some m̂j 6= Mj

}
,

(97e)

where ε2 > ε1 > ε > 0. The probability of error is upper
bounded as follows,

P(E) 6 P
{⋃B

j=1
Ej
}
6

B∑

j=1

P(Ej). (98)

Now we bound P(Ej) by using union bound

P(Ej) 6 P(E1,j) + P(Ec1,j ∩ E2,j) + P(Ec2,j ∩ E3,j). (99)

By the law of large numbers the first and second term on RHS
of (99) vanishes when r grows. According to the law of large
numbers and the packing lemma, the last term on RHS of (99)
vanishes when r grows if [37],

R < I(U ;S, Y ) = I(U ;Y |S). (100)

Furthermore, this scheme requires that

Rk 6 RK = H(S|Z)− ε, (101)

The region in Theorem 2 is obtained by applying Fourier-
Motzkin to (96a), (100), and (101).

Converse Proof: We now develop an upper bound when
CSI is available causally at both of the legitimate terminals.
Consider any sequence of length-n codes for a state-dependent
channel with CSI available causally at both the transmitter and
the receiver such that P (n)

e 6 εn and D(PZn ||Q⊗n0 ) 6 δ with
limn→∞ εn = 0. Note that the converse is consistent with the
model and does not require δ to vanish.

Epsilon Rate Region: We first define a region Aε for ε > 0
that expands the region defined in (6) as follows,

Aε ,
{
R > 0 : ∃PS,U,X,Y,Z ∈ Dε : R 6 I(U ;Y |S) + ε

}
,

(102a)

where

Dε =





PS,U,X,Y,Z :

PS,U,X,Y,Z = QSPU1{
X=X(U,S)

}WY,Z|X,S

D (PZ‖Q0) 6 ε

H(S|Z) > I(U ;Z|S)− I(U ;Y |S)− 2ε

|U| 6 |X |+ 1





.

(102b)

We next show that if a rate R is achievable then R ∈ Aε for
any ε > 0. For any εn > 0 and ν > 0, we start by upper
bounding nR using standard techniques,

nR = H(M)

(a)

≤ H(M |Sn)−H(M |Y n, Sn) + nεn

= I(M ;Y n|Sn) + nεn

=
n∑

i=1

I(M ;Yi|Y i−1, Sn) + nεn
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ECr [D(ΥZrj ,Kj |Cr ||Q
⊗r
Z QKj )] = ECr

[ ∑

zrj ,kj

ΥZrj ,Kj |Cr (z
r
j , kj) log

(ΥZrj ,Kj |Cr (z
r
j , kj)

Q⊗rZ (zrj )QKj (kj)

)]

= ECr

[ ∑

(zrj ,kj)

∑

mj

∑

kj−1

1

2r(R+Rk)

∑

srj

Q⊗rS (srj)W
⊗r
Z|U,S

(
zrj |Ur(mj , kj−1), srj

)
1{kj=Φ(srj )}

× log

(
∑
m̃j

∑
k̃j−1

∑
s̃rj

Q⊗rS (s̃rj)W
⊗r
Z|U,S

(
zrj |Ur(m̃j , k̃j−1), s̃rj

)
1{kj=Φ(s̃rj )}

2r(R+Rk−RK)Q⊗rZ (zrj )

)]

(a)

≤
∑

(zrj ,kj)

∑

mj

∑

kj−1

1

2r(R+Rk)

∑

srj

∑

ur(mj ,kj−1)

Υ⊗rUr,Sr,Zr
(
ur(mj , kj−1), srj , z

r
j

)
EΦ(srj )

[
1{kj=Φ(srj )}

]

× logE\((mj ,kj−1),Φ(srj ))

[
∑
m̃j

∑
k̃j−1

∑
s̃rj

Q⊗rS (s̃rj)W
⊗r
Z|U,S

(
zrj |Ur(m̃j , k̃j−1), s̃rj

)
1{kj=Φ(s̃rj )}

2r(R+Rk−RK)Q⊗rZ (zrj )

]

(b)

≤
∑

(zrj ,kj)

∑

mj

∑

kj−1

1

2r(R+Rk)

∑

srj

∑

ur(mj ,kj−1)

Υ⊗rUr,Sr,Zr
(
ur(mj , kj−1, s

r
j , z

r
j )
) 1

2rRK

× log
1

2r(R+Rk−RK)Q⊗rZ (zrj )

(
Q⊗rS (srj)W

⊗r
Z|U,S

(
zrj |ur(mj , kj−1), srj

)

+ E\(mj ,kj−1)

[ ∑

(m̃j ,k̃j−1) 6=(mj ,kj−1)

Q⊗rS (srj)W
⊗r
Z|U,S

(
zrj |Ur(m̃j , k̃j−1), srj

)
]

+ E\Φ(srj )

[∑

s̃rj

Q⊗rS (s̃rj)W
⊗r
Z|U,S

(
zrj |ur(mj , kj−1), s̃rj

)
1{kj=Φ(s̃rj )}

]

+ E\((mj ,kj−1),Φ(srj ))

[∑

s̃rj

∑

(m̃j ,k̃j−1)6=(mj ,kj−1)

Q⊗rS (s̃rj)W
⊗r
Z|U,S

(
zrj |Ur(m̃j , k̃j−1), s̃rj

)
1{kj=Φ(s̃rj )}

])

≤
∑

(zrj ,kj)

∑

mj

∑

kj−1

1

2r(R+Rk+RK)

∑

srj

∑

ur(mj ,kj−1)

Υ⊗rUr,Sr,Zr
(
ur(mj , kj−1), srj , z

r
j

)

× log

(
Q⊗rS (srj)W

⊗r
Z|U,S

(
zrj |ur(mj , kj−1), srj

)

2r(R+Rk−RK)Q⊗rZ (zrj )
+

∑

(k̃j−1,m̃j)6=(mj ,kj−1)

Q⊗rS,Z(srj , z
r
j )

2r(R+Rk−RK)Q⊗rZ (zrj )

+
W⊗rZ|U

(
zrj |ur(mj , kj−1)

)

2r(R+Rk)Q⊗rZ (zrj )
+ 1

)

≤
∑

(zrj ,kj)

∑

mj

∑

kj−1

1

2r(R+Rk+RK)

∑

srj

∑

ur(mj ,kj−1)

Υ⊗rUr,Sr,Zr
(
ur(mj , kj−1), srj , z

r
j

)

× log

(
Q⊗rS (srj)W

⊗r
Z|U,S

(
zrj |ur(mj , kj−1), srj

)

2r(R+Rk−RK)Q⊗rZ (zrj )
+

2rRKQ⊗rS,Z(srj , z
r
j )

Q⊗rZ (zrj )
+
W⊗rZ|U

(
zrj |ur(mj , kj−1)

)

2r(R+Rk)Q⊗rZ (zrj )
+ 1

)

(c)
= Ψ1 + Ψ2, (93)

=
n∑

i=1

[H(Yi|Y i−1, Sn)−H(Yi|M,Y i−1, Sn)] + nεn

(b)

≤
n∑

i=1

[H(Yi|Si)−H(Yi|Ui, Si)] + nεn

=
n∑

i=1

I(Ui;Yi|Si) + nεn

(c)

≤ nI(Ũ ; Ỹ |S̃) + nεn
(d)

≤ nI(Ũ ; Ỹ |S̃) + nε

(e)
= nI(U ;Y |S) + nε (103)

where
(a) follows from Fano’s inequality and since M is indepen-
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dent of Sn;
(b) holds because conditioning does not increase entropy and

Ui = (M,Y i−1, Sn∼i);
(c) follows from the concavity of mutual information, with

the resulting random variables Ũ , S̃, and Ỹ having the
following distributions

P̃U,S,X(u, s, x) ,
1

n

n∑

i=1

PUi,Si,Xi(u, s, x),

(104a)

P̃U,S,X,Y,Z(u, s, x, y, z) , P̃U,S,X(u, s, x)

×WY,Z|X,S(y, z|x, s); (104b)

(d) follows by defining ε , max{εn, ν}, where we choose n
large enough such that ν > δ

n ;
(e) follows by defining U , Ũ , Y , Ỹ , and S , S̃.
We now have,

nR
(a)

≥ nI(X̃, S̃; Z̃)− nH(S̃)− ε
(b)

≥ nI(Ũ , S̃; Z̃)− nH(S̃)− ε
(c)
= I(U, S;Z)−H(S)− ε, (105)

where
(a) follows from the exact same steps as in (77);
(b) follows from the Markov chain U−(X,S)−Z and from

the definition of random variables Ũ , X̃ , S̃, Ỹ , and Z̃ in
(104);

(c) follows by defining U , Ũ , Z , Z̃, and S , S̃.
Rewriting the bound in (105) by using the basic property in
(65) leads to

R > I(U ;Z|S)−H(S|Z)− ε. (106)

To show that D(PZ ||Q0) 6 ε, note that for n large enough,

D(PZ ||Q0) = D(PZ̃ ||Q0) = D

(
1

n

n∑

i=1

PZi

∣∣∣∣∣

∣∣∣∣∣Q0

)

6
1

n

n∑

i=1

D(PZi ||Q0) 6
1

n
D(PZn ||Q⊗n0 ) 6

δ

n
6 ν 6 ε.

(107)

Combining (103) and (106) shows that ∀εn, ν > 0, R 6
max{a : a ∈ Aε}. Therefore,

CC-TR = max

{
a : a ∈

⋂

ε>0

Aε
}
. (108)

Continuity at Zero: Continuity at zero for Aε is established by
substituting min{I(U ;Y )− I(U ;S), I(U, V ;Y )− I(U ;S|V )}
with I(U ;Y |S) and I(V ;Z) − I(V ;S) with I(U ;Z|S) −
H(S|Z) in the continuity at zero proof in Appendix F and
following the same arguments.

APPENDIX C
PROOF OF THEOREM 3

Achievability Proof: We adopt a block-Markov encoding
scheme in which B independent messages are transmitted over

B channel blocks each of length r, such that n = rB. The
warden’s observation is Zn = (Zr1 , . . . , Z

r
B), the target output

distribution is Q⊗n0 , and Equation (81), describing the distance
between the two distributions, continues to hold. The random
code generation is as follows.

Fix PX and ε1 > ε2 > 0 such that, PZ = Q0.
Codebook Generation for Keys: For each block j ∈ J1 :BK,

create a function Φ : Srj 7→ J1 : 2rRK K through random binning
by choosing the value of Φ(srj) independently and uniformly
at random for every srj ∈ Sr. The key kj = Φ(srj) obtained
in the block j ∈ J1 :BK from the state sequence srj is used to
assist the encoder in the next block.

Codebook Generation for Messages: For each block j ∈
J1 :BK, let Cr , {Xr(mj , kj−1)}(mj ,kj−1)∈M×K, where
M , J1 : 2rRK and K , J1 : 2rRkK, be a random codebook
consisting of independent random sequences each generated
according to P⊗rX . We denote a realization of Cr by Cr ,
{xr(mj , kj−1)}(mj ,kj−1)∈M×K.

Encoding: For the first block, we assume that the transmitter
and the receiver have access to a shared secret key k0, in this
block to transmit m1 the encoder computes xr(m1, k0) and
transmits it over the channel. At the end of the first block, the
encoder generates a key from CSI sr1 to be used in Block 2.

For block j ∈ J2 :BK, to send the message mj according to
the generated key kj−1 from the previous block, the encoder
computes xr(mj , kj−1) and transmits it over the channel.
Also, at the end of the block j ∈ J2 :BK, the encoder generates
a key from CSI srj to be used in the next block.

Define

Υ
(Cr)
Mj ,Kj−1,Xr,Srj ,Z

r
j ,Kj

(mj , kj−1, x̃
r, srj , z

r
j , kj)

, 2−r(R+Rk)1{x̃r=xr(mj ,kj−1)}Q
⊗r
S (srj)

×W⊗rZ|X,S
(
zrj |x̃r, srj

)
1{kj=Φ(s̃rj )}. (109)

For a fixed codebook Cr, the induced joint distribution by our
code design (i.e. P (Cr)) satisfies

D
(
P

(Cr)
Mj ,Kj−1,Xr,Srj ,Z

r
j ,Kj
||Υ(Cr)

Mj ,Kj−1,Xr,Srj ,Z
r
j ,Kj

)
6 ε.

(110)

This intermediate distribution Υ(Cr) approximates the true
distribution P (Cr) and will be used in the sequel for bounding
purposes. Expression (110) holds because the main difference
between P (Cr) and Υ(Cr) is that the key Kj−1 is assumed to
be uniformly distributed in Υ(Cr), which is made (arbitrarily)
nearly uniform in P (Cr) with appropriate control of rate as in
(118).

Covert Analysis: We now show that this coding scheme
guarantees that ECn [D(PZn|Cn ||Q⊗nZ )] −−→

n→∞
0, where Cn is

the set of all the codebooks for all blocks, and

QZ(·) =
∑

s∈S

∑

x∈X
QS(s)PX(x)WZ|X,S(·|x, s). (111)

Then we choose PX such that it satisfies QZ = Q0. Similar
to (89), by using the functional dependence graph depicted in
Fig. 9,

D(PZn|Cn ||Q⊗nZ ) 6 2
B∑

j=1

D(PZrj ,Kj |Cr ||Q
⊗r
Z QKj ). (112)

Authorized licensed use limited to: Univ of Texas at Dallas. Downloaded on December 30,2021 at 17:11:58 UTC from IEEE Xplore.  Restrictions apply. 



0018-9448 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIT.2021.3135291, IEEE
Transactions on Information Theory

17

Block j Block j + 1

Mj Xr
j Zr

j

Sr
j Kj

Y r
j

Kj−1

Mj+1 Xr
j+1 Zr

j+1

Sr
j+1

Y r
j+1

Fig. 9. Functional dependence graph for the block-Markov encoding scheme

We now proceed to bound the RHS of (112). First, consider
the following marginal from (109),

ΥZrj ,Kj |Cr (z
r
j , kj) =

∑

mj

∑

kj−1

∑

srj

1

2r(R+Rk)

×Q⊗rS (srj)W
⊗r
Z|X,S

(
zrj |Xr(mj , kj−1), srj

)
1{kj=Φ(srj )}.

(113)

To bound the RHS of (112) by using Lemma 1 and the triangle
inequality we have,

ECr ||PZrj ,Kj |Cr −Q
⊗r
Z QKj ||1

6 ECr ||PZrj ,Kj |Cr −ΥZrj ,Kj |Cr ||1
+ ECr ||ΥZrj ,Kj |Cr −Q

⊗r
Z QKj ||1. (114)

From Lemma 1 and (110) the first term on the RHS of (114)
vanishes as r grows. We now bound the second term on the
RHS of (92) by using Lemma 1 as in (115) available at the
next page, in which
(a) follows from Jensen’s inequality;
(b) holds because 1{·} 6 1;
(c) follows by defining Ψ1 and Ψ2 as follows,

Ψ1 =
∑

kj

∑

kj−1

∑

mj

1

2r(R+Rk+RK)

×
∑

(
xr(mj ,kj−1),srj ,z

r
j

)
∈T (n)

ε

Υ⊗rXr,Sr,Zr
(
xr(mj , kj−1), srj , z

r
j

)

× log

(
Q⊗rS (srj)W

⊗r
Z|X,S

(
zrj |xr(mj , kj−1), srj

)

2r(R+Rk−RK)Q⊗rZ (zrj )

+
2rRKQ⊗rS,Z(srj , z

r
j )

Q⊗rZ (zrj )
+
W⊗rZ|X

(
zrj |xr(mj , kj−1)

)

2r(R+Rk)Q⊗rZ (zrj )
+ 1

)

≤ log

(
2rRK2−r(1−ε)

(
H(S)+H(Z|X,S)

)

2r(R+Rk)2−r(1+ε)H(Z)

+
2rRK2−r(1−ε)H(S,Z)

2−r(1+ε)H(Z)
+

2−r(1−ε)H(Z|X)

2r(R+Rk)2−r(1+ε)H(Z)
+ 1

)

(116)

Ψ2 =
∑

kj

∑

kj−1

∑

mj

1

2r(R+Rk+RK)

×
∑

(
xr(mj ,kj−1),srj ,z

r
j

)
/∈T (n)
ε

Υ⊗rXr,Sr,Zr
(
xr(mj , kj−1), srj , z

r
j

)

× log

(
Q⊗rS (srj)W

⊗r
Z|X,S

(
zrj |xr(mj , kj−1), srj

)

2r(R+Rk−RK)Q⊗rZ (zrj )

+
2rRKQ⊗rS,Z(srj , z

r
j )

Q⊗rZ (zrj )
+
W⊗rZ|X

(
zrj |xr(mj , kj−1)

)

2r(R+Rk)Q⊗rZ (zrj )
+ 1

)

≤ 2|X||S||Z|e−rε2µX,S,Zr log
( 2

µZ
+ 1
)
, (117)

where µX,S,Z = min
(x,s,z)∈(X ,S,Z)

PX,S,Z(x, s, z) and µZ =

min
z∈Z

PZ(z). When r → ∞ then Ψ2 → 0, by choosing

RK = H(S|Z)− ε, Ψ1 vanishes when r grows if,

R+Rk > I(X;Z|S), (118a)
R+Rk > I(X;Z). (118b)

Since X and S are independent, (118b) is redundant because
of (118a).

Decoding and Error Probability Analysis: At the end of
the block j ∈ J1 :BK, using its knowledge of the CSI srj
of the current block and the key kj−1 generated from the
previous block, the receiver finds a unique m̂j such that(
ur(m̂j , kj−1), srj , y

r
j

)
∈ T (r)

ε . To analyze the probability of
error, we define the following error events for j ∈ J1 :BK,

E =
{
M̂ 6= M

}
, (119a)

Ej =
{
M̂j 6= Mj

}
, (119b)

E1,j =
{(
Xr(Mj ,Kj−1), Srj

)
/∈ T (r)

ε1 (QSPX)
}
, (119c)

E2,j =
{(
Xr(Mj ,Kj−1), Srj , Y

r
j

)
/∈ T (r)

ε2 (QSPXWY |X,S)
}
,

(119d)

E3,j =
{(
Xr(kj−1, m̂j), S

r
j , Y

r
j

)
∈ T (r)

ε2 ,

for some m̂j 6= Mj

}
, (119e)

where ε2 > ε1 > ε > 0. The probability of error is upper
bounded as follows,

P(E) 6 P
{⋃B

j=1
Ej
}
6

B∑

j=1

P(Ej). (120)

Now we bound P(Ej) by using union bound

P(Ej) 6 P(E1,j) + P(Ec1,j ∩ E2,j) + P(Ec2,j ∩ E3,j). (121)

By the law of large numbers the first and second term on
RHS of (121) vanishes when r grows. According to the law
of large numbers and the packing lemma, the last term on
RHS of (121) vanishes when r grows if [37],

R < I(X;S, Y ) = I(X;Y |S). (122)

Furthermore, this scheme requires that,

Rk 6 RK = H(S|Z)− ε. (123)

The region in Theorem 3 is obtained by applying Fourier-
Motzkin to (118a), (122), and (123).

Remark 6. In the achievability proof of Theorem 2 and
Theorem 3 we transmit B messages over B blocks. We assume
that there exists a shared secret key between the transmitter
and the receiver that is used in the first block to bootstrap
the covert communication. Consequently, the shared secret key
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ECr [D(ΥZrj ,Kj |Cr ||Q
⊗r
Z QKj )] = ECr

[ ∑

(zrj ,kj)

ΥZrj ,Kj |Cr (z
r
j , kj) log

(
ΥZrj ,Kj |Cr (z

r
j , kj)

Q⊗rZ (zrj )QKj (kj)

)]

= ECr

[ ∑

(zrj ,kj)

∑

mj

∑

kj−1

1

2r(R+Rk)

∑

srj

Q⊗rS (srj)W
⊗r
Z|X,S

(
zrj |Xr(mj , kj−1), srj

)
1{kj=Φ(srj )}

× log

(
∑
m̃j

∑
k̃j−1

∑
s̃rj

Q⊗rS (s̃rj)W
⊗r
Z|X,S

(
zrj |Xr(m̃j , k̃j−1), s̃rj

)
1{kj=Φ(s̃rj )}

2r(R+Rk−RK)Q⊗rZ (zrj )

)]

(a)

≤
∑

(zrj ,kj)

∑

mj

∑

kj−1

1

2r(R+Rk)

∑

srj

∑

xr(mj ,kj−1)

Υ⊗rXr,Sr,Zr
(
xr(mj , kj−1), srj , z

r
j

)
× EΦ(srj )

[
1{kj=Φ(srj )}

]

× logE\((mj ,kj−1),Φ(srj ))

[
∑
m̃j

∑
k̃j−1

∑
s̃rj

Q⊗rS (s̃rj)W
⊗r
Z|X,S

(
zrj |Xr(m̃j , k̃j−1), s̃rj

)
1{kj=Φ(s̃rj )}

2r(R+Rk−RK)Q⊗rZ (zrj )

]

(b)

≤
∑

(zrj ,kj)

∑

mj

∑

kj−1

1

2r(R+Rk)

∑

srj

∑

xr(mj ,kj−1)

Υ⊗rXr,Sr,Zr
(
xr(mj , kj−1), srj , z

r
j

)
× 1

2rRK

× log
1

2r(R+Rk−RK)Q⊗rZ (zrj )

(
Q⊗rS (srj)W

⊗r
Z|X,S

(
zrj |xr(mj , kj−1), srj

)

+ E\(mj ,kj−1)

[ ∑

(m̃j ,k̃j−1)6=(mj ,kj−1)

Q⊗rS (srj)W
⊗r
Z|X,S

(
zrj |Xr(m̃j , k̃j−1), srj

)
]

+ E\Φ(srj )

[ ∑

s̃rj 6=srj

Q⊗rS (s̃rj)×W⊗rZ|X,S
(
zrj |xr(mj , kj−1), s̃rj

)
1{kj=Φ(s̃rj )}

]

+ E\((mj ,kj−1),Φ(srj ))

[ ∑

s̃rj 6=srj

∑

(m̃j ,k̃j−1)6=(mj ,kj−1)

Q⊗rS (s̃rj)W
⊗r
Z|X,S

(
zrj |Xr(m̃j , k̃j−1), s̃rj

)
1{kj=Φ(s̃rj )}

])

≤
∑

(zrj ,kj)

∑

mj

∑

kj−1

1

2r(R+Rk+RK)

∑

srj

∑

xr(mj ,kj−1)

Υ⊗rXr,Sr,Zr
(
xr(mj , kj−1), srj , z

r
j

)

× log

(
Q⊗rS (srj)W

⊗r
Z|X,S

(
zrj |xr(mj , kj−1), srj

)

2r(R+Rk−RK)Q⊗rZ (zrj )
+

∑

(m̃j ,k̃j−1)6=(mj ,kj−1)

Q⊗rS,Z(srj , z
r
j )

2r(R+Rk−RK)Q⊗rZ (zrj )

+
∑

s̃rj 6=srj

Q⊗rS (s̃rj)W
⊗r
Z|X,S

(
zrj |xr(mj , kj−1), s̃rj

)

2r(R+Rk)Q⊗rZ (zrj )
+ 1

)

≤
∑

(zrj ,kj)

∑

mj

∑

kj−1

1

2r(R+Rk+RK)

∑

srj

∑

xr(mj ,kj−1)

Υ⊗rXr,Sr,Zr
(
xr(mj , kj−1), srj , z

r
j

)

× log

(
Q⊗rS (srj)W

⊗r
Z|X,S

(
zrj |xr(mj , kj−1), srj

)

2r(R+Rk−RK)Q⊗rZ (zrj )
+

2rRKQ⊗rS,Z(srj , z
r
j )

Q⊗rZ (zrj )
+
W⊗rZ|X

(
zrj |xr(mj , kj−1)

)

2r(R+Rk)Q⊗rZ (zrj )
+ 1

)

(c)
= Ψ1 + Ψ2, (115)

rate is negligible. However, to eliminate the need for this secret
key, similar to the block Markov encoding schemes in [39],
[40] we can transmit B − 1 messages over B blocks and
remove the decodability condition of the message of the first
block, this results in a slight rate loss in the first block, which
becomes asymptotically negligible as the number of blocks
B →∞.

Converse Proof: To establish the upper bound, consider
any sequence of length-n codes for a state-dependent channel
with CSI available strictly causally at both the transmitter and
the receiver, such that P (n)

e 6 εn and D(PZn ||Q⊗n0 ) 6 δ with
limn→∞ εn = 0. Note that the converse is consistent with the
model and does not require δ to vanish.

Epsilon Rate Region: We first define a region Aε for ε > 0
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that expands the region defined in (8) as follows,

Aε ,
{
R > 0 : ∃PS,X,Y,Z ∈ Dε : R 6 I(X;Y |S) + ε

}
,

(124a)

where

Dε =





PS,X,Y,Z :

PS,X,Y,Z = QSPXWY,Z|X,S
D (PZ‖Q0) 6 ε

H(S|Z) > I(X;Z|S)− I(X;Y |S)− 2ε




.

(124b)

We next show that if a rate R is achievable then R ∈ Aε for
any ε > 0. For any εn > 0 and ν > 0, we start by upper
bounding nR using standard techniques.

nR = H(M)

(a)

6 H(M |Sn)−H(M |Y n, Sn) + nεn

= I(M ;Y n|Sn) + nεn

=
n∑

i=1

I(M ;Yi|Y i−1, Sn) + nεn

6
n∑

i=1

[H(Yi|Y i−1, Sn)−H(Yi|Y i−1, Sn, Xi,M)] + nεn

(b)

6
n∑

i=1

I(Xi;Yi|Si) + nεn

(c)

6 nI(X̃; Ỹ |S̃) + nεn
(d)

6 nI(X̃; Ỹ |S̃) + nε

(e)
= nI(X;Y |S) + nε, (125)

where
(a) follows from Fano’s inequality and since M is indepen-

dent of Sn;
(b) holds because conditioning does not increase entropy and

(M,Y i−1, Sn∼i, X
n
∼i) − (Xi, Si) − Yi forms a Markov

chain;
(c) follows from concavity of mutual information, with re-

spect to the input distribution, with the random variables
X̃ , S̃, Ỹ , and Z̃ having the following distributions

P̃X,S(x, s) ,
1

n

n∑

i=1

PXi,Si(x, s), (126a)

P̃X,S,Y,Z(x, s, y, z) , P̃X,S(x, s)WY,Z|X,S(y, z|x, s);
(126b)

(d) follows by defining ε , max{εn, ν}, where we choose n
large enough such that ν > δ

n ;
(e) follows by defining U , Ũ , Y , Ỹ , and S , S̃.
By following the same steps as in (77) we also have,

nR ≥ nI(X̃, S̃; Z̃)− nH(S̃)− ε, (127)

where the random variables X̃ , S̃, Ỹ , and Z̃ have been defined
in (126). Substituting (65) into (127) leads to

R ≥ I(X̃; Z̃|S̃)−H(S̃|Z̃)− ε

= I(X;Z|S)−H(S|Z)− ε, (128)

where the last equality follows by defining U , Ũ , Z , Z̃,
and S , S̃. To show that D(PZ ||Q0) 6 ε, note that for n
large enough,

D(PZ ||Q0) = D(PZ̃ ||Q0) = D

(
1

n

n∑

i=1

PZi

∣∣∣∣∣

∣∣∣∣∣Q0

)

6
1

n

n∑

i=1

D(PZi ||Q0) 6
1

n
D(PZn ||Q⊗n0 ) 6

δ

n
6 ν 6 ε.

(129)

Combining (125) and (128) shows that ∀εn, ν > 0, R 6
max{a : a ∈ Aε}. Therefore,

CSC-TR = max

{
a : a ∈

⋂

ε>0

Aε
}
. (130)

Continuity at Zero: One can prove the continuity at zero
of Aε by substituting min{I(U ;Y ) − I(U ;S), I(U, V ;Y ) −
I(U ;S|V )} with I(X;Y |S) and I(V ;Z) − I(V ;S) with
I(X;Z|S) − H(S|Z) in the continuity at zero proof in Ap-
pendix F and following the exact same arguments.

APPENDIX D
PROOF OF THEOREM 4

We adopt a block-Markov encoding scheme in which B
independent messages are transmitted over B channel blocks
each of length r, such that n = rB. The warden’s observation
is Zn = (Zr1 , . . . , Z

r
B), the distribution induced at the output

of the warden is PZn , the target output distribution is Q⊗n0 ,
and Equation (81), describing the distance between the two
distributions, continues to hold. The random code generation
is as follows.

Fix PU |S(u|s), PV |S(v|s), x(u, s), and ε1 > ε2 > 0 such
that, PZ = Q0.

Codebook Generation for Keys: For each block j ∈
J1 :BK, let C(r)

1 ,
{
V r(aj)

}
aj∈A, where A , J1 : 2rR̃K,

be a random codebook consisting of independent random
sequences each generated according to P⊗rV , where PV =∑
s∈S QS(s)PV |S(v|s). We denote a realization of C(r)

1 by
C(r)

1 ,
{
vr(aj)

}
aj∈A. Partition the set of indices aj ∈

J1 : 2rR̃K into bins B(t), t ∈ J1 : 2rRT K by using function
ϕ : V r(aj) 7→ J1 : 2rRT K through random binning by choosing
the value of ϕ(vr(aj)) independently and uniformly at random
for every vr(aj) ∈ Vr. For each block j ∈ J1 :BK, create a
function Φ : V r(aj) 7→ J1 : 2rRK K through random binning by
choosing the value of Φ(vr(aj)) independently and uniformly
at random for every vr(aj) ∈ Vr. The key kj = Φ(vr(aj))
obtained in block j ∈ J1 :BK from the description of the CSI
sequence vr(aj) is used to assist the encoder in block j + 2.

Codebook Generation for Messages: For
each block j ∈ J1 :BK, let C

(r)
2 ,{

Ur(mj , tj−1, kj−2, `j)
}

(mj ,tj−1,kj−2,`j)∈M×T ×K×L,

where M , J1 : 2rRK, T , J1 : 2rRtK, K , J1 : 2rRkK,
and L , J1 : 2rR

′
K, be a random codebook consisting

of independent random sequences each generated
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Γ
(Cr)
Mj ,Tj−1,Kj−2,Lj ,Aj ,Ur,V r,Srj ,Z

r
j ,Kj−1,Tj ,Kj

(mj , tj−1, kj−2, `j , aj , ũ
r, ṽrj , s

r
j , z

r
j , kj−1, tj , kj)

= 2−r(R+Rt+Rk+R′+R̃)1{ũr=ur(mj ,tj−1,kj−2,`j)}1{ṽr=vr(aj)}P
⊗r
S|U,V (srj |ũr, ṽr)

×W⊗rZ|U,S(zrj |ũr, srj)2−rRk1{tj=σ(ṽr)}1{kj=Φ(ṽr)}, (131)

f(`j , aj |srj ,mj , tj−1, kj−2) =
P⊗rS|U,V

(
srj |ur(mj , tj−1, kj−2, `j), v

r(aj)
)

∑
`′j∈J1 : 2rR′K

∑
a′j∈J1 : 2rR̃K

P⊗rS|U,V
(
srj |ur(mj , tj−1, kj−2, `′j), v

r(a′j)
) , (132)

Υ
(Cr)
Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r,V r,Zrj ,Kj−1,Tj ,Kj
(mj , tj−1, kj−2, s

r
j , `j , aj , ũ

r, ṽr, zrj , kj−1, tj , kj)

, 2−r(R+Rt+Rk)Q⊗rS (srj)f(`j , aj |srj ,mj , tj−1, kj−2)1{ũr=ur(mj ,tj−1,kj−2,`j)}1{ṽr=vr(aj)}

×W⊗rZ|U,S(zrj |ũr, srj)2−rRk1{tj=σ(ṽr)}1{kj=Φ(ṽr)}. (133)

according to P⊗rU . We denote a realization of C
(r)
2 by

C(r)
2 ,

{
ur(mj , tj−1, kj−2, `j)

}
(mj ,tj−1,kj−2,`j)∈M×T ×K×L.

Let, Cr =
{
C

(r)
1 , C

(r)
2

}
and Cr =

{
C(r)

1 , C(r)
2

}
. The indices

(mj , tj−1, kj−2, `j) can be viewed as a three layer binning.
We define an ideal PMF for codebook Cr as in (131) at the
top of this page, as an approximate distribution to facilitate
the analysis, in (131) WZ|U,S is the marginal distribution
WZ|U,S =

∑
x∈X 1{x=x(u,s)}WZ|X,S and PS|U,V is defined

as follows

PS|U,V (s|u, v) ,
PS,U,V (s, u, v)

PU,V (u, v)

=
QS(s)PU |S(u|s)PV |S(v|s)∑
s∈S QS(s)PU |S(u|s)PV |S(v|s) . (134)

Encoding: We assume that the transmitter and the receiver
have access to shared secret keys k−1 and k0 for the first two
blocks, but after the first two blocks they use the key that they
generate from the CSI.

In the first block, to send the message m1 according to
k−1, the encoder generates the index t0 uniformly at random
and then generates the indices `1 and a1 according to the
distribution defined in (132) at the top of this page with j = 1,
PS|U,V in (132) is defined in (134). Based on these indices,
the encoder computes ur(m1, t0, k−1, `1) and vr(a1) and
transmits codeword xr, where xi = x(ui(m1, t0, k−1, `1), si).
Note that, the index t0 does not convey any useful information.
Simultaneously, it uses the description of the CSI vr(a1) to
generate a reconciliation index t1 and a key k1 to be used in
the second and the third blocks, respectively.

In the second block, to send the message m2 and rec-
onciliation index t1 according to k0, the encoder generates
the indices `2 and a2 according to the likelihood encoder
described in (132) with j = 2. Based on these indices, the
encoder computes ur(m2, t1, k0, `2) and vr(a2) and transmits
codeword xr, where xi = x(ui(m2, t1, k0, `1), si). Simulta-
neously, it uses the description of the CSI vr(a2) to generate
a reconciliation index t2 and a key k2 to be used in the third
and the fourth block, respectively.

In block j ∈ J3 :BK, to send the message mj and the
reconciliation index tj−1, generated in the previous block,
according to the key kj−2, generated in the block j − 2,
and the CSI of the current block, the encoder generates
indices `j and aj from the bin (mj , tj−1, kj−2) according
to the likelihood encoder described in (132). The encoder
then transmits the codeword xr, where each coordinate of
the transmitted signal is a function of the CSI, as well as
the corresponding sample of the transmitter’s codeword ui,
i.e., xi = x(ui(mj , tj−1, kj−2, `j), si). Simultaneously, the
encoder uses the description of the CSI vr(aj) to generate
a reconciliation index tj and a key kj to be used in the block
j + 1 and the block j + 2, respectively. The encoding scheme
in block j ∈ J3 :BK is depicted in Fig. 10.

Considering (133) at the top of this page, for a given
codebook Cr, the induced joint distribution over the codebook(
i.e., P (Cr)

)
satisfies

D
(
P

(Cr)
Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r,V r,Zrj ,Kj−1,Tj ,Kj

||Υ(Cr)
Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r,V r,Zrj ,Kj−1,Tj ,Kj

)
6 ε.

(135)

This intermediate distribution Υ(Cr) approximates the true
distribution P (Cr) and will be used in the sequel for bounding
purposes. Expression (135) holds because the main difference
between P (Cr) and Υ(Cr) is that the keys Kj−2, Kj−1 and
the reconciliation index Tj−1 are assumed to be uniformly
distributed in Υ(Cr), which are made (arbitrarily) nearly uni-
form in P (Cr) with appropriate control of rate as in (144) and
(150).

Covert Analysis: We now show
ECn [D(PZn|Cn ||Q⊗nZ )] −−→

n→∞
0, where Cn is the set of

all the codebooks for all blocks and,

QZ(·) =
∑

u∈U

∑

v∈V

∑

s∈S

∑

x∈X
PU (u)PV (v)PS|U,V (s|u, v)

× 1{
X=X(u,s)

}WZ|X,S(·|x, s), (136)
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Likelihood
Encoder

. . .

mj = 1 mj = 2 mj = 2rR

Each bin contains 2rR
′
sequences.

C(r)
2 : generated according to

∏
PU (·)

(
ur(1, 1, 1, ℓj), v

r(aj)
)
: (ℓj , aj) is choosen

by likelihood encoder

kj−2 = tj−1 = 1

Sr
j

•
•• • •◦ • ••• •

• ••• •

Mj ∼Unif[1 : 2rR]

Tj−1 ∼Unif[1 : 2rRt ]

Kj−2 ∼Unif[1 : 2rRk ]

Qs

(
Ur(Kj−2, Tj−1,Mj , Lj), V

r(Aj)
)

C(r)
1 : generated according to

∏
PV (·)

Contains 2rR̃ sequences

•
• • •

• • •
•◦ • •

• • •
•

Fig. 10. Proposed coding scheme for the dual use of CSI

such that
∑
u∈U

∑
v∈V PU (u)PV (v)PS|U,V (·|u, v) = QS(·).

Then we choose PU , PV , PS|U,V , and x(u, s) such that it
satisfies QZ = Q0. For every j ∈ J2 :BK,

I(Zrj ;ZB,rj+1) 6 I(Zrj ;Kj−1, Tj ,Kj , Z
B,r
j+1)

(a)
= I(Zrj ;Kj−1, Tj ,Kj), (137)

where (a) holds because Zrj − (Kj−1, Tj ,Kj)− ZB,rj+1 forms
a Markov chain, as seen in the functional dependence graph
depicted in Fig. 11. Also,

I(Zrj ;Kj−1, Tj ,Kj) = D
(
P

(Cr)
Zrj ,Kj−1,Tj ,Kj

||PZrj PKj−1,Tj ,Kj

)

(b)

6 D
(
P

(Cr)
Zrj ,Kj−1,Tj ,Kj

||Q⊗rZ QKj−1QTjQKj

)
, (138)

where QKj−1QKjQTj is the uniform distribution over
J1 : 2rRkK× J1 : 2rRK K× J1 : 2rRT K and (b) follows from

D
(
P

(Cr)
Zrj ,Kj−1,Tj ,Kj

||P (Cr)
Zrj

P
(Cr)
Kj−1,Tj ,Kj

)

= D
(
P

(Cr)
Zrj ,Kj−1,Tj ,Kj

||Q⊗rZ QKj−1
QTjQKj

)

− D
(
P

(Cr)
Zrj
||Q⊗rZ

)
− D

(
P

(Cr)
Kj−1,Tj ,Kj

||QKj−1QTjQKj

)
.

(139)

Therefore, from the expansion in (81), by substituting Q0 with
QZ , and also from (138) and (139),

D
(
P

(Cr)
Zn ||Q⊗nZ

)

6 2
B∑

j=1

D
(
P

(Cr)
Zrj ,Kj−1,Tj ,Kj

||Q⊗rZ QKj−1QTjQKj

)
. (140)

To bound the RHS of (140) by using Lemma 1 and the triangle
inequality we have,

ECr ||PZrj ,Kj−1,Tj ,Kj |Cr −Q⊗rZ QKj−1
QTjQKj ||1

6 ECr ||PZrj ,Kj−1,Tj ,Kj |Cr − ΓZrj ,Kj−1,Tj ,Kj |Cr ||1
+ ECr ||ΓZrj ,Kj−1,Tj ,Kj |Cr −Q⊗rZ QKj−1QTjQKj ||1

6 ECr ||PZrj ,Kj−1,Tj ,Kj |Cr −ΥZrj ,Kj−1,Tj ,Kj |Cr ||1
+ ECr ||ΥZrj ,Kj−1,Tj ,Kj |Cr − ΓZrj ,Kj−1,Tj ,Kj |Cr ||1

+ ECr ||ΓZrj ,Kj−1,Tj ,Kj |Cr −Q⊗rZ QKj−1QTjQKj ||1.
(141)

From (135) and the monotonicity of KL-divergence the first
term on the RHS of (141) vanishes when r grows. To bound
the second term on the RHS of (141) for a fixed codebook Cr,
we have (142) at the top of the next page, in which (142b)
follows from (132). Hence,

ECr ||ΥZrj ,Kj−1,Tj ,Kj |Cr − ΓZrj ,Kj−1,Tj ,Kj |Cr ||1

6 ECr ||ΥMj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U
r,V r,Zrj ,Kj−1,Tj ,Kj |Cr

− ΓMj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U
r,V r,Zrj ,Kj−1,Tj ,Kj |Cr ||1

(a)
= ECr ||ΥMj ,Tj−1,Kj−2,Srj |Cr − ΓMj ,Tj−1,Kj−2,Srj |Cr ||1
(b)
= ECr ||Q⊗rS − ΓSrj |Mj=1,Tj−1=1,Kj−2=1,Cr ||1, (143)

where (a) follows from (142b)-(142h) and (b) follows from the
symmetry of the codebook construction with respect to Mj ,
Tj−1, and Kj−2 and (142a). Based on [41] or [42, Theorem 2]
the RHS of (143) vanishes if

R′ > I(U ;S), (144a)

R̃ > I(V ;S), (144b)

R′ + R̃ > I(U, V ;S). (144c)

We now proceed to bound the third term on the RHS of (141).
First, consider the following marginal from (131),

ΓZrj ,Kj−1,Tj ,Kj |Cr (z
r
j , kj−1, tj , kj)

=
∑

mj

∑

tj−1

∑

kj−2

∑

`j

∑

aj

∑

srj

1

2r(R+Rt+2Rk+R′+R̃)

× P⊗rS|U,V
(
srj |Ur(mj , tj−1, kj−2, `j), V

r(aj)
)

×W⊗rZ|U,S
(
zrj |Ur(mj , tj−1, kj−2, `j), s

r
j

)

× 1{tj=σ(V r(aj))}1{kj=Φ(V r(aj))} (145)

=
∑

mj

∑

tj−1

∑

kj−2

∑

`j

∑

aj

1

2r(R+Rt+2Rk+R′+R̃)

×W⊗rZ|U,V
(
zrj |Ur(mj , tj−1, kj−2, `j), V

r(aj)
)
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Block j Block j + 1 Block j + 2
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jSr
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Y r
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Tj−1

Kj−2

Ur
j Mj+1 Lj+1 Xr

j+1 Zr
j+1

V r
j+1

Y r
j+1

Tj

Kj−1

Sr
j+1

Ur
j+1 Mj+2 Lj+2 Xr

j+2 Zr
j+2

V r
j+2

Y r
j+2

Tj+1

Kj

Sr
j+2

Ur
j+2

Fig. 11. Functional dependence graph for the block-Markov encoding scheme

Γ
(Cr)
Mj ,Tj−1,Kj−2

= 2−r(R+Rt+Rk) = Υ
(Cr)
Mj ,Tj−1,Kj−2

, (142a)

Γ
(Cr)
Lj ,Aj |Mj ,Tj−1,Kj−2,Srj

= f(`j , aj |srj ,mj , tj−1, kj−2) = Υ
(Cr)
Lj ,Aj |Mj ,Tj−1,Kj−2,Srj

, (142b)

Γ
(Cr)
Ur|Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj

= 1{ũr=ur(mj ,tj−1,kj−2,`j)} = Υ
(Cr)
Ur|Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj

, (142c)

Γ
(Cr)
V r|Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r = 1{ṽr=vr(aj)} = Υ
(Cr)
V r|Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r , (142d)

Γ
(Cr)
Zrj |Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r,V r = W⊗rZ|U,S = Υ
(Cr)
Zrj |Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r,V r , (142e)

Γ
(Cr)
Kj−1|Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r,V r,Zrj
= 2−rRk = Υ

(Cr)
Kj−1|Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r,V r,Zrj
, (142f)

Γ
(Cr)
Tj |Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r,V r,Zrj ,Kj−1
= 1{tj=σ(vr)} = Υ

(Cr)
Tj |Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r,V r,Zrj ,Kj−1
, (142g)

Γ
(Cr)
Kj |Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r,V r,Zrj ,Kj−1,Tj
= 1{kj=Φ(vr)} = Υ

(Cr)
Kj |Mj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r,V r,Zrj ,Kj−1,Tj
, (142h)

× 1{tj=σ(V r(aj))}1{kj=Φ(V r(aj))}, (146)

where WZ|U,V (z|u, v) =
∑
s∈S PS|U,V (s|u, v)WZ|U,S(z|u, s).

To bound bound the third term on the RHS of (141), by
using Pinsker’s inequality in Lemma 1 it is sufficient to bound
ECr [D(ΓZrj ,Kj−1,Tj ,Kj |Cr ||Q⊗rZ QKj−1

QTjQKj )] as in (147)
available at the next page, in which

(a) follows from Jensen’s inequality;
(b) holds because 1{·} 6 1;
(c) follows by defining Ψ1 and Ψ2 as follows,

Ψ1 =
1

2r(R+Rt+2Rk+R′+R̃+RT+RK)

∑

(kj−1,tj ,kj)

∑

mj

∑

tj−1∑

kj−2

∑

`j

∑

aj

∑

(ur(mj ,tj−1,kj−2,`j),vr(aj),zrj )∈T (n)
ε

× Γ⊗rUr,V r,Zr
(
ur(mj , tj−1, kj−2, `j), v

r(aj), z
r
j

)

× log

(
W⊗rZ|U,V

(
zrj |ur(mj , tj−1, kj−2, `j), v

r(aj)
)

2r(R+Rt+Rk+R′+R̃−RT−RK)Q⊗rZ (zrj )

+
W⊗rZ|V

(
zrj |vr(aj)

)

2r(R̃−RT−RK)Q⊗rZ (zrj )

+
W⊗rZ|U

(
zrj |ur(mj , tj−1, kj−2, `j)

)

2r(R+Rt+Rk+R′)Q⊗rZ (zrj )
+ 1

)

≤ log

(
2r(RT+RK) × 2−r(1−ε)H(Z|U,V )

2r(R+Rt+Rk+R′+R̃) × 2−r(1+ε)H(Z)

+
2r(RT+RK) × 2−r(1−ε)H(Z|V )

2rR̃ × 2−r(1+ε)H(Z)

+
2−r(1−ε)H(Z|U)

2r(R+Rt+Rk+R′) × 2−r(1+ε)H(Z)
+ 1

)
(148)

Ψ2 =
1

2r(R+Rt+2Rk+R′+R̃+RT+RK)

∑

(kj−1,tj ,kj)

∑

mj

∑

tj−1∑

kj−2

∑

`j

∑

aj

∑

(ur(mj ,tj−1,kj−2,`j),vr(aj),zrj )/∈T (n)
ε

× Γ⊗rUr,V r,Zr
(
ur(mj , tj−1, kj−2, `j), v

r(aj), z
r
j

)

× log

(
W⊗rZ|U,V

(
zrj |ur(mj , tj−1, kj−2, `j), v

r(aj)
)

2r(R+Rt+Rk+R′+R̃−RT−RK)Q⊗rZ (zrj )

+
W⊗rZ|V

(
zrj |vr(aj)

)

2r(R̃−RT−RK)Q⊗rZ (zrj )

+
W⊗rZ|U

(
zrj |ur(mj , tj−1, kj−2, `j)

)

2r(R+Rt+Rk+R′)Q⊗rZ (zrj )
+ 1

)

≤ 2|V ||U ||Z|e−rε2µV,U,Zr log
( 2

µZ
+ 1
)
. (149)

In (149) µV,U,Z = min
(v,u,z)∈(V,U ,Z)

PV,U,Z(v, u, z) and µZ =

min
z∈Z

PZ(z). When r →∞ then Ψ2 → 0 and Ψ1 goes to zero
when r grows if

R+Rt +Rk +R′ + R̃−RT −RK > I(U, V ;Z), (150a)

R̃−RT −RK > I(V ;Z), (150b)
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ECr [D(ΓZrj ,Kj−1,Tj ,Kj |Cr ||Q⊗rZ QKj−1
QTjQKj )]

= ECr
[ ∑

(zrj ,kj−1,tj ,kj)

ΓZrj ,Kj−1,Tj ,Kj |Cr (z
r
j , kj−1, tj , kj) log

( ΓZrj ,Kj−1,Tj ,Kj |Cr (z
r
j , kj−1, tj , kj)

Q⊗rZ (zrj )QKj−1
(kj−1)QTj (tj)QKj (kj)

)]

= ECr

[ ∑

(zrj ,kj−1,tj ,kj)

∑

mj

∑

tj−1

∑

kj−2

∑

`j

∑

aj

1

2r(R+Rt+2Rk+R′+R̃)
W⊗rZ|U,V

(
zrj |Ur(mj , tj−1, kj−2, `j), V

r(aj)
)

× 1{tj=σ(V r(aj))}1{kj=Φ(V r(aj))}

× log

(
∑
m̃j

∑
t̃j−1

∑
k̃j−2

∑
˜̀
j

∑
ãj

W⊗rZ|U,V
(
zrj |Ur(m̃j , t̃j−1, k̃j−2, ˜̀

j), V
r(ãj)

)
1{tj=σ(V r(ãj))}1{kj=Φ(V r(ãj))}

2r(R+Rt+Rk+R′+R̃−RT−RK)Q⊗rZ (zrj )

)]

(a)

≤
∑

(zrj ,kj−1,tj ,kj)

∑

mj

∑

tj−1

∑

kj−2

∑

`j

∑

aj

1

2r(R+Rt+2Rk+R′+R̃)

∑

(ur,vr)

Γ⊗rUr,V r,Zr
(
ur(mj , tj−1, kj−2, `j), v

r(aj), z
r
j

)

× Eσ(vr(aj))

[
1{tj=σ(vr(aj))}

]
× EΦ(vr(aj))

[
1{kj=Φ(vr(aj))}

]

× logE\(mj ,tj−1,kj−2,`j ,aj),
\(σ(vr(aj)),Φ(vr(aj)))

[
1

2r(R+Rt+Rk+R′+R̃−RT−RK)Q⊗rZ (zrj )

×
∑

m̃j

∑

t̃j−1

∑

k̃j−2

∑

˜̀
j

∑

ãj

W⊗rZ|U,V
(
zrj |Ur(, m̃j , t̃j−1, k̃j−2, ˜̀

j), V
r(ãj)

)
1{tj=σ(V r(ãj))}1{kj=Φ(V r(ãj))}

]

(b)

≤
∑

(zrj ,kj−1,tj ,kj)

∑

mj

∑

tj−1

∑

kj−2

∑

`j

∑

aj

1

2r(R+Rt+2Rk+R′+R̃+RT+RK)

∑

(ur,vr)

Γ⊗rUr,V r,Zr
(
ur(mj , tj−1, kj−2, `j), v

r(aj), z
r
j

)

× log
1

2r(R+Rt+Rk+R′+R̃−RT−RK)Q⊗rZ (zrj )

(
W⊗rZ|U,V

(
zrj |ur(mj , tj−1, kj−2, `j), v

r(aj)
)

+ E\(mj ,tj−1,kj−2,`j)

[ ∑

(m̃j ,t̃j−1,k̃j−2,˜̀j)6=(mj ,tj−1,kj−2,`j)

W⊗rZ|U,V
(
zrj |Ur(m̃j , t̃j−1, k̃j−2, ˜̀

j), v
r(aj)

)
]

+ E\(aj ,σ(vr(aj)),Φ(vr(aj)))

[ ∑

ãj 6=aj
W⊗rZ|U,V

(
zrj |ur(mj , tj−1, kj−2, `j), V

r(ãj)
)
1{tj=σ(V r(ãj))}1{kj=Φ(V r(ãj))}

]

+ E\(mj ,tj−1,kj−2,`j ,aj),
\(σ(vr(aj)),Φ(vr(aj)))

[ ∑

(m̃j ,t̃j−1,k̃j−2,˜̀j)6=(mj ,tj−1,kj−2,`j)

∑

ãj 6=aj
W⊗rZ|U,V

(
zrj |Ur(m̃j , t̃j−1, k̃j−2, ˜̀

j), V
r(ãj)

)

× 1{tj=σ(V r(ãj))}1{kj=Φ(V r(ãj))}

])

≤
∑

(zrj ,kj−1,tj ,kj)

∑

mj

∑

tj−1

∑

kj−2

∑

`j

∑

aj

1

2r(R+Rt+2Rk+R′+R̃+RT+RK)

∑

(ur,vr)

Γ⊗rUr,V r,Zr
(
ur(mj , tj−1, kj−2, `j), v

r(aj), z
r
j

)

× log

(
W⊗rZ|U,V

(
zrj |ur(mj , tj−1, kj−2, `j), v

r(aj)
)

2r(R+Rt+Rk+R′+R̃−RT−RK)Q⊗rZ (zrj )

+
∑

(m̃j ,t̃j−1,k̃j−2,˜̀j)6=(mj ,tj−1,kj−2,`j)

W⊗rZ|V
(
zrj |vr(aj)

)

2r(R+Rt+Rk+R′+R̃−RT−RK)Q⊗rZ (zrj )
+
∑

ãj 6=aj

W⊗rZ|U
(
zrj |ur(mj , tj−1, kj−2, `j)

)

2r(R+Rt+Rk+R′+R̃)Q⊗rZ (zrj )
+ 1

)

≤
∑

(zrj ,kj−1,tj ,kj)

∑

mj

∑

tj−1

∑

kj−2

∑

`j

∑

aj

1

2r(R+Rt+2Rk+R′+R̃+RT+RK)

∑

(ur,vr)

Γ⊗rUr,V r,Zr
(
ur(mj , tj−1, kj−2, `j), v

r(aj), z
r
j

)

× log

(
W⊗rZ|U,V

(
zrj |ur(mj , tj−1, kj−2, `j), v

r(aj)
)

2r(R+Rt+Rk+R′+R̃−RT−RK)Q⊗rZ (zrj )
+

W⊗rZ|V
(
zrj |vr(aj)

)

2r(R̃−RT−RK)Q⊗rZ (zrj )
+
W⊗rZ|U

(
zrj |ur(mj , tj−1, kj−2, `j)

)

2r(R+Rt+Rk+R′)Q⊗rZ (zrj )
+ 1

)

(c)
= Ψ1 + Ψ2, (147)
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R+Rt +Rk +R′ > I(U ;Z). (150c)

Decoding and Error Probability Analysis: At the end of
the block j ∈ J1 :BK, using its knowledge of the key kj−2

generated from the block j − 2, the receiver finds a unique
triple (m̂j , t̂j−1, ˆ̀

j) such that
(
ur(m̂j , t̂j−1, kj−2, ˆ̀

j), y
r
j

)
∈

T (r)
ε . To bound the probability of error at the encoder and the

decoder, we use the following lemma.

Lemma 2 (Typical With High Probability). If (R′, R̃) ∈ R2
+

satisfies (144), then for any (mj , tj−1, kj−2) ∈ (M, T ,K)
and ε > 0, we have

ECrPP
((
Ur(mj , tj−1, kj−2, Lj), V

r(Aj), S
r
j

)
/∈ T (r)

ε |Cr
)

−−→
r→∞

0, (151)

where P is the induced distribution over the codebook defined
in (135).

The proof of Lemma 2 is given in Appendix E.
To analyze the probability of error, we define the following
error events for j ∈ J1 :BK,

E ,
{
M 6= M̂

}
, (152a)

Ej ,
{
Mj 6= M̂j

}
, (152b)

E1,j ,
{(
Ur(Mj , Tj−1,Kj−2, Lj), S

r
j

)
/∈ T (r)

ε1 (U, S)
}
,

(152c)

E2,j ,
{(
Ur(Mj , Tj−1,Kj−2, Lj), Y

r
j

)
/∈ T (r)

ε2 (U, Y )
}
,

(152d)

E3,j ,
{(
Ur(Mj , Tj−1,Kj−2, Lj), Y

r
j

)
∈ T (r)

ε2 (U, Y )

for some mj 6= Mj and `j ∈ [1 : 2rR
′
]
}
. (152e)

where ε2 > ε1 > ε > 0. The probability of error is upper
bounded as follows,

P(E) = P
{⋃B

j=1
Ej
}
6

B∑

j=1

P(Ej). (153)

Now we bound P(Ej) by using union bound,

P(Ej) 6 P(E1,j) + P(Ec1,j ∩ E2,j) + P(Ec2,j ∩ E3,j). (154)

According to Lemma 2 the first term on the RHS of (154)
vanishes when r grows, and by the law of large numbers the
second term on the RHS of (154) vanishes when r grows.
Also, according to the law of large numbers and the packing
lemma, the last term on the RHS of (154) vanishes when r
grows if [37],

R+Rt +R′ 6 I(U ;Y ). (155)

We now analyze the probability of error at the encoder and
the decoder for key generation. Let (Aj−1, Tj−1) denote the
chosen indices at the encoder and Âj−1 and T̂j−1 be the
estimates of the indices Aj−1 and Tj−1 at the decoder. At
the end of block j, by decoding Urj , the decoder knows T̂j−1.
To find Aj−1 we define the error event,

E ′ =
{(
V rj−1(Âj−1), Srj−1, U

r
j−1, Y

r
j−1

)
/∈ T (r)

ε

}
. (156)

Also, consider the error events,

E ′1 =
{(
V rj−1(aj−1), Srj−1

)
/∈ T (r)

ε′

for all aj−1 ∈ J1 : 2rR̃K
}
, (157a)

E ′2 =
{(
V rj−1(Aj−1), Srj−1, U

r
j−1, Y

r
j−1

)
/∈ T (r)

ε

}
, (157b)

E ′3 =
{(
V rj−1(ãj−1), Urj−1, Y

r
j−1

)
∈ T (r)

ε

for some ãj−1 ∈ B(T̂j−1), ãj−1 6= Aj−1

}
, (157c)

where ε > ε′ > 0. By the union bound we have,

P (E ′) 6 P (E ′1) + P (E ′c1 ∩ E ′2) + P (E ′3). (158)

According to Lemma 2 the first term on the RHS of (158)
vanishes when r grows if we have (144). Following the steps
in [37, Sec. 11.3.1], the last two terms on the RHS of (158)
go to zero when r grows if,

R̃ > I(V ;S), (159a)

R̃−Rt < I(V ;U, Y ). (159b)

The region in Theorem 4 is derived by remarking that the
scheme requires RK +RT > Rk +Rt and applying Fourier-
Motzkin to (144) and (150), (155), and (159).

APPENDIX E
PROOF OF LEMMA 2

For a fix ε > 0, consider the PMF Γ defined in
(131). For the random experiment described by Γ; since
Ur(mj , tj−1, kj−2, Lj) ∼ P⊗rU , for every (mj , tj−1, kj−2) ∈
M × T × K) and V r(Aj) ∼ P⊗rV , for every aj ∈ A), and
Srj is derived by passing

(
Ur(mj , tj−1, kj−2, Lj), V

r(Aj)
)

through the DMC P⊗rS|U,V by the weak law of large numbers
we have

ECrPΓ

((
Ur(mj , tj−1, kj−2, Lj), V

r(Aj), S
r
j

)
/∈ T (r)

ε |Cr
)

−−→
r→∞

0. (160)

We also have

ECr ||PUr,V r,Srj |Cr − ΓUr,V r,Srj |Cr ||1
6 ECr ||PMj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r,V r,Zrj ,Kj−1,Tj ,Kj |Cr
− ΓMj ,Tj−1,Kj−2,Srj ,Lj ,Aj ,U

r,V r,Zrj ,Kj−1,Tj ,Kj |Cr ||1 −−→r→∞
0,

(161)

where the RHS of (161) vanishes when r grows because
of (143). We now define gr : Ur × Vr × Srj 7→ R as
gr(u

r, vr, srj) , 1{(ur,vr,srj )/∈T (r)
ε }. We now have,

ECrPP
((
Ur(mj , tj−1, kj−2, Lj), V

r(Aj), S
r
j

)
/∈ T (r)

ε |Cr
)

= ECrEP
[
gr(U

r(mj , tj−1, kj−2, Lj), V
r(Aj), S

r
j )|Cr

]

6 ECrEΓ

[
gr(U

r(mj , tj−1, kj−2, Lj), V
r(Aj), S

r
j )|Cr

]

+ ECr
∣∣∣EP

[
gr(U

r(mj , tj−1, kj−2, Lj), V
r(Aj), S

r
j )|Cr

]

− EΓ

[
gr(U

r(mj , tj−1, kj−2, Lj), V
r(Aj), S

r
j )|Cr

]∣∣∣
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(a)

6 ECrEΓ

[
gr(U

r(mj , tj−1, kj−2, Lj), V
r(Aj), S

r
j )|Cr

]

+ ECr ||PUr,V r,Srj |Cr − ΓUr,V r,Srj |Cr ||1, (162)

where (a) follows from [43, Property 1] for gr being bounded
by 1. From (160) and (161) the RHS of (162) vanishes when
r grows.

APPENDIX F
PROOF OF THEOREM 6

Consider any sequence of length-n codes for a state-
dependent channel with CSI available non-causally only at
the transmitter such that P (n)

e 6 εn, D(PZn ||Q⊗n0 ) 6 δ, and
RK/n 6 λn with limn→∞ εn = limn→∞ λn = 0. Note that
the converse is consistent with the model and does not require
δ to vanish. The following lemma, a version of which with
variational distance can be found in [33, Lemma VI.3], will
prove useful.

Lemma 3. If D(PZn ||Q⊗n0 ) 6 δ, then
∑n
i=1 I(Zi;Zi−1) 6 δ

and
∑n
i=1 I(Zi;Zni+1) 6 δ. In addition, if T ∈ J1 :nK is an

independent variable uniformly distributed, then I(T ;ZT ) 6
ν, where ν , δ

n .

Note that Lemma 3 is slightly different from [33, Lemma
VI.3], as the upper bounds are tighter and do not include a
factor of n. This is a consequence of using a constraint based
on relative entropy instead of total variation. This is crucial in
what follows, as we do no necessarily require δ → 0.

Proof. First note that,
n∑

i=1

I(Zi;Zi−1) =
n∑

i=1

[H(Zi)−H(Zi|Zi−1)]

=
n∑

i=1

H(Zi)−H(Zn)

= −
n∑

i=1

∑

z

PZi(z) logPZi(z) +
∑

zn

PZn(zn) logPZn(zn)

= −
n∑

i=1

∑

z

PZi(z) logPZi(z) +
n∑

i=1

∑

z

PZi(z) logQ0(z)

−
n∑

i=1

∑

z

PZi(z) logQ0(z) +
∑

zn

PZn(zn) logPZn(zn)

= −
n∑

i=1

D(PZi ||Q0)−
∑

zn

PZn(zn) logQ⊗n0 (zn)

+
∑

zn

PZn(zn) logPZn(zn)

6 D(PZn ||Q⊗n0 )

6 δ.

Similarly, one can prove
∑n
i=1 I(Zi;Zni+1) 6 δ. Next,

I(T ;ZT ) = H(ZT )−H(ZT |T )

= −
∑

z

1

n

n∑

i=1

PZi(z) log
1

n

n∑

j=1

PZj (z)

+
1

n

n∑

i=1

∑

z

PZi(z) logPZi(z)

= −
∑

z

1

n

n∑

i=1

PZi(z) log
1

n

n∑

j=1

PZj (z)

+
∑

z

1

n

n∑

i=1

PZi(z) logQ0(z)

−
∑

z

1

n

n∑

i=1

PZi(z) logQ0(z)

+
1

n

n∑

i=1

∑

z

PZi(z) logPZi(z)

= −D
(

1

n

n∑

i=1

PZi

∣∣∣∣∣

∣∣∣∣∣Q0

)
+

1

n

n∑

i=1

D(PZi ||Q0)

6
1

n

n∑

i=1

D(PZi ||Q0)

6
1

n
D(PZn ||Q⊗n0 )

6
δ

n
. (163)

Epsilon Rate Region: We first define a region Aε for ε > 0
that expands the region defined in (27) as follows,

Aε ,





R > 0 : ∃PS,U,V,X,Y,Z ∈ Dε such that
R 6 min

{
I(U ;Y )− I(U ;S), I(U, V ;Y )

−I(U ;S|V )
}

+ ε




,

(164a)

where

Dε ,





PS,U,V,X,Y,Z :

PS,U,V,X,Y,Z = QSPUV |S1{X=X(U,S)
}

×WY,Z|X,S
D (PZ‖Q0) 6 ε

min
{
I(U ;Y )− I(U ;S),

I(U, V ;Y )− I(U ;S|V )
}
>

I(V ;Z)− I(V ;S)− 4ε

max{|U| , |V|} 6 |X |+ 3





.

(164b)

We next show that if a rate R is achievable then R ∈ Aε for
any ε > 0. For any εn > 0 and ν > 0, we start by upper
bounding nR using standard techniques,

nR = H(M)

(a)

≤ I(M ;Y n) + nεn

=
n∑

i=1

I(M ;Yi|Y i−1) + nεn

6
n∑

i=1

I(M,Y i−1;Yi) + nεn

=
n∑

i=1

[
I(M,Y i−1, Sni+1;Yi)− I(Sni+1;Yi|M,Y i−1)

]
+ nεn

(b)
=

n∑

i=1

[
I(M,Y i−1, Sni+1;Yi)− I(Y i−1;Si|M,Sni+1)

]
+ nεn
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(c)
=

n∑

i=1

[
I(M,Y i−1, Sni+1;Yi)− I(M,Y i−1, Sni+1;Si)

]
+ nεn

(d)
=

n∑

i=1

[I(Ui;Yi)− I(Ui;Si)] + nεn

= n
n∑

i=1

1

n

[
I(Ui;Yi|T = i)− I(Ui;Si|T = i)

]
+ nεn

= n
n∑

i=1

P(T = i)
[
I(Ui;Yi|T = i)− I(Ui;Si|T = i)

]
+ nεn

= n
[
I(UT ;YT |T )− I(UT ;ST |T )

]
+ nεn

(e)
= n

[
I(UT ;YT |T )− I(UT , T ;ST )

]
+ nεn

≤
[
I(UT , T ;YT )− I(UT , T ;ST )

]
+ nεn

(f)
= n

[
I(U ;Y )− I(U ;S)

]
+ nεn

(g)

6 n
[
I(U ;Y )− I(U ;S)

]
+ nε (165)

where

(a) follows from Fano’s inequality for n large enough;
(b) follows from Csiszár-Körner sum identity [44, Lemma 7];
(c) follows since Si is independent of (M,Sni+1);
(d) follows by defining Ui , (M,Y i−1, Sni+1);
(e) follows from the independence of ST and T ;
(f) follows by defining U , (UT , T ), Y , YT , and S , ST ;
(g) follows by defining ε , max{εn, λn, ν}, where we

choose n large enough such that ν > δ
n .

We also have,

nR = H(M)

= H(M |K)

(a)

≤ I(M ;Y n|K) + nεn

=
n∑

i=1

I(M ;Yi|Y i−1,K) + nεn

6
n∑

i=1

I(M,K, Y i−1, Zi−1;Yi) + nεn

=
n∑

i=1

[
I(M,K, Y i−1, Zi−1, Sni+1;Yi)

− I(Sni+1;Yi|M,K, Y i−1, Zi−1)
]

+ nεn

(b)
=

n∑

i=1

[
I(M,K, Y i−1, Zi−1, Sni+1;Yi)

− I(Y i−1;Si|M,K,Sni+1, Z
i−1)

]
+ nεn

(c)
=

n∑

i=1

[I(Ui, Vi;Yi)− I(Ui;Si|Vi)] + nεn

= n
n∑

i=1

1

n

[
I(UT , VT ;YT |T = i)

− I(UT ;ST |VT , T = i)
]

+ nεn

= n
n∑

i=1

P(T = i)
[
I(UT , VT ;YT |T = i)

− I(UT ;ST |VT , T = i)
]

+ nεn

= n
[
I(UT , VT ;YT |T )− I(UT ;ST |VT , T )

]
+ nεn

≤
[
I(UT , VT , T ;YT )− I(UT ;ST |VT , T )

]
+ nεn

(d)
= n

[
I(U, V ;Y )− I(U ;S|V )

]
+ nεn

(e)

6 n
[
I(U, V ;Y )− I(U ;S|V )

]
+ nε, (166)

where

(a) follows from Fano’s inequality for n large enough and
the fact that conditioning does not increase entropy;

(b) follows from Csiszár-Körner sum identity [44, Lemma 7];
(c) follows by defining Ui , (M,Y i−1, Sni+1) and Vi ,

(M,K,Zi−1, Sni+1);
(d) follows by defining U , (UT , T ), V , (VT , T ), Y , YT ,

and S , ST ;
(e) follows from definition ε , max{εn, λn, ν}.
Next, we lower bound nR as follows,

nR+RK > H(M,K)

≥ I(M,K;Zn)

=
n∑

i=1

I(M,K;Zi|Zi−1)

=

n∑

i=1

[
I(M,K,Sni+1;Zi|Zi−1)− I(Sni+1;Zi|M,K,Zi−1)

]

(a)
=

n∑

i=1

[
I(M,K,Sni+1;Zi|Zi−1)− I(Zi−1;Si|M,K,Sni+1)

]

(b)

≥
n∑

i=1

[
I(M,K,Sni+1, Z

i−1;Zi)− I(Zi−1;Si|M,K,Sni+1)
]
− δ

(c)
=

n∑

i=1

[
I(M,K,Sni+1, Z

i−1;Zi)− I(M,K,Sni+1, Z
i−1;Si)

]
− δ

(d)
=

n∑

i=1

[
I(Vi;Zi)− I(Vi;Si)

]
− δ

= n
n∑

i=1

1

n

[
I(VT ;ZT |T = i)− I(VT ;ST |T = i)

]
− δ

= n
n∑

i=1

P(T = i)
[
I(VT ;ZT |T = i)− I(VT ;ST |T = i)

]
− δ

= n
[
I(VT ;ZT |T )− I(VT ;ST |T )

]
− δ

(e)
= n

[
I(VT ;ZT |T )− I(VT , T ;ST )

]
− δ

(f)

≥ n
[
I(VT , T ;ZT )− I(VT , T ;ST )

]
− 2δ

(g)
= n

[
I(V ;Z)− I(V ;S)

]
− 2δ (167)

where

(a) follows from Csiszár-Körner sum identity [44, Lemma 7];
(b) follows from Lemma 3;
(c) follows since Si is independent of (M,K,Sni+1);
(d) follows by defining Vi , (M,K,Sni+1, Z

i−1);
(e) follows from the independence of ST and T ;
(f) follows from Lemma 3;
(g) follows by defining V , (VT , T ), Z , ZT , and S , ST .
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For any ν > 0, choosing n large enough ensures that,

R+
RK
n

> I(V ;Z)− I(V ;S)− 2ν. (168)

Therefore,

R > I(V ;Z)− I(V ;S)− 2ν − RK
n

> I(V ;Z)− I(V ;S)− 2ν − λn
> I(V ;Z)− I(V ;S)− 3ε, (169)

where the last inequality follows since ε , max{εn, λn, ν}.
To show that D(PZ ||Q0) 6 ε, note that for n large enough

D(PZ ||Q0) = D(PZT ||Q0) = D

(
1

n

n∑

i=1

PZi

∣∣∣∣∣

∣∣∣∣∣Q0

)

6
1

n

n∑

i=1

D(PZi ||Q0) 6
1

n
D(PZn ||Q⊗n0 ) 6

δ

n
6 ν 6 ε.

(170)

Combining (165), (166), (169), and (170) shows that
∀εn, λn, ν > 0, R 6 max{a : a ∈ Aε}. Therefore,

R 6 max

{
a : a ∈

⋂

ε>0

Aε
}
. (171)

Continuity at Zero: Our objective is to show that the
capacity region is included in the region defined in (27). The
challenge, first highlighted in [33, Section VI.D], is that our
converse arguments only establish that the capacity region is
included in the region

⋂
ε>0Aε where Aε is defined in (164).

In the sequel, the continuity of the slackness in the mutual
information inequality (164b) will assume some importance,
hence for ease of expression we define and refer to g(ε) , 3ε.
As ε vanishes, both the region Aε and the set of distributions
Dε shrink, so that proving the continuity at ε = 0 is not
completely straightforward. We carefully lay out the arguments
leading to the result in a series of lemmas.

Lemma 4. For all ε > 0, the set Dε is closed and bounded,
hence compact.

Proof. We need to check that every constraint defining the
set Dε defines a closed set of distributions, so that Dε is an
intersection of closed sets and remains closed. First note that:
• the function that outputs the marginal PZ of PU,V,S,X,Y,Z

is continuous in PZ ;
• Q0 has support Z so that the divergence D(PZ ‖Q0) is

a continuous function of PZ ;
• mutual information, viewed as a function of the joint dis-

tribution of the random variables involved, is continuous;
• all the constraints in the definition of Dε are non-strict

inequalities.
Consequently, the pre-images of the closed sets defined by the
inequalities are pre-images of closed sets through continuous
functions, hence closed. Dε is bounded because it is a subset
of the probability simplex, hence it is compact.

Lemma 5. For all ε > 0, the set Aε is non-empty, closed, and
bounded.

Proof. The set of Pareto optimal points in Aε is the image of
Dε through a continuous function. Since Dε is compact, the
set of Pareto optimal points is compact. In R, compact sets are
closed, hence the set of Pareto optimal points is closed and Aε
itself is closed by definition. Aε is also non-empty because it
contains 0. Aε is bounded because we can upper bound R by
2 log |X |+ ε.

Now define the set

A′ε ,





R > 0 : ∃PS,U,V,X,Y,Z ∈ Dε such that
R 6 min

{
I(U ;Y )− I(U ;S), I(U, V ;Y )

−I(U ;S|V )
}




.

(172)

Note that A′ε differs from Aε in the absence of ε in the rate
constraint.

Lemma 6. For all ε > 0, the set A′ε is closed and bounded.

Proof. The proof is similar to the proof of Lemma 5.

Lemma 7.
⋂

ε>0

A′ε =
⋂

ε>0

Aε (173)

Proof. First, note that
⋂
ε>0A′ε is closed, since it is an

intersection of closed sets, and bounded, since the sets A′ε
are nested and bounded. Hence,

⋂
ε>0A′ε is compact. Con-

sequently, there exists a maximal element, r†. Consider any
r ∈ [0, r†]. Then ∀ε > 0 ∃PU,V,S,X,Y,Z ∈ Dε r 6
r† 6 min{I(U ;Y ) − I(U ;S), I(U, V ;Y ) − I(U ;S|V )} and
r ∈ ⋂ε>0A′ε.

We now want to show that
⋂
ε>0A′ε =

⋂
ε>0Aε. The

hard part is showing that,
⋂
ε>0Aε ⊂

⋂
ε>0A′ε since the

other direction follows by the definition of Aε and A′ε. We
proceed by contradiction. Assume ∃r∗ ∈ ⋂ε>0Aε such that
r∗ /∈ ⋂

ε>0A′ε. It must be that r† < r∗ for otherwise
r∗ ∈ ⋂ε>0A′ε as noted earlier.

Set r0 , 1
2 (r† + r∗), which is such that r0 > r† and

therefore r0 /∈ ⋂
ε>0A′ε. Set ε′ > 0 such that ∀ε 6 ε′

g(ε) < r∗−r†
2 , which exists by the assumptions on g. As-

sume that ∀ε ∈ (0; ε′] r0 ∈ A′ε. Then, r0 ∈
⋂
ε>0A′ε

which contradicts our assumption. Hence, there exists 0 <
ε0 6 ε′ such that r0 /∈ A′ε0 . Hence ∀PU,V,S,X,Y,Z ∈ Dε0
r0 > min{I(U ;Y )− I(U ;S), I(U, V ;Y )− I(U ;S|V )}. Then
∀PU,V,S,X,Y,Z ∈ Dε0
r0 > min{I(U ;Y )− I(U ;S), I(U, V ;Y )− I(U ;S|V )}

(174)

⇒ r∗ + r†

2
> min{I(U ;Y )− I(U ;S),

I(U, V ;Y )− I(U ;S|V )} (175)

⇒ r∗ + r†

2
+
r∗ − r†

2
> min{I(U ;Y )− I(U ;S),

I(U, V ;Y )− I(U ;S|V )}+
r∗ − r†

2
(176)

⇒ r∗ > min{I(U ;Y )− I(U ;S),

I(U, V ;Y )− I(U ;S|V )}+ g(ε0) (177)
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Since r∗ ∈ ⋂
ε>0Aε, we have ∀ε > 0 ∃PU,V,S,X,Y,Z ∈

Dε such that r∗ 6 min{I(U ;Y ) − I(U ;S), I(U, V ;Y ) −
I(U ;S|V )} + g(ε). Hence, there is a contradiction, and we
must have r∗ ∈ ⋂ε>0A′ε.

To conclude, one can prove that
⋂
ε>0A′ε = A0, following

the exact same arguments as in [33, Section IV.C].

APPENDIX G
PROOF OF THEOREM 7

We adopt a block-Markov encoding scheme in which B
independent messages are transmitted over B channel blocks
each of length r, such that n = rB. The warden’s observation
is Zn = (Zr1 , . . . , Z

r
B), the distribution induced at the output

of the warden is PZn , the target output distribution is Q⊗n0 ,
and Equation (81), describing the distance between the two
distributions, continues to hold. The random code generation
is as follows.

Fix PU (u), PV |S(v|s), x(u, s), and ε1 > ε2 > 0 such that,
PZ = Q0.

Codebook Generation for Keys: For each block j ∈
J1 :BK, let C(r)

1 ,
{
V r(`j)

}
`j∈L, where L , J1 : 2rR̃K,

be a random codebook consisting of independent random
sequences each generated according to P⊗rV , where PV =∑
s∈S QS(s)PV |S(v|s). We denote a realization of C(r)

1 by
C(r)

1 ,
{
vr(`j)

}
`j∈L. Partition the set of indices `j ∈ J1 : 2rR̃K

into bins B(t), t ∈ J1 : 2rRT K by using function ϕ : V r(`j) 7→
J1 : 2rRT K through random binning by choosing the value of
ϕ(vr(`j)) independently and uniformly at random for every
vr(`j) ∈ Vr. For each block j ∈ J1 :BK, create a function
Φ : V r(`j) 7→ J1 : 2rRK K through random binning by choosing
the value of Φ(vr(`j)) independently and uniformly at random
for every vr(`j) ∈ Vr. The key kj = Φ(vr(`j)) obtained in
block j ∈ J1 :BK from the description of the CSI sequence
vr(`j) is used to assist the encoder in block j + 2.

Codebook Generation for Messages: For
each block j ∈ J1 :BK, let C

(r)
2 ,{

Ur(mj , tj−1, kj−2)
}

(mj ,tj−1,kj−2)∈M×T ×K, where

M , J1 : 2rRK, T , J1 : 2rRtK, and K , J1 : 2rRkK, be a ran-
dom codebook consisting of independent random sequences
each generated according to P⊗rU . We denote a realization of
C

(r)
2 by C(r)

2 ,
{
ur(mj , tj−1, kj−2)

}
(mj ,tj−1,kj−2)∈M×T ×K.

Also, let Cr =
{
C

(r)
1 , C

(r)
2

}
and Cr =

{
C(r)

1 , C(r)
2

}
. The

indices (mj , tj−1, kj−2) can be viewed as a two layer
binning. We define an ideal PMF for codebook Cr as in (178)
at the top of the next page, as an approximate distribution
to facilitate the analysis, in (178) WZ|U,S is the marginal
distribution of WZ|U,S =

∑
x∈X 1{x=x(u,s)}WZ|X,S and

PS|V =
PS,V (s, v)

PV (v)
=

QS(s)PV |S(v|s)∑
s∈S QS(s)PV |S(v|s) . (180)

Encoding: We assume that the transmitter and the receiver
have access to the shared secret keys k−1 and k0 for the first
two blocks, but after the first two blocks they use the key that
they generate from the CSI.

In the first block, to send the message m1 according to k−1,
the encoder generates the index t0 uniformly at random and

computes ur(m1, t0, k−1) and transmits a codeword xr, where
xi = x(ui(m1, t0, k−1), s1,i). Note that, the index t0 does not
convey any useful information. At the end of the first block,
to generate a secret key shared between the transmitter and
the receiver, the encoder generates the index `1 according to
the following distribution with j = 1,

f
(
`j |srj

)
=

P⊗rS|V
(
srj |vr(`j)

)
∑

`′∈J1 : 2rR̃K
P⊗rS|V

(
srj |vr(`′j)

) , (181)

where PS|V is defined in (180). Then generates the reconcil-
iation index t1 = ϕ(vn(`1)); simultaneously, the transmitter
generates a key k1 = Φ(vr(`1)) from the description of its
CSI of the first block vr(`1) to be used in Block 3.

In the second block, to transmit the message m2 and the
reconciliation index t1 according to the key k0, the encoder
computes ur(m2, t1, k0) and transmits a codeword xr, where
xi = x(ui(m2, t1, k0), s2,i). At the end of the second block,
to generate a secret key shared between the transmitter and
the receiver, the encoder generates the index `2 based sr2 by
using the likelihood encoder described in (181) with j = 2.
Then generates the reconciliation index t2 = ϕ(vn(`2)); si-
multaneously, the transmitter generates a key k2 = Φ(vr(`2))
from the description of its CSI of the second block vr(`1) to
be used in Block 4.

In block j ∈ J3 :BK, to send the message mj and the
reconciliation index tj−1 according to the generated key kj−2

from the previous blocks and the CSI of the current block
srj , the encoder computes ur(mj , tj−1, kj−2) and transmits
a codeword xr, where each coordinate of the transmitted
signal is a function of the current state srj as well as the
corresponding sample of the transmitter’s codeword ui, i.e.,
xi = x(ui(mj , tj−1, kj−2), sj,i). At the end of this block,
the encoder first selects the index `j based srj by using
the likelihood encoder described in (181) and then generates
the reconciliation index tj = ϕ(vr(`j)); simultaneously the
encoder generates a key kj = Φ(vr(`j)) from the description
of its CSI of the block j, vr(`j), to be used in the Block j+2.

Considering (179) at the top of the next page, for a given
codebook Cr, the induced joint distribution over the codebook(
i.e. P (Cr)

)
satisfies

D
(
P

(Cr)
Mj ,Tj−1,Kj−2,Ur,Srj ,Lj ,V

r,Zrj ,Kj−1,Tj ,Kj

||Υ(Cr)
Mj ,Tj−1,Kj−2,Ur,Srj ,Lj ,V

r,Zrj ,Kj−1,Tj ,Kj

)
6 ε. (182)

This intermediate distribution Υ(Cr) approximates the true
distribution P (Cr) and will be used in the sequel for bounding
purposes. Expression (182) holds because the main difference
between P (Cr) and Υ(Cr) is that the keys Kj−2, Kj−1 and
the reconciliation index Tj−1 are assumed to be uniformly
distributed in Υ(Cr), which are made (arbitrarily) nearly uni-
form in P (Cr) with appropriate control of rate as in (188) and
(193).

Covert Analysis: We now show that this coding scheme
guarantees that ECn [D(PZn|Cn ||Q⊗nZ )] −−→

n→∞
0, where Cn is

the set of all the codebooks for all blocks, and

QZ(·) =
∑

u∈U

∑

v∈V

∑

s∈S

∑

x∈X
PU (u)PV (v)PS|V (s|v)
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Block j Block j + 1 Block j + 2

Mj Ur
j Xr

j Zr
j

V r
jSr

j Tj

Y r
j

Tj−1

Kj−2

Mj+1 Ur
j+1 Xr

j+1 Zr
j+1

V r
j+1

Y r
j+1

Kj−1

Sr
j+1

Mj+2 Ur
j+2 Xr

j+2 Zr
j+2

V r
j+2

Y r
j+2

Tj+1

Kj

Sr
j+2

Fig. 12. Functional dependence graph for the block-Markov encoding scheme

Γ
(Cn)
Mj ,Tj−1,Kj−2,Lj ,Ur,V r,Srj ,Z

r
j ,Kj−1,Tj ,Kj

(mj , tj−1, kj−2, `j , ũ
r, ṽr, srj , z

r
j , kj−1, tj , kj)

, 2−r(R+Rt+Rk+R̃)1{ũr=ur(mj ,tj−1,kj−2)}1{ṽr=vr(`j)}P
⊗r
S|V (srj |ṽr)W⊗rZ|U,S(zrj |ũr, srj)

× 2−rRk1{tj=ϕ(ṽr)}1{kj=Φ(ṽr)} (178)

Υ
(Cr)
Mj ,Tj−1,Kj−2,Ur,Srj ,Lj ,V

r,Zrj ,Kj−1,Tj ,Kj
(mj , tj−1, kj−2, ũ

r, srj , `j , ṽ
r, zrj , kj−1, tj , kj)

, 2−r(R+Rt+Rk)1{ũr=ur(mj ,tj−1,kj−2)}Q
⊗r
S (srj)f(`j |srj)1{ṽr=vr(`j)}

×W⊗rZ|U,S(zrj |ũr, srj)2−rRk1{tj=ϕ(ṽr)}1{kj=Φ(ṽr)} (179)

× 1{
X=X(u,s)

}WZ|X,S(·|x, s), (183)

such that
∑
v∈V PV (v)PS|V (·|v) = QS(·). Then, we choose

PU , PV , PS|V , and x(u, s) such that it satisfies QZ = Q0.
Similar to (140) using the functional dependence graph de-
picted in Fig. 12 it follows that,

D
(
P

(Cr)
Zn ||Q⊗nZ

)
6

2
B∑

j=1

D
(
P

(Cr)
Zrj ,Kj−1,Tj ,Kj

||Q⊗rZ QKj−1
QTjQKj

)
. (184)

To bound the RHS of (184) by using Lemma 1 and the triangle
inequality we have,

ECr ||PZrj ,Kj−1,Tj ,Kj |Cr −Q⊗rZ QKj−1
QTjQKj ||1

6 ECr ||PZrj ,Kj−1,Tj ,Kj |Cr − ΓZrj ,Kj−1,Tj ,Kj |Cr ||1
+ ECr ||ΓZrj ,Kj−1,Tj ,Kj |Cr −Q⊗rZ QKj−1QTjQKj ||1

6 ECr ||PZrj ,Kj−1,Tj ,Kj |Cr −ΥZrj ,Kj−1,Tj ,Kj |Cr ||1
+ ECr ||ΥZrj ,Kj−1,Tj ,Kj |Cr − ΓZrj ,Kj−1,Tj ,Kj |Cr ||1
+ ECr ||ΓZrj ,Kj−1,Tj ,Kj |Cr −Q⊗rZ QKj−1

QTjQKj ||1.
(185)

From (182) and the monotonicity of KL-divergence the first
term on the RHS of (185) goes to zero when r grows. To bound
the second term on the RHS of (185) for a fixed codebook Cr,
we have (186) at the top of the next page, in which (186c)
follows from (181).

Hence,

ECr ||ΥZrj ,Kj−1,Tj ,Kj |Cr − ΓZrj ,Kj−1,Tj ,Kj |Cr ||1

6 ECr ||ΥMj ,Tj−1,Kj−2,Srj ,Lj ,U
r,V r,Zrj ,Kj−1,Tj ,Kj |Cr

− ΓMj ,Tj−1,Kj−2,Srj ,Lj ,U
r,V r,Zrj ,Kj−1,Tj ,Kj |Cr ||1

(a)
= ECr ||ΥMj ,Tj−1,Kj−2,Srj |Cr − ΓMj ,Tj−1,Kj−2,Srj |Cr ||1
(b)
= ECr ||Q⊗rS − ΓSrj |Mj=1,Tj−1=1,Kj−2=1,Cr ||1, (187)

where (a) follows from (186b)-(186h) and (b) follows from
the symmetry of the codebook construction with respect to
Mj , Tj−1, and Kj−2 and (186a). Based on the soft covering
lemma [33, Corollary VII.5] the RHS of (187) vanishes when
r grows if

R̃ > I(S;V ). (188)

We now proceed to bound the third term on the RHS of (185).
First, consider the following marginal from (178),

ΓZrj ,Kj−1,Tj ,Kj |Cr (z
r
j , kj−1, tj , kj)

=
∑

mj

∑

tj−1

∑

kj−2

∑

`j

∑

srj

1

2r(R+Rt+2Rk+R̃)
P⊗rS|V

(
srj |V r(`j)

)

×W⊗rZ|U,S
(
zrj |Ur(mj , tj−1, kj−2), srj

)

× 1{tj=ϕ(V r(`j))}1{kj=Φ(V r(`j))}

=
∑

mj

∑

tj−1

∑

kj−2

∑

`j

1

2r(R+Rt+2Rk+R̃)

×W⊗rZ|U,V
(
zrj |Ur(mj , tj−1, kj−2), V r(`j)

)

× 1{tj=ϕ(V r(`j))}1{kj=Φ(V r(`j))}, (189)

where WZ|U,V (z|u, v) =
∑
s∈S PS|V (s|v)WZ|U,S(z|u, s). To

bound bound the third term on the RHS of (185), by using
Pinsker’s inequality in Lemma 1 it is sufficient to bound
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Γ
(Cr)
Mj ,Tj−1,Kj−2

= 2−r(R+Rt+Rk) = Υ
(Cr)
Mj ,Tj−1,Kj−2

, (186a)

Γ
(Cr)
Ur|Mj ,Tj−1,Kj−2,Srj

= 1{ũr=ur(mj ,tj−1,kj−2)} = Υ
(Cr)
Ur|Mj ,Tj−1,Kj−2,Srj

, (186b)

Γ
(Cr)
Lj |Mj ,Tj−1,Kj−2,Srj ,U

r = f(`j |srj) = Υ
(Cr)
Lj |Mj ,Tj−1,Kj−2,Srj ,U

r , (186c)

Γ
(Cr)
V r|Mj ,Tj−1,Kj−2,Srj ,Lj ,U

r = 1{ṽr=vr(`j)} = Υ
(Cr)
V r|Mj ,Tj−1,Kj−2,Srj ,Lj ,U

r , (186d)

Γ
(Cr)
Zrj |Mj ,Tj−1,Kj−2,Srj ,Lj ,U

r,V r = W⊗rZ|U,S = Υ
(Cr)
Zrj |Mj ,Tj−1,Kj−2,Srj ,Lj ,U

r,V r , (186e)

Γ
(Cr)
Kj−1|Mj ,Tj−1,Kj−2,Srj ,Lj ,U

r,V r,Zrj
= 2−rRk = Υ

(Cr)
Kj−1|Mj ,Tj−1,Kj−2,Srj ,Lj ,U

r,V r,Zrj
, (186f)

Γ
(Cr)
Tj |Mj ,Tj−1,Kj−2,Srj ,Lj ,U

r,V r,Zrj ,Kj−1
= 1{tj=σ(vr(`j))} = Υ

(Cr)
Tj |Mj ,Tj−1,Kj−2,Srj ,Lj ,U

r,V r,Zrj ,Kj−1
, (186g)

Γ
(Cr)
Kj |Mj ,Tj−1,Kj−2,Srj ,Lj ,U

r,V r,Zrj ,Kj−1,Tj
= 1{kj=Φ(vr(`j))} = Υ

(Cr)
Kj |Mj ,Tj−1,Kj−2,Srj ,Lj ,U

r,V r,Zrj ,Kj−1,Tj
, (186h)

ECr [D(ΓZrj ,Kj−1,Tj ,Kj |Cr ||Q⊗rZ QKj−1
QTjQKj )] as in (190)

available at the next page, in which

(a) follows from Jensen’s inequality;
(b) holds because 1{·} 6 1;
(c) follows by defining Ψ1 and Ψ2 as follows,

Ψ1 =
1

2r(R+Rt+2Rk+R̃+RT+RK)

∑

(kj−1,tj ,kj)

∑

mj

∑

tj−1

∑

kj−2

×
∑

`j

∑
(
ur(mj ,tj−1,kj−2),vr(`j),zrj

)
∈T (r)

ε

× Γ⊗rUr,V r,Zrj
(
ur(mj , tj−1, kj−2), vr(`j), z

r
j

)

× log

(
W⊗rZ|U,V

(
zrj |ur(mj , tj−1, kj−2), vr(`j)

)

2r(R+Rt+Rk+R̃−RT−RK)Q⊗rZ (zrj )

+
W⊗rZ|V

(
zrj |vr(`j)

)

2r(R̃−RT−RK)Q⊗rZ (zrj )

+
W⊗rZ|U

(
zrj |ur(mj , tj−1, kj−2)

)

2r(R+Rt+Rk)Q⊗rZ (zrj )
+ 1

)

≤ log

(
2r(RT+RK) × 2−r(1−ε)H(Z|U,V )

2r(R+Rt+Rk+R̃) × 2−r(1+ε)H(Z)

+
2r(RT+RK) × 2−r(1−ε)H(Z|V )

2rR̃ × 2−r(1+ε)H(Z)

+
2−r(1−ε)H(Z|U)

2r(R+Rt+Rk) × 2−r(1+ε)H(Z)
+ 1

)
(191)

Ψ2 =
1

2r(R+Rt+2Rk+R̃+RT+RK)

∑

(kj−1,tj ,kj)

∑

mj

∑

tj−1

∑

kj−2

×
∑

`j

∑
(
ur(mj ,tj−1,kj−2),vr(`j),zrj

)
/∈T (r)
ε

× Γ⊗rUr,V r,Zrj
(
ur(mj , tj−1, kj−2), vr(`j), z

r
j

)

× log

(
W⊗rZ|U,V

(
zrj |ur(mj , tj−1, kj−2), vr(`j)

)

2r(R+Rt+Rk+R̃−RT−RK)Q⊗rZ (zrj )

+
W⊗rZ|V

(
zrj |vr(`j)

)

2r(R̃−RT−RK)Q⊗rZ (zrj )

+
W⊗rZ|U

(
zrj |ur(mj , tj−1, kj−2)

)

2r(R+Rt+Rk)Q⊗rZ (zrj )
+ 1

)

≤ 2|V ||U ||Z|e−rε2µV,U,Zr log
( 2

µZ
+ 1
)
. (192)

In (192) µV,U,Z = min
(v,u,z)∈(V,U ,Z)

PV,U,Z(v, u, z) and µZ =

min
z∈Z

PZ(z). When r →∞ then Ψ2 → 0 and Ψ1 goes to zero
when r grows if

R+Rt +Rk + R̃−RT −RK > I(U, V ;Z), (193a)

R̃−RT −RK > I(V ;Z), (193b)
R+Rt +Rk > I(U ;Z). (193c)

Decoding and Error Probability Analysis: At the end of
the block j ∈ J1 :BK, using its knowledge of the key kj−2

generated from the block j − 2, the receiver finds a unique
pair (m̂j , t̂j−1) such that

(
ur(m̂j , t̂j−1, kj−2), yrj

)
∈ T (r)

ε .
According to the law of large numbers and the packing lemma
probability of error vanishes when r grows if [37],

R+Rt < I(U ;Y ). (194)

We now analyze the probability of error at the encoder and
the decoder for key generation. Let (Lj−1, Tj−1) denote the
chosen indices at the encoder and L̂j−1 and T̂j−1 be the
estimate of the index Lj−1 and Tj−1 at the decoder. At the
end of block j, by decoding Urj , the receiver knows Tj−1 and
to find Lj−1 we define the error event,

E =
{(
V rj−1(L̂j−1), Srj−1, U

r
j−1, Y

r
j−1

)
/∈ T (r)

ε

}
. (195)

Also, consider the error events,

E1 =
{(
V rj−1(`j−1), Srj−1

)
/∈ T (r)

ε′ for all `j−1 ∈ J1 : 2rR̃K
}
,

(196a)

E2 =
{(
V rj−1(Lj−1), Srj−1, U

r
j−1, Y

r
j−1

)
/∈ T (r)

ε

}
, (196b)

E3 =
{(
V rj−1(˜̀

j−1), Urj−1, Y
r
j−1

)
∈ T (r)

ε

for some `j−1 ∈ B(Tj−1), ˜̀
j−1 6= `j−1

}
, (196c)

where ε > ε′ > 0. By the union bound we have,

P (E) 6 P (E1) + P (Ec1 ∩ E2) + P (E3). (197)
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ECr
[
D(ΓZrj ,Kj−1,Tj ,Kj |Cr ||Q⊗rZ QKj−1QTjQKj )

]

= ECr

[ ∑

zrj ,kj−1,tj ,kj

ΓZrj ,Kj−1,Tj ,Kj |Cr (z
r
j , kj−1, tj , kj) log

(
ΓZrj ,Kj−1,Tj ,Kj |Cr (z

r
j , kj−1, tj , kj)

Q⊗rZ (zrj )QKj−1
(kj−1)QTj (tj)QKj (kj)

)]

= ECr

[ ∑

(zrj ,kj−1,tj ,kj)

∑

mj

∑

tj−1

∑

kj−2

∑

`j

W⊗rZ|U,V
(
zrj |Ur(mj , tj−1, kj−2), V r(`j)

)
1{tj=ϕ(V r(`j))}1{kj=Φ(V r(`j))}

2r(R+Rt+2Rk+R̃)

× log

(
∑
m̃j

∑
t̃j−1

∑
k̃j−2

∑
˜̀
j

W⊗rZ|U,V
(
zrj |Ur(m̃j , t̃j−1, k̃j−2), V r(˜̀

j)
)
1{tj=ϕ(V r(˜̀

j))}1{kj=Φ(V r(˜̀
j))}

2r(R+Rt+Rk+R̃−RT−RK)Q⊗rZ (zrj )

)]

(a)

≤
∑

(zrj ,kj−1,tj ,kj)

∑

mj

∑

tj−1

∑

kj−2

∑

`j

1

2r(R+Rt+2Rk+R̃)

∑
(
ur(mj ,tj−1,kj−2),vr(`j)

)Γ
⊗r
Ur,V r,Zrj

(
ur(mj , tj−1, kj−2), vr(`j), z

r
j

)

× Eϕ(vr(`j))

[
1{tj=ϕ(vr(`j))}

]
× EΦ(vr(`j))

[
1{kj=Φ(vr(`j))}

]

× logE\(mj ,tj−1,kj−2,`j),
\(ϕ(vr(`j)),Φ(vr(`j)))

[
∑
m̃j

∑
t̃j−1

∑
k̃j−2

∑
˜̀
j

W⊗rZ|U,V
(
zrj |Ur(m̃j , t̃j−1, k̃j−2), V r(˜̀

j)
)
1{tj=ϕ(V r(˜̀

j))}1{kj=Φ(V r(˜̀
j))}

2r(R+Rt+Rk+R̃−RT−RK)Q⊗rZ (zrj )

]

(b)

≤
∑

(zrj ,kj−1,tj ,kj)

∑

mj

∑

tj−1

∑

kj−2

∑

`j

1

2r(R+Rt+2Rk+R̃+RT+RK)

∑
(
ur(mj ,tj−1,kj−2),vr(`j)

)Γ
⊗r
Ur,V r,Zrj

(
ur(mj , tj−1, kj−2), vr(`j), z

r
j

)

× log
1

2r(R+Rt+Rk+R̃−RT−RK)Q⊗rZ (zrj )
×
(
W⊗rZ|U,V

(
zrj |ur(mj , tj−1, kj−2), vr(`j)

)

+ E\(mj ,tj−1,kj−2)

[ ∑

(m̃j ,t̃j−1,k̃j−2)6=(mj ,tj−1,kj−2)

W⊗rZ|U,V
(
zrj |Ur(m̃j , t̃j−1, k̃j−2), vr(`j)

)
]

+ E \`j ,
\(ϕ(vr(`j)),Φ(vr(`j)))

[ ∑

˜̀
j 6=`j

W⊗rZ|U,V
(
zrj |ur(mj , tj−1, kj−2), V r(˜̀

j)
)
1{tj=ϕ(V r(˜̀

j))}1{kj=Φ(V r(˜̀
j))}

]

+ E\(mj ,tj−1,kj−2,`j),
\(ϕ(vr(`j)),Φ(vr(`j)))

[ ∑

˜̀
j 6=`j

∑

(m̃j ,t̃j−1,k̃j−2)6=(mj ,tj−1,kj−2)

W⊗rZ|U,V
(
zrj |Ur(m̃j , t̃j−1, k̃j−2), V r(˜̀

j)
)
1{tj=ϕ(V r(˜̀

j))}1{kj=Φ(V r(˜̀
j))}

])

≤
∑

(zrj ,kj−1,tj ,kj)

∑

mj

∑

tj−1

∑

kj−2

∑

`j

1

2r(R+Rt+2Rk+R̃+RT+RK)

∑
(
ur(mj ,tj−1,kj−2),vr(`j)

)Γ
⊗r
Ur,V r,Zrj

(
ur(mj , tj−1, kj−2), vr(`j), z

r
j

)

× log

(
W⊗rZ|U,V

(
zrj |ur(mj , tj−1, kj−2), vr(`j)

)

2r(R+Rt+Rk+R̃−RT−RK)Q⊗rZ (zrj )
+

∑

(m̃j ,t̃j−1,k̃j−2)6=(mj ,tj−1,kj−2)

W⊗rZ|V
(
zrj |vr(`j)

)

2r(R+Rt+Rk+R̃−RT−RK)Q⊗rZ (zrj )

+
∑

˜̀
j 6=`j

W⊗rZ|U
(
zrj |ur(mj , tj−1, kj−2)

)

2r(R+Rt+Rk+R̃)Q⊗rZ (zrj )
+ 1

)

≤
∑

(zrj ,kj−1,tj ,kj)

∑

mj

∑

tj−1

∑

kj−2

∑

`j

1

2r(R+Rt+2Rk+R̃+RT+RK)

∑
(
ur(mj ,tj−1,kj−2),vr(`j)

)Γ
⊗r
Ur,V r,Zrj

(
ur(mj , tj−1, kj−2), vr(`j), z

r
j

)

× log

(
W⊗rZ|U,V

(
zrj |ur(mj , tj−1, kj−2), vr(`j)

)

2r(R+Rt+Rk+R̃−RT−RK)Q⊗rZ (zrj )
+

W⊗rZ|V
(
zrj |vr(`j)

)

2r(R̃−RT−RK)Q⊗rZ (zrj )
+
W⊗rZ|U

(
zrj |ur(mj , tj−1, kj−2)

)

2r(R+Rt+Rk)Q⊗rZ (zrj )
+ 1

)

(c)

, Ψ1 + Ψ2, (190)

Authorized licensed use limited to: Univ of Texas at Dallas. Downloaded on December 30,2021 at 17:11:58 UTC from IEEE Xplore.  Restrictions apply. 



0018-9448 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIT.2021.3135291, IEEE
Transactions on Information Theory

32

Similar to the proof of Lemma 2 one can show that the first
term on the RHS of (197) vanishes when r grows if we have
(188). Following the steps in [37, Sec. 11.3.1], the last two
terms on the RHS of (197) go to zero when r grows if,

R̃ > I(S;V ), (198a)

R̃−Rt < I(V ;U, Y ). (198b)

Applying Fourier-Motzkin to (188), (193), (194), and (198)
and remarking that the scheme requires Rt +Rk 6 RT +RK
results in the achievable region in Theorem 7.

APPENDIX H
PROOF OF THEOREM 9

Consider any sequence of length-n codes for a state-
dependent channel with CSI available causally only at the
transmitter such that P (n)

e 6 εn, D(PZn ||Q⊗n0 ) 6 δ, and
RK/n 6 λn with limn→∞ εn = limn→∞ λn = 0. Note that
the converse is consistent with the model and does not require
δ to vanish.

Epsilon Rate Region: We first define a region Aε for ε > 0
that expands the region defined in (35) as follows,

Aε ,
{
R > 0 : ∃PU,V,S,X,Y,Z ∈ Dε : R 6 I(U ;Y ) + ε

}
,

(199a)

where

Dε =





PU,V,S,X,Y,Z :

PU,V,S,X,Y,Z = QSPV PU |V 1{X=X(U,S)
}WY,Z|X,S

D (PZ‖Q0) 6 ε

I(U ;Y ) > I(V ;Z)− 4ε

max{|U| , |V|} 6 |X |





.

(199b)

We next show that if a rate R is achievable then R ∈ Aε for
any ε > 0. For any εn > 0 and ν > 0, we start by upper
bounding nR using standard techniques,

nR = H(M)

= H(M |K)

(a)

≤ I(M ;Y n|K) + nεn

=
n∑

i=1

I(M ;Yi|Y i−1,K) + nεn

6
n∑

i=1

I(M,K, Y i−1;Yi) + nεn

(b)

6
n∑

i=1

I(M,K,Si−1;Yi) + nεn

(c)
=

n∑

i=1

I(Ui;Yi) + nεn

= n
n∑

i=1

1

n
I(Ui;Yi) + nεn

= n
n∑

i=1

P(T = i)I(UT ;YT |T = i) + nεn

= nI(UT ;YT |T ) + nεn

6 nI(UT , T ;YT ) + nεn
(d)
= nI(U ;Y ) + nεn
(e)

6 nI(U ;Y ) + nε, (200)

where
(a) follows from Fano’s inequality;
(b) follows since (M,K, Y i−1) − (M,K,Si−1) − Yi, note

that we also have Vi − (M,K,Si−1) − Yi, where Vi ,
(M,K,Zi−1);

(c) follows by defining Ui , (M,K,Si−1);
(d) follows by defining U , (UT , T ) and Y , YT ;
(e) follows by defining ε , max{εn, λn, ν}, where we

choose n large enough such that ν > δ
n .

Next, we lower bound nR as follows,

nR+RK > H(M,K)

≥ I(M,K;Zn)

=
n∑

i=1

I(M,K;Zi|Zi−1)

(a)

≥
n∑

i=1

I(M,K,Zi−1;Zi)− δ

(b)
=

n∑

i=1

I(Vi;Zi)− δ

= n
n∑

i=1

P(T = i)I(VT ;ZT |T = i)− δ

= nI(VT ;ZT |T )− δ
(c)

≥ nI(VT , T ;ZT )− 2δ

(d)
= nI(V ;Z)− 2δ (201)

where
(a) and (c) follow from Lemma 3;
(b) follows from the definition of Vi , (M,K,Zi−1), which

is defined in the process of deriving (200);
(d) follows by defining V , (VT , T ) and Z , ZT .
For any ν > 0, choosing n large enough ensures that,

R+
RK
n

> I(V ;Z)− 2ν. (202)

Therefore,

R > I(V ;Z)− 2ν − RK
n

> I(V ;Z)− 2ν − λn
> I(V ;Z)− 3ε, (203)

where the last inequality follows since ε , max{εn, λn, ν}.
To show that D(PZ ||Q0) 6 ε, note that for n large enough

D(PZ ||Q0) = D(PZT ||Q0) = D

(
1

n

n∑

i=1

PZi

∣∣∣∣∣

∣∣∣∣∣Q0

)

6
1

n

n∑

i=1

D(PZi ||Q0) 6
1

n
D(PZn ||Q⊗n0 ) 6

δ

n
6 ν 6 ε.

(204)
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Combining (200) and (203), and (204) shows that ∀εn, λn, ν >
0, R 6 max{a : a ∈ Aε}. Therefore,

R 6 max

{
a : a ∈

⋂

ε>0

Aε
}
. (205)

Continuity at Zero: One can prove the continuity at zero
of Aε by substituting min{I(U ;Y ) − I(U ;S), I(U, V ;Y ) −
I(U ;S|V )} with I(U ;Y ) and I(V ;Z)− I(V ;S) with I(V ;Z)
in the continuity at zero proof in Appendix F and following
the exact same arguments.

APPENDIX I
PROOF OF THEOREM 12

Consider any sequence of length-n codes for a state-
dependent channel with CSI available strictly causally only
at the transmitter such that P (n)

e 6 εn, D(PZn ||Q⊗n0 ) 6 δ,
and RK/n 6 λn with limn→∞ εn = limn→∞ λn = 0. Note
that the converse is consistent with the model and does not
require δ to vanish.

Epsilon Rate Region: We first define a region Aε for ε > 0
that expands the region defined in (43) as follows,

Aε ,
{
R > 0 : ∃PV,S,X,Y,Z ∈ Dε : R 6 I(X;Y ) + ε

}
,

(206a)

where

Dε =





PV,S,X,Y,Z :

PV,S,X,Y,Z = QSPV PX|VWY,Z|X,S
D (PZ‖Q0) 6 ε

I(X;Y ) > I(V ;Z)− 4ε

|V| 6 |X |





. (206b)

We next show that if a rate R is achievable then R ∈ Aε for
any ε > 0. For any εn > 0 and ν > 0, we start by upper
bounding nR using standard techniques.

nR = H(M)

= H(M |K)

(a)

≤ I(M ;Y n|K) + nεn

=

n∑

i=1

I(M ;Yi|Y i−1,K) + nεn

6
n∑

i=1

I(M,K, Y i−1;Yi) + nεn

(b)

≤
n∑

i=1

I(M,K,Si−1;Yi) + nεn

6
n∑

i=1

I(M,K,Si−1, Zi−1;Yi) + nεn

(c)

≤
n∑

i=1

I(Xi;Yi) + nεn

= n
n∑

i=1

1

n
I(Xi;Yi) + nεn

= n
n∑

i=1

P(T = i)I(Xi;Yi|T = i) + nεn

= nI(XT ;YT |T ) + nεn

6 nI(XT , T ;YT ) + nεn
(d)
= nI(X;Y ) + nεn
(e)

6 nI(X;Y ) + nε, (207)

where
(a) follows from Fano’s inequality;
(b) follows from the Markov chain (M,K, Y i−1) −

(M,K,Si−1)− Yi;
(c) follows since Si is independent of(

M,K,Si−1, Zi−1, Xi(M,Si−1)
)

and therefore

I(M,K,Si−1, Zi−1;Yi|Xi)

6 I(M,K,Si−1, Zi−1;Yi|Xi, Si) = 0, (208)

that is (M,K,Si−1, Zi−1) − Xi − Yi forms a Markov
chain, which implies Vi − Xi − Yi, where Vi ,
(M,K,Zi−1), also forms a Markov chain;

(d) follows by defining X , (XT , T ) and Y , YT .
(e) follows by defining ε , max{εn, λn, ν}, where we

choose n large enough such that ν > δ
n .

Next, we lower bound nR as follows,

nR+RK > H(M,K)

≥ I(M,K;Zn)

=
n∑

i=1

I(M,K;Zi|Zi−1)

(a)

≥
n∑

i=1

I(M,K,Zi−1;Zi)− δ

(b)
=

n∑

i=1

[
I(Vi;Zi)

]
− δ

= nI(VT ;ZT |T )− δ
(c)

≥ nI(VT , T ;ZT )− 2δ

(d)
= nI(V ;Z)− 2δ (209)

where
(a) and (c) follow from Lemma 3;
(b) follows by defining Vi , (M,K,Zi−1) which is defined

in the process of deriving (207);
(d) follows by defining V , (VT , T ) and Z , ZT .
For any ν > 0, choosing n large enough ensures that,

R+
RK
n

> I(V ;Z)− 2ν. (210)

Therefore,

R > I(V ;Z)− 2ν − RK
n

> I(V ;Z)− 2ν − λn
> I(V ;Z)− 3ε, (211)

where the last inequality follows since ε , max{εn, λn, ν}.
To show that D(PZ ||Q0) 6 ε, note that for n large enough

D(PZ ||Q0) = D(PZT ||Q0) = D

(
1

n

n∑

i=1

PZi

∣∣∣∣∣

∣∣∣∣∣Q0

)
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6
1

n

n∑

i=1

D(PZi ||Q0) 6
1

n
D(PZn ||Q⊗n0 ) 6

δ

n
6 ν 6 ε.

(212)

Combining (207) and (211), and (212) shows that ∀εn, ν > 0,
R 6 max{a : a ∈ Aε}. Therefore,

R 6 max

{
a : a ∈

⋂

ε>0

Aε
}
. (213)

Continuity at Zero: One can prove the continuity at zero
of Aε by substituting min{I(U ;Y ) − I(U ;S), I(U, V ;Y ) −
I(U ;S|V )} with I(X;Y ) and I(V ;Z)− I(V ;S) with I(V ;Z)
in the continuity at zero proof in Appendix F and following
the exact same arguments.
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