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ABSTRACT

Many applied decision-making problems have a dynamic component: The policymaker needs not only to
choose whom to treat, but also when to start which treatment. For example, a medical doctor may choose
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between postponing treatment (watchful waiting) and prescribing one of several available treatments

during the many visits from a patient. We develop an “advantage doubly robust” estimator for learning
such dynamic treatment rules using observational data under the assumption of sequential ignorability.
We prove welfare regret bounds that generalize results for doubly robust learning in the single-step setting,
and show promising empirical performance in several different contexts. Our approach is practical for policy
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optimization, and does not need any structural (e.g., Markovian) assumptions. Supplementary materials for

this article are available online.

1. Introduction

The promise of personalized data-driven decision-making has
led to a surge in interest in methods that leverage observational
data to help inform how and to whom interventions should
be applied (Manski 2004; Zhang et al. 2012; Zhao et al. 2012;
Dudik et al. 2014; Swaminathan and Joachims 2015; Elmach-
toub and Grigas 2017; Kallus and Zhou 2018; Kitagawa and
Tetenov 2018; Athey and Wager 2020; Bertsimas and Kallus
2020). Any solution to this policy learning problem needs to
deal with numerous difficulties, including how to incorporate
robustness to potential selection bias as well as fairness con-
straints articulated by stakeholders, and there have been several
notable advances that address these difficulties over the past few
years.

One limitation of this line of work, however, is that the
results cited above all focus on a static setting where a decision-
maker only sees each subject once and immediately decides
how to treat the subject. In contrast, many problems of applied
interest involve a dynamic component whereby the decision-
maker makes a series of decisions based on time-varying covari-
ates. In medicine, if a patient has a disease for which all
known cures are invasive and have serious side effects, their
doctor may choose to monitor disease progression for some
time before prescribing one of these invasive treatments. As
another example, a health inspector needs to not only choose
which restaurants to inspect, but also when to carry out these
inspections.

In this article, we study the problem of learning dynamic
when-to-treat policies, where a decision-maker is only allowed
to act once, but gets to choose both which action to take
and when to perform the action.! This setting covers several

application areas that have recently been discussed in the lit-
erature, including when to start antiretroviral therapy for HIV-
positive patients to prevent AIDS while mitigating side effects
(When To Start Consortium 2009), when to recommend moth-
ers to stop breastfeeding to maximize infants’ health (Moodie,
Platt, and Kramer 2009), and when to to turn off ventila-
tors for intensive care patients to maximize health outcomes
(Prasad et al. 2017).

The available literature has developed several methods for
evaluating and learning dynamic treatment rules from prior
data, with notable contributions from statistics and epidemi-
ology communities including from Murphy (2003), Robins
(2004), Murphy (2005), Luckett et al. (2020), Tsiatis et al. (2019),
Zhangetal. (2013,2018), Van der Laan and Rose (2018, chap. 4),
and the batch reinforcement learning community such as Jiang
and Li (2016) and Thomas and Brunskill (2016). As discussed
further below, these papers develop general approaches that
can be used with arbitrary dynamic treatment rules. Here, in
contrast, we seek to exploit special structure of the when-to-treat
problem to develop tailored learning methods with desirable
statistical and computational properties.

In developing our approach, we build on recent results
on doubly robust (DR) static policy learning (Zhou, Athey,
and Wager 2018; Athey and Wager 2020), and show how
they can be adapted to our dynamic setting without mak-
ing any structural (e.g., Markovian) assumptions and with-
out compromising computational performance. Throughout
this article, we assume sequential ignorability, meaning that
any confounders that affect making a treatment choice at
time t have already been measured by time f. Sequential
ignorability is a widely used generalization of the classical
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ignorability assumption of Rosenbaum and Rubin (1983) to
the dynamic setting (Robins 1986, 2004; Hernan, Brumback,
and Robins 2001; Murphy 2003). We develop methods that
can leverage generic machine learning estimators of various
nuisance components (e.g., the propensity of starting treat-
ment in any given state and time) for learning policies with
strong utilitarian regret bounds that hold in a nonparametric
setting.

Our problem setting is closely related to batch reinforcement
learning (Sutton and Barto 2018). The types of guarantees we
derive, however, are more closely related to results from the
static policy learning literature, in that we use tools from semi-
parametric statistics to derive sharp regret bounds given only
nonparametric assumptions. To our knowledge, the reinforce-
ment learning literature has not pursued nor obtained the type
of results we achieve here for off-policy policy learning in a
nonparametric setting.

We also note work on optimal stopping motivated by the
problem of when to buy or sell an asset. This setting, however,
is different from ours in that most of the literature on optimal
stopping either works with a known probabilistic model (Van
Moerbeke 1976; Jacka 1991), or assumes that we can observe
the price evolution of the asset whether or not we purchase it
(Goel, Dann, and Brunskill 2017). In contrast, we work in a
nonparametric setting, and adopt a potential outcomes model
in which we only get to observe outcomes corresponding to the
sequence of actions we choose to take (Robins 1986; Imbens and
Rubin 2015). We will review the related literature in more detail
in Section 2.4 after first presenting our method below.

2. Policy Learning Under Sequential Ignorability
2.1. Setup and Notation

We work in the following statistical setting. We observe a set of
i=1,...,nindependent and identically distributed trajectories
generated from some distribution IP that describe the evolution
of subjects over T time steps. For each subject i, we observe a
vector of states S0 € ST and actions A? ¢ AT, as well as a
final outcome Y € R? Foreacht =1,..., T, SE’) denotes the

state of the subject at time t and Ag’) denotes the action taken.
We write the set of possible actions as A = {0,1,...,K}, and
let Ay = 0 denote no action (i.e., no treatment assignment)
at time t. We define the filtration /1 € F, € .-+ € Frip,
where F; = o (S1.4, A1.+—1) contains information available at
timetfort = 1,...,T,and Fry; = o (S1.1> A1, Y) also has
information on the final outcome. For notational convenience,
we denote Sgi):tz = {Sg), ceo Sg)}, and we similarly define Ag):tz ,
and write the relevant generalization of the propensity score as
era(s1:) = P[Ar = a| S1e = s, Are—1) = 0]

We formulate causal effects in terms of potential outcomes
(Neyman 1923; Rubin 1974; Robins 1986). For any set of actions
ae AT, we posit potential outcomes Y®(ay.7) and Sgi) (ar.¢-1)
corresponding to the outcome and state values we would have
obtained for subject i had we assigned treatment sequence a.

2We note that it is without loss of generality that we assume the outcome
y® is only observed at the end of a trajectory, since intermediate out-
comes/rewards can be incorporated as part of the state representation.
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To identify causal effects, we make the standard assumptions of
sequential ignorability, consistency and overlap (Robins 1986,
2004; Hernan, Brumback, and Robins 2001; Murphy 2003).

Assumption 1 (Consistency of potential outcomes). Our obser-
vations are consistent with potential outcomes, in the sense that

i WY (i) (@) (4 (@)
YO =yOl) and 5" = 7 (A),_y)-
Assumption 2 (Sequential  ignorability). Actions
cannot respond to future information, that i,
{Y(Alz(t—l)a arr), St’(Alz(t—l)y at:(t’—l))}tT/thJ—LAt |ft for
allt=1,...,T.

Assumption 3 (Overlap). There are constants 0 < n, 7o < 1
such that, forall t = 1,..., T and s1; € S, the following hold:
erq(sit) > n/Tforalla e A\ {0} and er(s1)) > 1 —no/T.

A policy 7 is a function that, for each time t = 1,...,T,
maps time-t observables to an action: 7y : S' x A1 — A
such that 7r; is F;-measurable; then 7 := {nt}thl. Recall that we
focus on when-to-treat type rules, meaning that the decision-
maker only gets to act once by starting a nonzero treatment
regime at the time of their choice. For example, if K = 3 and
T = 5, then the decision-maker may choose for instance to
start treatment option #2 at time ¢ = 4, resulting in a trajectory
A=1(0,0,0,2,2).

When applying 7 on-policy, the behavior of 7 is fully char-
acterized by the time at which 7 chooses to act, denoted by
7 = inf {t : m4(-,-) # 0}, and the treatment chosen, denoted by
Wz = 1, (-,-). When 7 chooses to never initiate treatment, we
use the convention that 7, = T + 1 and W,; = 0. Note that 7,
and W, are both F,_-measurable.’ For completeness, we also
need to specify how 7 behaves off-policy, that is, how = would
prescribe treatment along a trajectory whose past action or
treatment sequence may disagree with ; and, in this article, we
do so by assuming that 7 is regular in the sense of Definition 1.

Definition 1 (Regular policy). A regular when-to-treat policy 7
is determined by an F;-measurable stopping time 7, and an
associated J7_-measurable decision variable W, € {1,...,K}
as follows: For each time t = 1,..., T, if A;_; # O then
71 (Stts Art—1)) = Ar—1, elseif t > 77 then 7 (S1, Arr—1) =
Wy, else (1.4, Are—1)) = 0.

The main substance of Definition 1 is that we assume that
if w suggests to start treatment k at a given moment, it persists
in this choice k even if we fail to start treatment immediately.
One notable limitation of this regularity condition is in the
setting where some patients may die or otherwise be unable
to receive treatment.* We discuss extensions of our approach
beyond regular policies in Section 4.

Following Murphy (2005), we let f(S; | Si:t—1)» Ar:i—1)) be
the conditional density for state transitions at time t. We can

3See also Athey and Imbens (2018) for a closely related discussion of potential
outcomes in the context of staggered adoption.

“Forexample, consider a case where 7 says we should have started treatment
onday 5 butwedid notin fact start treatment then, thatis, A5 = 0,and then
the patient dies on day 6. Here, realistically, = should recognize that starting
treatment is now impossible and prescribe 76(51.6,A1:5) = 0; however,
doing so would be inconsistent with Definition 1.
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write the distribution function for trajectories (si.1, a1.) as

T
f(s, ) =f(s1)P[A1|s1] Hft (st | s1:-1)» Ar:-1))
t=2

P[At =a; ’ Sl:t’alz(t—l)]> (1)

and denote the expectation with respect to this distribution as
E. Moreover, by Assumption 2, the distribution of a trajectory
under policy 7 is

T
fGs a5 ) = f(s1) L=, (s1) Hﬁ (st | s1:-1)» AL:0-1))

t=2

lat:ﬂt(sl:t’al:(t—l))’ )
and we use E; to denote the expectation with respect to it.
Define

Vi = Ey [Y] = E[Y (11(81), 72 (S1, S2(1(S1)), 71 (S1)) 5. )] (3)

to be the value of the policy m, that is, the expected outcome
Y with actions A; chosen according to m such that A, =
mi(St: Ar:—1y) for all t = 1,...,T. We further define the
conditional value function

Mo t(S1:> A1:4—1)
=E; [Y|S14 = s A1 = dl;t—l]

—E|:Y(a1t (St ALr—1), i1 ()5 ) [ St

=51 ALi—1 = al:t—1:|> 4)
and the Q-function

Qﬂ,t(sl:t> al:t)
= En’ [Y | St = s1t, A = al:t]

= E|:Y(a1:ta 741 (Sts Se1 (ALe)s Ara)s ) |

S1t = s1t, Ay = al:t:|~ (5)

For any class I, we write the optimal value function as V* =
Sup,cn Vi, and define the regret of a policy w € ITas R(r) =

— Vx (Manski 2004). Given this setting, our goal is to learn
the best policy from a predefined policy class IT to minimize
regret. Our main result is a method for learning a policy 7 € IT
along with a bound on its regret R(77).

2.2. Existing Methods

In the static setting, a popular approach to policy learning starts
by first providing an estimator V,; for the value > Vi of each
feasible policy 7 € I, and then sets 7 = argmax({ Vy:m eIl
(e.g., Manski 2004; Zhao et al. 2012; Swaminathan and Joachims
2015; Kitagawa and Tetenov 2018; Athey and Wager 2020). At a
high level our goal is to pursue the same strategy, but now in a
dynamic setting. The challenge is then to find a robust estimator
V. that behaves well when optimized over a policy class IT of
interest—both statistically and computationally.

Perhaps the most straightforward approach to estimating
Vr starts from inverse propensity weighting as used in the
context of marginal structural modeling (Precup 2000; Robins,
Hernan, and Brumback 2000). Given sequential ignorability, we
can write inverse propensity weights yt(l) (7r) for any policy &
recursively as follows, resulting in a value estimate

VIPW Z % (1) (1) Y(l)
i=1
(i) 71 ([AEI) = n(sﬁ’.i,Aﬁ’.i,l)})
Vi (m) = o _ O 0 D .0 > (6)
P[A TSy Al 1)|Slt’A1t 1]
or the normalized alternative ~ VWIPW —

Y @YD [ 31 P (). The functional form of
VIPW makes it feasible to optimize this value estimate over
a prespecified policy class w € IT (e.g., via a grid-search or
mixed integer programming). By Assumptions 1-3, IPW is
consistent if the treatment probabilities are known a priori,
and by uniform concentration arguments following Kitagawa
and Tetenov (2018), the regret of the policy 7 learned by
maximizing VIPW over = € TI decays as 1/4/n if 1 is not too
large (e.g., if IT is a VC-class). Zhao et al. (2015) provided regret
bounds for nonparametric IPW-type estimators in a dynamic
setting.

While inverse propensity weighting is a simple and trans-
parent approach to estimating V, it has several limitations. In
observational studies treatment probabilities need to be esti-
mated from data, and it is known that the variant of (6) with
estimated weights J?t(’) () can perform poorly with even mild
estimation error (see, e.g., Y. Liu et al. 2018). Furthermore, for
any policy 7 considered, the IPW value estimator only uses
trajectories that match the policy m exactly, which can make
policy learning sample-inefhicient. Finally, the IPW estimator is
known to be unstable when treatment propensities are small,
and this difficulty is exacerbated in the multi-period setting
as the probability of observing any specific trajectory decays,
which can cause challenges during policy learning (Doroudi,
Thomas, and Brunskill 2017). In the static (ie., single time
step) policy learning setting, related considerations led several
authors to recommend against inverse propensity weighted pol-
icy learning and to develop new methods that were found to
have stronger properties both in theory and in practice (Zhang
etal. 2012; Dudik et al. 2014; Zhou et al. 2017; Kallus 2018; Athey
and Wager 2020).

Another approach to estimating V; is using a DR estimator
as follows (Zhang et al. 2013; Jiang and Li 2016; Thomas and
Brunskill 2016)

n

T
- 1 L : »
V=) (V%’)(n)Y(‘) - (yt(’)(n) V,(’)l(n)>

i=1 t=1
i (5040 ). g

where [i;(-) is an estimator of u (-), the expected value fol-
lowing policy 7 conditionally on the history up to time t as
defined in the previous subsection. This estimator generalizes



the well known augmented inverse propensity weighted esti-
mator of Robins, Rotnitzky, and Zhao (1994) beyond the static
case. The DR estimator (7) is consistent if either the propensity
weights {)Z(-)}tT: | or the conditional value estimates [, (-) are
consistent. For a further discussion of DR estimation under
sequential ignorability, see Van der Laan and Rose (2018, chap.
4), Tsiatis et al. (2019), and references therein.

From an optimization point of view, a limitation of (7) is
that evaluating a given policy 7 requires nuisance components
estimates [i, () that are specific to the policy under considera-
tion. This makes policy learning by optimizing ’VER challenging
for several reasons. Computationally, maximizing V}?R for all
7 in a nontrivial set IT would require solving a multitude of
nonparametric dynamic programming problems.” Statistically,
standard regret bounds for policy learning for single time step
problems rely crucially on the fact that V,; is continuous in 7
in an appropriate sense, meaning that two policies are taken to
have similar values if they make similar recommendations in
almost all cases (see, e.g., Athey and Wager 2020). But, if i (-)
is learned separately for each 7, we have no reason to believe
that two similar policies would necessarily have similar value
function estimates—unless one were to use specially designed
{ix(-) estimators.®

An alternate popular approach is to perform policy learning
by estimating policy values using Q-learning and then finding
the action or treatment decision that maximizes the resulting
value estimate. Such methods can suffer from model misspecifi-
cation, and from error amplification due to the recursive struc-
ture of the algorithm. Our contribution focuses on alternate
more robust methods, and we discuss Q-learning approaches in
the related work section.

2.3. Advantage DR Policy Learning

The goal of this article is to develop a new method for pol-
icy learning that addresses the shortcomings of both inverse
propensity weighting and the doubly robust method discussed
above in the case of when-to-treat policies.” Our main proposal,
the advantage doubly robust (ADR) estimator, uses an outcome
regression like the DR estimator (7) to stabilize and robustify
its value estimates. However, unlike the estimator (7) which
needs to use different outcome regressions (i (-) to evaluate
each different policy 7, ADR only has “universal” nuisance
components that do not depend on the policy being estimated,
leveraging the when-to-treat (or when-to-stop) structure of the
domain. Throughout this article, we will find that this univer-
sality property enables us to both effectively optimize our value

5See Zhang et al. (2015) for an example of using decision lists for policy
optimization with a doubly robust estimator.

50ne heuristic solution to this difficulty, proposed by Zhang et al. (2013), is to
first derive a policy estimate 7* via, for example, IPW or fitted-Q learning,
and then to use value estimates [i;«(-) to evaluate all policies 7 € II
using (7). The advantage of this proposal is that learning by maximizing
V}T)R becomes more tractable, since one does not need to refit nuisance
components to evaluate different policies.

7We emphasize that the IPW and DR estimators discussed above can be used
with general dynamic policies; in contrast, our method can only be used for
learning when-to-treat policies. Our proposed method does not present an
alternative to IPW or DR in the general case.
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estimates to learn policies and to prove robust utilitarian regret
bounds.

The motivation for our approach starts from an “advantage
decomposition” presented below. First, define

Inowk(S1:e 1) = E[Y | St = s1., Are—1 = 0,A¢ = k],

:u'next,k(slzt: t) = E|:,unow,k St41, £+ 1) ’ St = St (8)

Al:t = O})

which measure the conditional value of a policy that starts
treatment k either now or in the next time period, given that
we have not yet started any treatment. Note that, for any when-
to-treat policy 7 as considered in this article, the expectations
in (8) do not depend on 7 because the conditioning specifies
all actions from time t = 1 to T. Given policies 7, 7’ € TI,
define A(w,n’) = V; — V. to be the difference in value of
the two policies. Denote the never-treating policy by 0. Then,
a result from Kakade (2003, chap. 5) and Murphy (2005) yields
the following.

Lemma 1. Under Assumptions 1 and 2 let 7 be a regular when-
to-treat policy in the sense of Definition 1. Then

T

A(T[’ 0) = IEO |:Z Mnow, W (Slzt’ t) — Mnext,W, (Slzt’ t):| > (9)
=15

where Eg samples trajectories under a never-treating policy and,

following Definition 1, 7, is the time at which 7 starts treating

and W, is the treatment chosen at that time.

Proof. Given our setup, Lemma 1 of Murphy (2005) implies that

T
—Eo | > Qui(Stts Art) — por 1 (St Are—1)

t=1

T
—Eo [ D s, (Qn,xsl:t, 01:1)

t=1

A(,0)

— (St 01:(t1)))]-
(10)
Because 7 is a regular when-to-stop policy, whenever t > 1,

the policy 7 prescribes starting treatment W, immediately if no
other treatment has been started yet, that is,

@
]]-tzr,, Mn,t(slzt) Olz(t—l)) ; ]]-tzrnEl:Y(Olz(t—l)x Wn) WJ'[) .. ) |

St Ar—1 = 01:(t1)i|

®) [
= ]ltZ‘EnE Y(Olz(t—l)) WT[’ WT[’ .. ) ‘

Stts Ari—1 = Or.t—1), Ar = Wn:|

(ZC) ]l!Z'fyrE Y | Sl:ta Al:t—l

= 01:(t—1)aAt = Wﬂ:|

= I]-tzrﬂ Mnow, W (S1:>1)5
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where (a), (b), and (c) are by Definition 1, Assumption 2, and
Assumption 1, respectively. Furthermore, given our definition
of regular policies, we know that if t > 7, and A; = 0, then
7 will deterministically prescribe treatment W, at time ¢ + 1
regardless of the state S¢y;, and so

Li>z, Qre(S1t> O1:)
= li>e, /]En [Y] Spet1, A = 0]
dFiy1 (Se+1 | St Are = 01)
@ /E[Y(Oh,, W, W) | Sts1, Are = O]

= Lz,
dFy11 (Sg1 | St» At = O1y)

(_e) 1t>‘[n fE[Y(OI:t) WJ‘D WJ‘[) . ) | Sl:t+1)

Ay =014, A1 = Wn]

X dFyy1 (Se41 | St Are = 01)

0 Lise, /E [V ] Sttt1, At = 01, Apyy = Wi |

dFiy1 (Se1 | Sups A = 01
(11)

where (d), (e), and (f) are by Definition 1, Assumption 2 and
Assumption 1, respectively. The conclusion (9) emerges by plug-
ging these facts into (10). O

In Lemma 1, the expectation is taken with respect to the
never-treating policy 0. To make this result usable in prac-
tice, the following lemma translates it in terms of expec-
tations taken with respect to the sampling measure. Recall
that the propensity of starting treatment a assuming a never-
treating history up to time t is denoted by e;q(s14) =
P [At =a | Sit =s1pAL—1 = 0].The proof of Lemma 2, given
in Appendix A in the supplementary materials, follows directly
from a change of measure.

Lemma 2. In the setting of Lemma 1,

1
A(ﬂ,o) |:Z]]-t>1—” 7A“ =0

L ero(Sie)

(Mnow,W,, (Slzta t) — Mnext, W, (Slzta t)) i| (12)

This representation (12) is at the core of our approach, as it
decomposes the relative value of any given policy 7 in compar-
ison to that of the never-treating policy 0 into a sum of local
advantages. For any ¢, the local advantage

‘Slocal,k(slzt: 1) = Hnow,k(slzt) t) — H«next,k(slzt) t) (13)

is the relative advantage of starting treatment k at t versus at £+ 1
given the state history s;.;. The upshot is that the specification of
these local advantages does not depend on which policy we are
evaluating, so if we get a handle on quantities 8jocal k(S1:¢> ) for
all s and ¢, we can use (12) to evaluate any policy 7.

Note that the quantity defined in (13) can be seen as a specific
treatment effect, namely the effect of starting treatment k at

Algorithm 1: Advantage doubly robust (ADR) estimator

1 Estimate the outcome models (now k(*), Unextk(+), as well
as treatment propensities e; ,(s1.r) with cross-fitting using
any supervised learning method tuned for prediction
accuracy.

2 Given these nuisance component estimates, we construct
value estimates

S 3) BE e
=y 1—[t 1 qu(z) (i))

i=1 t=1 t'=1 t’ 1:t’

A(r,0) = B, (1)

(14)
for each policy € I, where the relevant DR score is

(i) —q() () —q@@) ()
"Ilfk(sl t) - nowk(slzt’t) - nextk(slil" t)
1 Yo — novfrlic (Sgl)t’ t)
+ AE’):k _q(l)(s(l)
—q(l) ()
1 1 Yo — Hext, k(Sl b
T AP =0"Ap ko q(z) (510 ()
' ! (St €t 1 Stit41)

(15)

3 Learn the optimal policy by setting
A = argmax, A(r,0).

time ¢ versus t + 1 among all trajectories that were in state
s1.¢ at time t and started treatment k in either time t or ¢ + 1.
Given this observation, we propose turning (12) into a feasible
estimator by replacing all instances of the unknown regression
surfaces Sjocal k (S1:4> ) With DR scores analogous to those used
for augmented inverse propensity weighting in the static case
(Robins and Rotnitzky 1995).

More specifically, we propose the following 3-step pol-
icy learning algorithm, outlined as Algorithm 1. We call our
approach the ADR estimator, because it replaces local advan-
tages (13) with appropriate DR scores (15) when estimating
A(m,0). In the first estimation step in Algorithm 1, we employ
cross-fitting where we divide the data into Q folds, and only use
the Q — 1 folds that a sample trajectory does not belong to learn
the estimates of its nuisance components; we use superscript
—q(i) on a predictor to denote using trajectories of all folds
excluding the fold that the ith trajectory belongs to in training a
predictor.®

The main strength of this procedure relative to existing DR
approaches discussed above (Zhang et al. 2013; Jiang and Li
2016; Thomas and Brunskill 2016) is that ADR can evaluate any
stopping policy using universal scores W, x(-) that do not depend
on 7. This allows us to ensure smoothness criteria we use to
provide regret bounds for policy optimization. It also provides
computational benefits for using the ADR estimator for policy
optimization: the specific policy w we are evaluating only enters
into (14) by specifying which DR scores we should sum over.

8The idea of cross-fitting has gained growing popularity recently to reduce
the effect of own-observation bias and to enable results on semiparametric
rates of convergence using generic nuisance component estimates (Schick
1986; Chernozhukov et al. 2018; Athey and Wager 2020).



In particular, the number of nuisance components we need to
learn in the first step of the ADR procedure scales linearly with
the horizon T, but not with the complexity of the policy class IT.

By constructing DR scores \i/t,k(~), the ADR estimator ben-
efits from certain robustness properties; however, it is not DR
in the usual sense, for example, we do not robustly correct for
the change of measure used to get from the representation in
Lemma 1 to the one in Lemma 2. We discuss the asymptotic
behavior of our method in Section 3.

In our experiments, we learn all the nuisance components
in the first step with nonparametric regression methods (e.g.,
boosting, lasso, a deep net, etc.), and then optimize for the best
in-class policy by performing a grid search over the parameters
that define the policies in a policy class of interest.

Remark 3. For the purpose of estimating pnext k(S 1), it is
helpful to re-express it in terms of conditional expectations.
First, under Assumption 3, we can continue from (11) and
rewrite (next k(S1:, ) Via inverse-propensity weighting as

Lag,=k

Mnextk(S1:, 1) = E |: Y i St A = 01:ti| . (16)

e 1,k(S1:41)

Then, using Bayes’ rule, we can verify that

E [Y/er414(S141) | St = s, A = 0, Apyr = K]
E[1/e+14(Sii41) | Stt = st A = 0, Ay = k|

(17)
This last expression implies that we can consistently estimate
Inext k(- ) via weighted nonparametric regression of Y on Sy
on the set of observations with A;.; = 0 and Ay = k, with
weights et__:l,k(Slth). In practice, this may yield more stable
estimates of Unext k(S1:> f) than an unweighted nonparametric
regression with response 14,,,—x/es1£(S1:141) Y.

Mnext,k(sl:t» t) =

2.4. Related Work

The problem of learning optimal dynamic sequential decision
rules is also called learning optimal dynamic regimes (Murphy
2003; Robins 2004), adaptive strategies (Lavori and Dawson
2000), or batch off-policy policy learning in the reinforce-
ment learning (RL) literature (Sutton and Barto 2018). As this
is a large literature spanning several fields, a comprehensive
overview of the literature on dynamic decision rules is beyond
the scope of this article; instead, we refer the reader to recent
review papers (Vansteelandt and Joffe 2014; Kosorok and Laber
2019; Clifton and Laber 2020; Levine et al. 2020), as well as
textbooks by Chakraborty and Moodie (2013) and Tsiatis et al.
(2019).

Our approach builds most directly on methods for structured
policy learning in the static setting (Manski 2004; Zhao et al.
2012; Swaminathan and Joachims 2015; Kitagawa and Tetenov
2018; Athey and Wager 2020). From this perspective, the work of
Zhao et al. (2015), who extend the outcome-weighted learning
approach of Zhao et al. (2012) to the dynamic setting, is close
to us in its statistical setting. Inverse-propensity type methods,
including outcome-weighted learning and importance sam-
pling, are transparent and simple to implement; however, they
have sometimes been observed exhibit problematically high
variance, especially in dynamic settings (see, e.g., Doroudi,
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Thomas, and Brunskill 2017). Here, we seek to improve on sim-
ple inverse-propensity weighting type methods, and to develop
dynamic policy learning methods that can leverage outcome
models for improved power. In doing so, we note that here
are by now well established methods for DR dynamic policy
evaluation under sequential ignorability (Zhang et al. 2013;
Jiang and Li 2016; Thomas and Brunskill 2016), but unlike in the
static setting it is not immediately clear how best to adapt these
methods to a learning setting (see Athey and Wager 2020 for a
general discussion of how to move from static policy evaluation
to learning).

One different but very influential line of work on dynamic
decision rules uses Q-learning (Robins 1986; Watkins and
Dayan 1992; Ernst, Geurts, and Wehenkel 2005; Murphy 2005)
which, at a high level, seeks to solve a noisy dynamic program-
ming problem to learn an optimal policy (see Clifton and Laber
2020; Levine et al. 2020 for recent reviews). The biggest algorith-
mic difference between our setting and Q-learning is that, here,
we seek to find the best policy within a constrained class, while
the dynamic programming formulation of Q-learning is tailored
to learning the best Q function in a constrained class, and then
extracting a policy by taking the decision that maximizes the
learned function. Policy search and our ADR estimator can be
advantageous when there are predefined structural constraints
on the policy class (e.g., for ease of interpretability, budget con-
straints, etc.). In the reinforcement learning community, actor-
critic methods are popular which combine both a constrained
policy class and a constrained Q function, but there has been
limited theoretical analysis of their properties yet. It is also pos-
sible to use Q-learning for policy evaluation, and then to learn
policies by taking an argmax of the value estimate over a policy
class. For example, Zhang et al. (2018) utilized this strategy
to learn decision rules that can be expressed as a sequence of
simple “if-then” rules; see also Le, Voloshin, and Yue (2019).
This approach, however, may be computationally demanding,
as it involves separately estimating policy values via Q-learning
for each candidate policy; in contrast, our approach can share
computation across policy evaluations.

There is a long history of theoretical work on batch offline Q-
learning in the reinforcement learning community (e.g., Munos
2003; Munos and Szepesvari 2008; Farahmand et al. 2016)
focused on bounding the error of the returned policy during
batch learning relative to the optimal policy. However, almost
all such prior work assumes the domain is Markov, and requires
that the optimal value function is realizable by the regressor
function used to model the value function (realizability) and
that the regressor function class is closed under the Bellman
backup operator used during dynamic programming (com-
pleteness); see recent work by Chen and Jiang (2019) and Le,
Voloshin, and Yue (2019).° Closer to our policy search work is
recent theoretical work on batch policy search methods; how-
ever, such work has focused on settings with Markov structure.
Liu et al. (2019) provided convergence guarantees for batch

9Such results also require a bound on the concentratability coefficient
(Munos 2003), which measures the ratio of the state action distribution
of a policy to the state-action distribution under the behavior policy, for
any behavior policy Chen and Jiang (e.g., 2019); Le, Voloshin, and Yue (e.g.,
2019); Munos and Szepesvari (e.g., 2008)—this can be viewed as a similar
analogue to the overlap assumption as in Assumption 3.
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policy gradient, and Kallus and Uehara (2020) provides regret
bounds in the restricted setting where the policy value is a
concave function of the policy parameters. When the Markov,
realizability or completeness assumptions fail, past theoretical
results tend to provide no bounds or an additional constant
regret. Our work is motivated by healthcare and settings where
such assumptions may fail, and we wish to compete with the best
available solution in a given policy class.

Throughout this article, we assume that the time horizon T
over which we can act remains bounded. In the reinforcement
learning literature, this is typically referred to as a “finite hori-
zon” setting, and there is also a large literature on the “infi-
nite horizon” setting where T' is not bounded (see, e.g., Antos,
Szepesvari, and Munos 2008a, 2008b; Munos and Szepesvari
2008; Q. Liu et al. 2018; Uehara and Jiang 2019; Luckett et al.
2020). These cases are considerably different from ours and are
beyond the scope of this work.

Finally, in the optimal stopping literature (e.g., Van Moerbeke
1976; Jacka 1991; Mordecki 2002; Goel, Dann, and Brunskill
2017), the treatment choices are binary, and the goal is to
optimize for a policy for when to start or stop a treatment. Most
work on optimal stopping assumes generator is available for the
system dynamics, or the full potential outcomes are available in
the training data. In contrast, in our setup, we assume that we
can only observe rewards corresponding to actions taken in the
training data. Rust (1987) considered the descriptive problem of
fitting an optimal stopping model to the behavior of a rational
agent; this is different from the problem of learning a decision
rule that can be used to guide future decisions in this article.

3. Asymptotics

In this section, we study large-sample behavior of the ADR
estimator proposed in Section 2.3 for policy learning in when-
to-treat settings over a class of policies I1. It is now standard in
the literature in static policy learning for policies over a single
decision to bound regret over the learned policy (e.g., Manski
2004; Swaminathan and Joachims 2015; Kitagawa and Tetenov
2018; Athey and Wager 2020). However, to our knowledge there
are no directly comparable results for the sequential decision
process setting.

Following the literature on static policy learning, our main
goal is to prove a bound on the utilitarian regret R of the learned
policy 7, where

EN

R(#) =sup{V(r):mw e M} — V(7). (18)

To do so, we follow the high-level proof strategy taken by Athey
and Wager (2020) for studying static DR policy learning. We first
consider the behavior of an “oracle” learner who runs our pro-
cedure but with perfect estimates of the nuisance components
Mnowk (+)> Unextk(+), and e; k(-), then we couple the behavior of
our feasible estimator that uses estimated nuisance components
with this oracle.

Following this outline, recall that our approach starts by esti-
mating the policy value difference A(rr,0) between deploying
policy 7 and the never treating policy 0. The oracle variant of

our estimator K(n 0) is then

(i)
Alt 1=0

A(r,0) = ZZ Loty = — Wy, (ST, (19)
i=1 t=1 H= 1et’,0(81:t’)
where
B8 = Lnowk (S 1) = fnextk(Si 1)
Y(i) — Mnow. k(Sil)p 1)
+ 1,0 (;') :
t et,k(Slzt (20)
g YO ek D
A;I):O Agl:k

ero(Ster+1 (St 1)
We name (19) the oracle estimator since we assume [now k>
Mnextio €t fort =1,...,Tand k = 1,..., K take ground-truth
values in (20).

Because the nuisance components in (19) are known a priori,
we can use a standard central limit theorem argument to verify
the following.

Lemma 4. Suppose that Assumptions 1-3 hold and that |Y| <
M almost surely for some constant M, for a fixed policy & € I1,

V(A(,0) — A(w,0)) = N(0,Q),

@ _
Altl =0

— 7 (1)
where Q, = var le VW, (5 ):|
[ = L era S0

(21)

Next, we show that the rate of convergence suggested by (21)
is in fact uniform over the whole class IT under appropriate
bounded entropy conditions, thus enabling a regret bound for
the oracle learner that optimizes (19). To do so, we introduce
some more notation. Let H = {S1.1, A1.1} be the entire history
of a trajectory. Any policy 7 that is regular in the sense of
Definition 1 can then be re-expressed as a mapping from H to a
length KT + 1 vector of all zeros except for an indicator 1 at one
position in the probability simplex, such that'®

ift, <T,
else,

VK(tp —1)+ Wy

22
VKT+1 22)

n(H) = {
where v,, € {0, 1}XT*! is the indicator vector with the mth
position 1, and all others 0. Given this form, we note that we
can re-express (20) as

1 n
A, 7)) = - Z(n(H(’)) — 7' (HD), TPy, where
n -
i=1
T ]lA(i)

i Z L -1
- t'—1

(i
=t L=y e o(Sy)

(23)

1:(1’)

7 O]
K(t—1)+k Wik(Syp)

foralll <t <Tandl <k < K,andl"I(é)TJrl =
Given these preliminaries, let the Hammlng distance

between any two policies 7, " be

1 n
dy(m, 7'y = n Z ]ln(H(f))#n’(H(i))'
i=1

10All regular policies can be expressed in the form (22); however, we empha-
size that the converse is not true: The form (22) does not ensure that 7 is
JFt measurable.



Define the e-Hamming covering number of IT as

Ny (e, = sup {Ng, (.1 {HO,.oHO ) [HO, . HO,

where Ny, (&, TI, {H®Y,...,H™}) is the smallest number of
policies 7™M, 7@, ..., e I such that Vz € I1,37? such that
d,(r,7D) < &.In our formal results, we control the complexity
of the policy class IT in terms of its Hamming entropy.

Assumption 4. There exist constants C,D > 0and 0 < w < 0.5
such that, forall0 < & < 1, Ng, (e, I1) < Cexp(D(%)‘”).

Whenever Assumption 4 holds, we can use the argument
from Lemma 2 of Zhou, Athey, and Wager (2018) to show the
rate of convergence in (21) holds uniformly over the whole class
I1 for the oracle estimator A (7, 7’). The bounds below depend
on the complexity of the class IT via

1
K(n)zfo Jlog Ny, (€2, Tde,

which is always finite under Assumption 4.

(24)

Example 2 (The class of linear thresholding policies). In the case
of linear thresholding policies with binary actions |.A| = 2, that
is,{m € 1: 7 = min(t: 0" S1+ > 0)} where 6§ € R, we note
that by Haussler (1995), the covering number of a policy class
for single-step decision-making is bounded by Nz, p,) (¢, I1;) <
cVC(ITy) expVC(Hf) (1/¢)VCID where VC(I1;) is the VC dimen-
sion of Iy, the linear thresholding policy class at time ¢, and ¢
is some numerical constant. Thus, with a different constant c,
N, e, (&, 1) < cded(l/e)d. By taking a Cartesian product of
the covering at each timestep and with a union bound on the
error incurred at each timestep, we achieve a strict upperbound
on Ny, (,T1) < chedT(T/s)dT for a (again different) constant

¢, and so k (IT) < /cdT log(T).

Lemma 5. Under Assumptions 1-4 and assuming |Y| < M for
some constant M almost surely, for any §, ¢ > 0, there exists
0 < &0(8,¢) < oo and universal constants 0 < ¢, ¢ < 00 such
thatforall e < £¢(8, ), if we collect at least n(e, §) samples, with

2
n(e,8) = ! <c+ﬁ(clk(ﬂ)+cz+ /210g<1))> ,

(25)

where V¥ = sup, . E [(n(H(i)) — 7' (HD), f(i))z], then,
with probability at least 1 — 24,

sup )A(n 7'y — A(m, n)‘ <e, (26)
w,w'ell
and, moreover, letting 7 = argmax{ﬁ(n,O) : w € I} be the

policy learned by optimizing the oracle objective (19), we have
with probability at least 1 — 28, R(7) < e.

Our goal is to get a comparable regret bound using the
feasible estimator from (14) in Algorithm 1 that uses estimated
nuisance components by coupling the feasible value estimates
with the oracle ones. We establish our coupling result in terms
of rates of convergence on the nuisance components, as follows.
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Assumption 5. We work with a sequence of problems and esti-

mators such that /i | qu(;;c, i, ei(:)k, ?zt kq( )

constants Cy;, Ce, K15 Kes

, satisfy for some universal

&[5 2 2,
SUPE | (g (S12:0) = snowi(S1201)) | < Cun™>, (@)
+ L
E q( ) 2 72/(”,
sup (1229, S100) = pacses 1) | = Cun 2, (28)
St L
- 2
1 1
supE < Cen™ %, (29)
kot e 8 (Sw) " enk(St)
and furthermore e e (81 ¢) is uniformly consistent,
~—q(i)
sup e . (s1:) — er(s1:t) —p 0. (30)
t,k,seST

Moreover, motivated by the observation that treatment
effects are weak relative to the available sample size in
many problems of interest, we allow for problem sequences
where treatment effects can shrink with sample size n. In
regimes where treatment effects stay constant when the sam-
ple size grows, super-efficiency phenomena are unavoidable;
see Luedtke and Chambaz (2017) for a formal statement with
static decision rules. To consider other such settings, first recall
the definition of §jpcax defined in (13). We further define
(ngcal,k(sl:ﬁkl) 1) = Mnowk(S1:t+1,t+ 1) — Mnext,k(S1:6> t)'u

Assumption 6. For some universal constants Cs, &5, Cy, Ky,

sup E [alocal,k(slzt, t)z] <Gs n72K5> (31)
tk

mﬁ[mﬂﬁmﬁ]i@f%. (32)

Lemma 6. Suppose that Assumptions 1-6 hold and assume
Y] < M for some constant M almost surely. Then, for any
8 > 0, there exists 0 < &¢(8, n, T) < o0 such that for all
e < &9(8, n, T), with probability at least 1 — 34,

sup A, ) — A, )| <e,

'

provided we collect at least 1y (¢, §) samples, where

)1/ min{1/2+Ke, 1/24kp, Ketip, KetKs, Ke+Ky}
>

no(e, 8) = (C(B)KT? e

where C(8) only depends on the constants used in Assump-
tions 3, 5, and 6.

Combining the above with Lemma 5, we immediately have
the following finite-sample bound for the regret on the feasible
estimator.

MIn deterministic systems, this difference is always identically zero, but in
stochastic settings the two quantities will generally be different. Intrigu-
ingly, related quantities (the expected temporal-difference error, and the
variance of the value of next state) have been observed to play important
roles in online reinforcement learning regret bounds (see, e.g., Zanette and
Brunskill 2019) as well.
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Theorem 7. Let 7 = argmax{A(n,O) m € II} be the
policy learned by optimizing the feasible objective (14). Suppose
Assumptions 1-6 and assume |Y| < M for some constant
M almost surely. Then, for any § > 0, there exist 0 <
€0(8, n, T) < oo such that the following statement holds for
all e < €0(8, n, T): If we collect at least n(e, §) samples, with

2
n(a,é)=maxii c+ NV k() + ¢+ [2log <1) ,
2 8 (33)

I’l()(é‘, 8)};

V* =sup, enE [(n(H(i)) — ' (H®), f‘(i))z], and ng (¢, ) as
defined in Lemma 6, then with probability at least 1 — 58

sup < 2,
' €ll

’A(n, 7y — A, ')

and in particular R(77) < 2e.

We obtain the following corollary if we assume specific learn-
ing rates on the nuisance components and the signal strength.

Corollary 8. Assume k, > 0, ko > 0, ko + ;0 > %, Ke + Ky >
%, Ke + ks > % Suppose Assumptions 1-6 hold and assume
|Y] < M for some constant M almost surely. Then, for any § >
0, there exist 0 < &9(8, 1, T) < oo such that the following holds
foralle < g¢(8, n, T): If we collect at least n(e, §) samples, with

2
n(e,8) = 8% (c+ VAT (cuc(l'[) + o+ /2log <§>>) ,

(34)

and V* = sup, e E [(n(H(i)) — 2/ (HD), f@)z], then with
probability at least 1 — 58

sup < 2s¢,
' ell

’A(n,n/) — AGr, 7

and in particular R(7) < 2e.

Our result above can be interpreted in several different
regimes. First, we note that we can reach the optimal sample
complexity n ~ &72 if either (a) the treatment propensities
erx are known and we can consistently estimate (nowi and
Mnextk; or (b) the signal size of the advantages is null (ie.,
Mnow,k (S1:6> 1) — Mnext k(S1:1, £) = 0) or is weak (in the sense that
ks > 0 and e;o can be learned at a rate such that ks + «, > 1/2,
etc.), and similarly the stochastic fluctuations are weak (in the
sense that k, > 0 and e;o can be learned at a rate such that
Ky + ke > 1/2, etc.), and we can consistently estimate finow,k»
Mnext,k and e, such that «, + «;, > 1/2.

Conversely, if the treatment effects are of a fixed size (ie.,
ks = 0), and we do not know the treatment propensities e a
priori, then we pay a price for not being robust to the change of
measure from Lemma 1 to Lemma 2, and we no longer achieve
the optimal rate. The terms that hurt us are due to error terms
that decay as n~¢t%8) which arises from the interaction of how
we use inverse propensity weighting for the treatment starting
probabilities and the signal size of the advantages, and ones

that decays as n~*¢*<r) which are similarly due to stochastic
fluctuations in the value of starting treatment. If advantages are
small, this will not matter for smaller target error rates ¢, but
requires a bigger sample size when we aim for very small .

4. ADR With a Terminal State

So far, we have focused our analysis on when-to-stop problems
in settings characterized by overlap (Assumption 3), that is,
where the sampling policy can start treatment in any state with
a nonzero policy, and have assumed that we want to learn a
regular policy in the sense of Definition 1, that is, one that
never stops prescribing treatment once it has started to do so.
In many applications of interest, however, a patient may enter
a terminal state in which treatment becomes impossible—for
example, a patient may leave the study or die. The existence of
such a terminal state contradicts the assumptions made above:
There is no overlap in the terminal state (because treatment can
never start there), and a policy that respects the terminal state
may not be regular (because the policy must stop prescribing
treatment once the patient enters the terminal state).

The goal of this section is to briefly discuss methodological
extensions to ADR that are required in the presence of a terminal
state. Algorithm 2 provides pseudocode for our ADR policy
optimization approach with terminal states.

To do so, we start by adapting Definition 1 and Assumption 3
to this setting.

Definition 3 (Terminal state). A state & € S is terminal if,
whenever S; = @, thenalso Sy = ® forallt’ > t. Furthermore,
we assume that once a patient enters a terminal state, we can
assess their final outcome, that is, there exists a set of known
functions'? H; such that Y = H;(S;.;) whenever Sy = ®.

Definition 1b (Regular policy with terminal state). A regular
when-to-treat policy 7 that respects the terminal state & is
determined by an F;-measurable stopping time 7, and an

associated JF;_-measurable decision variable W, € {1,...,K}
as follows!3: For each time t = 1,...,T,if S = &
then m:(S1: Ar¢—1)) = 0. Otherwise, if A,y # 0
then m:(S1., Ar.p—1)) = Ai—1, else if £ > 1, then

¢ (S1:6> Ar:t—1)) = Wy If none of the above conditions apply,
then 7 (S1.4, Ar:i—1)) = 0.

Assumption 3b (Overlap with terminal state). There are con-
stants n, ng > 0 as well as a terminal state ® such that, for
allt = 1,...,T and s;y € S, the following hold. If s; = ,
then e;4(s;) = Oforalla € A\ {0} and e;o(s1.r) = 1; else,
erq(sit) > n/Tforalla e A\ {0}and erp(syp) > 1 —no/T.

2For example, if Y is survival time, then one can use H¢(S1;) =
sup {t': Sy # @, t' <t}.

3Note that the policies specified here are still when-to-start policies, that
is, if they have actually started treatment then they never stop (even if
the patient enters a terminal state). One could also choose to make &
stop treatment once the patient enters a terminal state. However, from a
statistical perspective, this makes no difference: All that matters is that the
standard of care is a deterministic function of state once treatment has
started.



In the presence of a terminal state, the main modification
we need to make to ADR is that the conditional expectation
Inext k(514> £) as defined in (8) no longer matches the Q-function
that arises in (10) in the proof of Lemma 1, and so we need
to adapt our statement of this result. The proof of the follow-
ing lemma is included in Appendix A in the supplementary
materials.

Lemma 9. Under Assumptions 1 and 2, let ® be the terminal
state, and let 7 be a regular when-to-treat policy that respects ®
in the sense of Definition 1b. Then

T
A, 0) = Eo |:Z Is;#0 (Mnow,Wn (St t) — M:)ext,Wn (St t))i| , (35)

=17

where [Eg samples trajectories under a never-treating policy, 7,
is the time at which 7 starts treating and W is the treatment
chosen at that time, and

H’;?ext,k(sl:t) t)

=P[St+1 # @ | Sit> A1 = 0] E[unow,k (Stit+1> t+ 1) | Spats

Ay =0, Sq1 # q{|

+P[Si+1 = P | St A = 0] H(S1).
(36)

Next, the following result is a direct consequence of
Lemma 9; its proof is a direct analogue to that of Lemma 2 and
thus omitted.

Lemma 10. In the setting of Lemma 9 and under Assumptions 1,
2, and 3b,

]]‘Altl =0

t’ 1 ey o(S1.)

A(m,0) = |: Z Is,0 =————

t=Tn

(ﬂnow,Wﬂ (S1:> 1)

(37)

— U, (St t))]. (38)

We detail a candidate estimator based on this result as Algo-
rithm 2. For notational convenience, we denote terminating
probabilities by p(S1:t) = P[Si41 = @ |Sis, A1 = 0], and
write U(Sy., ®) = E [%Y | S1:t» At = 0, Spy1 # CD]-
We note that the proposed ADR estimator extended to terminal
states is robust toward errors in estimating the regression out-
come functions finewk and U(-, @)) but we do not correct for
the estimation bias in estimating the terminating probabilities
p(-). We leave it to future work to develop robust methods that
are also robust against terminating probability estimates.

Finally, in analogy to (16), it is convenient to re-express
Unextx(S1+-t)® via inverse-propensity weighting for purpose of
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Algorithm 2: Advantage doubly robust estimator with ter-
minal state

1 Estimate the outcome models pnowk(-), U(:, @),
terminating propensities p(-) as well as treatment
propensities e; 4(s1,/) with cross-fitting using any
supervised learning method tuned for prediction accuracy.

2 Given these nuisance component estimates, we construct
value estimates

A 1y BAYZ =0 ()
i=1 t=1 t’ 1 t’O lt/
(40)
3 for each policy 7 € I, where the relevant DR score is
) . R . ey
(S(l)) novfrlk(sgl:)t’ t) - H’nextk(sil‘)t’ t) 0
‘ —q(t) 0 4
+ 1, Yo — Hnow, k(sl i
A=k 510 s0)
YO — 10D @
~La— ﬂAf”l—kA 1050 —q<(i> 0 N
B (S1:08 1k Sre1)
(41)
d s p—al) —
an 'unextk( 1. )
(1= p=10 (SN T10 (ST, ) + H=10 (ST H (ST
4 Learn the optimal policy by setting
T = argmaxnenﬁ(n,O).
estimating it,
It (Stits 1)
1a,,,=
=P [Si41 # @ | S1e A1t = 0] E[LIICY | St.t,
er+1,k(St:t41)
Ay =0, Se41 # q>:|
+P[Str1 = ® | Sis Ars = 0] H(S1).
(39)

Furthermore, a weighted regression expression analogous to
(17) also holds.

5. Experiments

To assess the practical performance of our proposed method, we
consider two different simulation studies. In the first simulation,
we consider the optimal stopping case in which the treatment
decision is binary and the treatment assignment propensities are
not known a priori. In the second simulation, we want to learn
when to start which treatment. There are multiple treatment
options and patients can be censored due to death, and the
data are generated from a randomized control trial with known
treatment assignment propensities. This second study helps to
capture settings motivated by clinical trials.

In both settings, we consider linear thresholding policy rules
for simplicity and due to their interpretability. In our imple-
mentation, we use the normalized variant of the IPW estimator
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VWIPW 45 presented in Section 2.2. For the first setup that

does not involve survival censoring, we use a correspondingly
normalized ADR estimator AW in Step 2 of Algorithm 1:

Lo

-1 A—qm (s‘_” ) 1, a0
/

>
i=1
7=1%0

—q() () —q(i) ()
XT: ( now Wy (Sl £ t) - 'unext Wr (Slzt’ t)>
1A<z>

t=1 n 1:—1=0
Zi:l t—1 A—q(r) S(')
v—1 8o i)

AV (r,0) =

Lo obat vy

t—1 A*q(t)(s(z)/) *q(t)(s(lz;)t) ltzréi)

>
i=1
=10 €t Wr

)
T (YO = gy, S0 D)

+Z 1 1

(i) (i)
=1 n AL =0 A =Wr
2im1

1.
t 1 rq(t) ~=4() (i) )
18y Sugyn Sy =TT
NG
A—1=0

~A—q(i)
v e S

+2 i 1-=1_ 0)

; 1 A9 g Loy

Z' 1 (1) Hl —q(i)

i= poal i ()

=1 t/ (8 t’) t+1, Wy (511r+1)
—q(l) (1)

next Wr (Slzt’ t)

T (Y(z)
o Z 1 1

ltzr,(,i)

A(’Lo AD

t=1 t+1=Wr 1
t q(x) PRGOS >0
=1 r/ (S8 11, Wy Stitt1) =%
N0

=0
+ 1:t—1 ( — ltzrjgl))

t— 11 A;q(r)(sl )

For simplicity, we will refer to them as the IPW (baseline) and
ADR (our estimator), respectively, in this section. We have a
similar weighted form for the ADR estimator with terminal
states that we use in experiments in the second simulation study.
We include that in Appendix B in the supplementary materials.

In addition to IPW, we also consider fitted-Q iteration as a
baseline method for policy learning. The variant of fitted-Q iter-
ation we implement follows the batch Q-learning algorithm as
described in Murphy (2005) for solving the optimal Q function
at each timestep: Ateacht =T7,T —1,...,1, we solvel4

N R . . .
Qi () = argming,~ 3 | (mgx Q1 Sy (AT a1 )
i=1

2
- acsipaly). @)
where we let Q”} b = Y®. We note that fitted-Q iteration
is an iterative backward-regression based algorithm targeted at
learning the optimal unrestricted policy, whereas our goal is to
learn the best in-class policy given a user-defined policy class.
However, while fitted-Q aims to perform a different task than
us, it is still of interest to compare the regret achieved by both
methods. We use the shorthand Q-Opt to refer to this method.

For this purpose, we estimate propensities and conditional response sur-
faces using regression forests as implemented in grf (Athey, Tibshirani,
and Wager 2019). For tractability, we do not consider history when learning
these regression; rather, we only use current state as covariates in each time
step.

Another variant of the fitted-Q method evaluates a given policy
7 instead of learning the best policy (see, e.g., Le, Voloshin, and
Yue 2019). Instead of taking the max operator above, a;y; is
chosen according to the policy 7r. We call the latter fitted-Q for
evaluation and use Q-Eval as a shorthand accordingly.

5.1. Binary Treatment Choices in an Observational Study

Our first simulation is motivated by a setting where we track a
health metric and get a reward if the health metric is above a
threshold at T = 10. The treatment provides a positive nudge
to the health metric at a cost. We start with treatment on, and
need to choose when to stop to minimize cost while trying to
keep the health metric stay above the threshold. The data are
generated via the following hidden Markov process, where X; is
unobserved:

X1 ~N(©0,0%),

1 A o2
14 e03% 70 o
+ Lx,<—0.5X6> St | Xe ~ N (X, v2),

L
Tt:ZlAt,

with the stopping action A;|X; ~ Bernoulli(l1 — 1/(1 +
e~ &i—15) _ o=(=3))) We note that Y is the final outcome we
would like to maximize. We also do not assume Markovian
structure and only get to observe S;, which is a noisy version
of the underlying state X;.

In our implementation, both the propensity and outcome
regressions only use the current state and action information as
opposed to the full history even though the underlying dynamic
is not Markovian.!> We parameterize the policy class of interest
by [01,02,03] and define each policy to be a linear thresholding
rule 61S; > 0,5t 4 65 such that whenever this holds, we stop the
treatment. We then perform a grid search over a range of values
for the policy parameters, with the grid specified in Appendix B
in the supplementary materials.

For each of the parameter combinations, we run ADR and
baseline IPW to estimate the value of the corresponding policy.
The average mean-squared error (MSE) of each of the policy
values across all policies in the policy class is then computed
against an oracle evaluation by using a Monte Carlo rollout of
the policy using the underlying transition dynamics averaged
across 20,000 times. We vary B, o, and the observation noise
v and compute the regret and the mean-squared error of pol-
icy value estimates (averaged across all policies in the policy
class).

ADR shows a clear advantage in both regret and learning
the correct value of policies across varying values of o, 8, and
v. We present the tables of raw results for in Tables 2 and
1 in Appendix B in the supplementary materials. We present
one representative illustration in Figure 1, where we have used

Xev1 | Xe Ar ~ 1x,5—05N (Xt +

Y =Bl >0 —

5In other words, neither out propensity models nor conditional response
models are well specified because we do not use covariates that capture
lagged states. Thus, this setting can be seen as a test case for the value of
the robust scoring method in ADR.
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Table 1. Detailed numerical results in the binary-action setup with 8 = 1; details see caption of Table 2.

n v B o ADR IPW Q-Opt Oracle MSE:ADR MSE:IPW
250 0 1 1 7.65e-01 7.21e-01 8.21e-01 8.03e-01 1.56e-02 3.32e-01
250 0 1 3 8.16e-01 7.11e-01 8.17e-01 8.46e-01 3.20e-02 2.43e-01
250 0.5 1 1 7.48e-01 7.25e-01 7.38e-01 7.79¢e-01 1.07e-01 3.28e-01
250 0.5 1 3 8.18e-01 7.15e-01 8.11e-01 8.49%e-01 6.97e-02 2.55e-01
500 0 1 1 7.86e-01 7.50e-01 8.36e-01 8.03e-01 4,70e-03 3.16e-01
500 0 1 3 8.39e-01 7.46e-01 8.26e-01 8.46e-01 1.27e-02 2.05e-01
500 0.5 1 1 7.56e-01 7.28e-01 7.47e-01 7.79e-01 7.20e-02 3.21e-01
500 0.5 1 3 8.37e-01 7.52e-01 8.17e-01 8.49%e-01 1.98e-02 2.31e-01
1000 0 1 1 7.88e-01 7.74e-01 8.46e-01 8.03e-01 3.09e-03 2.87e-01
1000 0 1 3 8.42e-01 7.81e-01 8.31e-01 8.46e-01 9.20e-03 2.12e-01
1000 0.5 1 1 7.63e-01 7.41e-01 7.49e-01 7.79e-01 6.16e-02 2.82e-01
1000 0.5 1 3 8.42e-01 7.81e-01 8.16e-01 8.49e-01 2.87e-02 2.03e-01
5000 0 1 1 7.97e-01 7.94e-01 8.54e-01 8.03e-01 1.62e-03 2.05e-01
5000 0 1 3 8.46e-01 8.32e-01 8.3%e-01 8.46e-01 4.92e-03 1.42e-01
5000 0.5 1 1 7.68e-01 7.60e-01 7.53e-01 7.79e-01 2.46e-02 1.58e-01
5000 0.5 1 3 8.49%e-01 8.19e-01 8.22e-01 8.49%e-01 1.37e-02 1.39e-01
10,000 0 1 1 8.00e-01 7.98e-01 8.54e-01 8.03e-01 9.82e-04 1.69e-01
10,000 0 1 3 8.46e-01 8.40e-01 8.42e-01 8.46e-01 4.53e-03 1.52e-01
10,000 0.5 1 1 7.69e-01 7.64e-01 7.52e-01 7.79e-01 1.45e-02 9.67e-02
10,000 0.5 1 3 8.49e-01 8.33e-01 8.23e-01 8.49e-01 1.10e-02 1.53e-01
20,000 0 1 1 8.00e-01 8.01e-01 8.54e-01 8.03e-01 3.54e-04 9.76e-02
20,000 0 1 3 8.46e-01 8.42e-01 8.42e-01 8.46e-01 3.23e-03 1.26e-01
20,000 0.5 1 1 7.69e-01 7.67e-01 7.54e-01 7.79e-01 7.74e-03 5.15e-02
20,000 0.5 1 3 8.49e-01 8.42e-01 8.21e-01 8.49e-01 1.01e-02 1.42e-01
30,000 0 1 1 8.00e-01 8.00e-01 8.54e-01 8.03e-01 3.22e-04 9.42e-02
30,000 0 1 3 8.46e-01 8.43e-01 8.41e-01 8.46e-01 2.85e-03 1.19e-01
30,000 0.5 1 1 7.70e-01 7.68e-01 7.54e-01 7.79e-01 7.99e-03 5.27e-02
30,000 0.5 1 3 8.49e-01 8.44e-01 8.22e-01 8.49e-01 9.88e-03 1.11e-01
Table 2. Detailed numerical results in the binary-action setup with 8 = 0.5.
n v B o ADR IPW Q-Opt Oracle MSE:ADR MSE:IPW
250 0 0.5 1 8.39%e-01 8.38e-01 8.53e-01 8.78e-01 1.70e-02 8.63e-02
250 0 0.5 3 9.11e-01 8.25e-01 8.79e-01 9.25e-01 2.42e-02 6.63e-02
250 0.5 0.5 1 8.32e-01 8.33e-01 8.02e-01 8.76e-01 3.51e-02 8.27e-02
250 0.5 0.5 3 9.18e-01 8.61e-01 8.78e-01 9.27e-01 2.51e-02 6.85e-02
500 0 0.5 1 8.73e-01 8.49e-01 8.71e-01 8.78e-01 5.50e-03 8.11e-02
500 0 0.5 3 9.23e-01 8.66e-01 8.79e-01 9.25e-01 5.76e-03 6.60e-02
500 0.5 0.5 1 8.69e-01 8.62e-01 8.11e-01 8.76e-01 3.23e-02 7.54e-02
500 0.5 0.5 3 9.23e-01 8.77e-01 8.84e-01 9.27e-01 1.44e-02 6.07e-02
1000 0 0.5 1 8.78e-01 8.71e-01 8.74e-01 8.78e-01 4.50e-03 8.06e-02
1000 0 0.5 3 9.25e-01 8.75e-01 8.87e-01 9.25e-01 6.67e-03 5.76e-02
1000 0.5 0.5 1 8.73e-01 8.70e-01 8.16e-01 8.76e-01 2.25e-02 7.19e-02
1000 0.5 0.5 3 9.27e-01 8.88e-01 8.84e-01 9.27e-01 8.94e-03 5.64e-02
5000 0 0.5 1 8.81e-01 8.79¢e-01 8.79%e-01 8.78e-01 1.29e-03 5.56e-02
5000 0 0.5 3 9.25e-01 9.11e-01 8.98e-01 9.25e-01 3.20e-03 4.40e-02
5000 0.5 0.5 1 8.78e-01 8.75e-01 8.30e-01 8.76e-01 8.48e-03 5.35e-02
5000 0.5 0.5 3 9.27e-01 9.13e-01 8.91e-01 9.27e-01 6.35e-03 3.63e-02
10,000 0 0.5 1 8.81e-01 8.80e-01 8.80e-01 8.78e-01 8.70e-04 4.33e-02
10,000 0 0.5 3 9.25e-01 9.20e-01 8.99e-01 9.25e-01 2.26e-03 4.26e-02
10,000 0.5 0.5 1 8.78e-01 8.76e-01 8.33e-01 8.76e-01 4.72e-03 3.07e-02
10,000 0.5 0.5 3 9.27e-01 9.19e-01 8.93e-01 9.27e-01 5.77e-03 3.27e-02
20,000 0 0.5 1 8.81e-01 8.81e-01 8.80e-01 8.78e-01 5.51e-04 3.09e-02
20,000 0 0.5 3 9.25e-01 9.21e-01 9.01e-01 9.25e-01 1.56e-03 3.37e-02
20,000 0.5 0.5 1 8.78e-01 8.77e-01 8.36e-01 8.76e-01 2.96e-03 1.56e-02
20,000 0.5 0.5 3 9.27e-01 9.21e-01 8.95e-01 9.27e-01 4,57e-03 3.48e-02
30,000 0 0.5 1 8.81e-01 8.81e-01 8.80e-01 8.78e-01 2.63e-04 1.87e-02
30,000 0 0.5 3 9.25e-01 9.24e-01 9.02e-01 9.25e-01 1.46e-03 2.83e-02
30,000 0.5 0.5 1 8.78e-01 8.77e-01 8.36e-01 8.76e-01 2.20e-03 1.18e-02
30,000 0.5 0.5 3 9.27e-01 9.25e-01 8.93e-01 9.27e-01 3.75e-03 2.98e-02

NOTE: In the fifth to the eighth columns, we show the value of the best learned policy using ADR, weighted IPW, and Q-Opt against the value of the oracle (oracle) best policy
in the prespecified policy class, with all value estimates evaluated using a Monte Carlo rollout with 20,000 repeats. In the right two columns, we show the mean-squared
error of the value estimates averaged across all policies in the policy class. Results are averaged across 50 runs and rounded to two decimal places. Numbers listed are

accurate up to the second displaying digit due to sampling errors.

o = 1,8 = 1,and v = 0.5. We compare the performance of
ADR against IPW and Q-Opt with varying numbers of offline
trajectories. IPW and ADR first evaluate the values of the poli-
cies in the policy class, and so we plot the MSE of their policy
estimates averaged across all policies in the policy class in the

right plot; it is not applicable for Q-Opt which seeks to learn the
optimal policy directly.

To gain further insight into the poor performance of the
Q-learning baseline, Figure 2 decision rules learned by both
ADR and Q-Opt in a single simulation realization. Specifically,
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Figure 1. We compare the performance of ADR in comparison to IPW and Q-Opt usingo = 1, 8 = 1,and v = 0.5 in the binary treatment setup. We plot the regret (left
figure) relative to the best in-class policy and the average mean-squared error (right figure) of the value estimates for policies in the same policy class across all policies
(both in log-scale). The shaded regions are standard error bars. In the mean-squared error (MSE) plot, the MSE for each policy is computed against an oracle evaluation
using Monte Carlo rollouts using the underlying transition dynamics averaged across 20,000 runs. Both the regret and MSE results are averaged across 50 runs. The x-axis

shows the number of offline trajectories we generate in the observational data.
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Figure 2. A single realization of the best policy learned in the binary action setup case as described in Section 5.1, in the setting of v = 0.5,8 = 5,0 = 1. ADR and the
oracle choose the best in-class policy from the predefined linear policy class, whereas Q-Opt learns the value function via blackbox regression methods and learns a policy
that is not so easy to interpret. At each time step, we plot the value of the state S; from trajectories that have not stopped treating yet.

at each time step, we show the value of the state S; for any
trajectory that has not stopped treatment yet according to the
learned policy; the color coding specifies the policy decision
for each trajectory at the given time step.'® As expected, ADR
learns a linear decision rule, that is, it stops treatment whenever
it crosses the solid black line that parametrizes the policy (for
reference, we also plot the optimal linear decision rule as a
dash-dotted line). In contrast, Q-Opt tries to learn the optimal

6There are fewer trajectories plotted as we move along the time axis,
because once a trajectory has stopped treatment, it would always stop
treatment and there will be no longer decisions made.

(unconstrained) policy, but appears to be quite noisy given the
sample sizes considered here.!”

7As discussed in Section 2.4, one other possible baseline—not considered

here—is to use Q-learning for policy search, that s, to use Q-Eval to evaluate
each policy, and take an argmax over the value estimate for learning. This
would in general enable consistent learning over a structured policy class;
however, this approach is fairly demanding computationally, as it involves
separately estimating policy value for each policy via dynamic program-
ming. One might also ask whether we could make Q-Opt stable and/or
interpretable by using linear regression in the recursive step (42). Doing
so, however, would void any nonparametric consistency guaranteed for Q-
Opt, and in particular would not recover best-in-class linear policies. The
problem is that Q-Opt conflates modeling and policy optimization, rather
than separating out these two steps like ADR; in contrast, we first model
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Figure 3. We compare the performance of ADR in comparison to IPW and Q-Opt in the multiple treatment setup. The plot shows results for o = 1. We plot the regret (left
figure) relative to the best in-class policy and the average mean-squared error (right figure) of the value estimates for policies in the same policy class across all policies
(both in log-scale). The shaded regions In the mean-squared error (MSE) plot, the MSE for each policy is computed against an oracle evaluation using Monte Carlo rollouts
under the underlying transition dynamics averaged across 20,000 runs. Both the regret and MSE results are averaged across 50 runs. The x-axis shows the number of offline

trajectories we generate in the observational data.

Table 3. Detailed numerical results in the multiple-action setup.

n o ADR IPW Q-Opt Oracle MSE:ADR MSE:PW

250 0 1.65e-01 1.40e-01 5.88¢-02 2.65¢-01 1.79e-01 1.35e+00
250 05 1.24e-01 9.13e-02 5.85€-02 26701 1.83e-01 1.26e+00
250 1 1.17e-01 8.94e-02 8.67e-02 2.54e-01 1.97e-01 1.38e+00
500 0 1.88e-01 1.14e-01 1.08e-01 2.65¢-01 8.74e-02 6.39-01
500 05 1.72e-01 1.13e-01 1.00e-01 26701 8.30e-02 6.55€-01
500 1 1.48e-01 9.30e-02 1.04e-01 2.54e-01 9.00e-02 6.12e-01
1000 0 1.98e-01 1.52e-01 1.38e-01 2.65¢-01 3.55e-02 2.78e-01
1000 05 1.99e-01 1.40e-01 1.15e-01 26701 4.28e-02 3.28¢-01
1000 1 1.83e-01 1.54e-01 138e-01 2.54e-01 4.26e-02 3.65€-01
5000 0 2.35e-01 1.94e-01 22301 2.65¢-01 7.04e-03 5.99-02
5000 05 2.21e-01 2.09¢-01 2.02¢-01 26701 7.47¢-03 6.36e-02
5000 1 2.26e-01 1.75e-01 1.97e-01 2.54e-01 8.21e-03 6.43-02
10,000 0 2.49¢-01 2.19¢-01 243e-01 2.65¢-01 3.36-03 3.04e-02
10,000 05 2.36e-01 2.06e-01 22201 26701 3.95e-03 3.27e-02
10,000 1 2.27e-01 1.88e-01 2.15€-01 2.54e-01 4.68e-03 3.14e-02
20,000 0 2.47e-01 2.20e-01 2.62e-01 2.65¢-01 1.75e-03 151e-02
20,000 05 2.45e-01 2.08e-01 23901 26701 2.02¢-03 147e-02
20,000 1 2.35e-01 2.22e-01 2.35e-01 2.54e-01 2.92¢-03 1.46e-02

NOTE: In the third to the sixth columns, we show the value of the best learned policy using ADR, IPW, and Q-Opt against the value of the oracle best policy in the prespecified
policy class, with all value estimates evaluated using a Monte Carlo rollout with 20,000 repeats. In the right two columns, we show the mean-squared error of the value
estimates averaged across all policies in the policy class. Results are averaged across 50 runs and rounded to two decimal places. Numbers listed are accurate up to the

second displaying digit due to sampling errors.

5.2. Multiple Treatment Choices

In the second setup, we consider multiple treatment choices.
Our design here is motivated by a healthcare setting where,
once a doctor starts treatment, they can choose between a more
effective but more invasive treatment with strong side effects,
or a less effective but less invasive treatment. More specifically,
imagine a cancer patient’s state at time ¢ is modeled by X;, Y3,
and Z, where X; is the general health state, Y; is the state of a
tumor, and Z is not time-dependent but models the category of
the patients for which lifespan differs. In particular, if Z = 0,
a patient always dies immediately; if Z = 1, a patient always
survives until the end of a trial; if Z = 2, the patient’s lifespan has

Inow and finext using appropriately flexible method and then choose
policy 7 in a separate optimization step where we can enforce structure.

astrong dependency on Y;, which we detail below. There are two
treatment choices, one noninvasive (A; = 1) and one invasive
(A¢ 2). The noninvasive option lessens the severity of the
tumor, and the invasive option completely removes the tumor,
but exacerbates a patient’s general health conditions. The final
outcome is denoted by R, which is the lifetime of a patient, and
we seek a policy 7 that maximizes E; [R]. We consider horizon
T = 10. The data is generated via the following hidden Markov
process, where X; and Y; are unobserved:

X1 ~ Exp(1)

Y; ~ 0.5Exp(3)

Z ~ Multinomial(0.3, 0.3, 0.4)
Li=1

Z=1:Li11 =0,
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Figure 4. Comparison of ADR, IPW, AIPW, and Q-Eval for estimating the value improvement of the best in-class policy over the never stop policy. The left panel is in the
setting of Figure 1 for the binary-treatment setup while the right panel is in the setting of Figure 3 for the multiple-treatment setup. The top two figures compare the
average value estimates of the optimal policy, with the black solid line denotes the true value improvement of the optimal policy via Monte Carlo simulations over 20,000
trials. The bottom two figures are the mean squared errors (MSE) of the value estimates on learning the optimal policy. The results here are averaged across 50 independent
runs, and the shaded regions denote sampling error.

Z=22Lt+1=1
Z=3:Lt+1=0

L;

=0;

otherwise,

if

Liy1 ~ Bernoulli(1y,<5 exp(—0.02Y;)
+ 1s5.y,<14 €xp(—0.06Y}))

Ay
Yin1
Ay
Yen1
Ay
Yigr
X
%

=0:Xp+1 = |X¢ + oy
= |Yt + OSXt + th
=1:Xp41 = |X¢ + oy

= |05Yt + O't|

(43)

(44)

=2: X1 = Xy + |max(X7, 1.5X,) + 0 — X |

=0

= max (0, min (Xmax, Xt + U)) >
— max (0, min (Ymaxy Yt + V))

R=min{t:L; =0} — 1,
Xmax = 10,  Ypmax = 16,

ot ~ N(0,0.25), v~ N(0,62), (45)

where L is an indicator for whether the patient is alive at time .

In this setting, the treatment assignment mechanism is based
on sequential randomization in the data such that there are
roughly equal number of trajectories that start treating at each
time with either treatment option. Note that the states we
observe is X; and Y;, which is the original states added with
noise, making our setup non-Markovian. We consider the fol-
lowing linear thresholding class: 6, X + 6,Y} + 63t > 0y is the
region in which we start treatment. If in addition, 65X +6sY; +
67t > 0Og, we use the invasive treatment and otherwise, use the
noninvasive treatment. We search over the eight parameters in
the policy class with a grid search, with details in Appendix B in
the supplementary materials.



We compare running the ADR policy optimization proce-
dure (as shown in Section 2.3) against IPW and Q-Opt. Like
the binary-action setup, we again estimate the oracle value of all
policies in the policy class with Monte Carlo rollouts averaged
across 20,000 times.

In Figure 3, we see that for both the best value learned
and the average mean-squared error, ADR outperforms IPW.
We also include the complete set of results with varying noise
parameter o in Table 3 in Appendix B in the supplementary
materials. Interestingly, we see that in very large samples Q-
Opt becomes competitive with ADR. One possible explanation
for this is that ADR is only allowed to use linear thresholding
policies whereas Q-Opt learns over arbitrary policies—and, in
large samples, the increased expressivity of Q-Opt may become
helpful.

5.3. Policy Learning Versus Policy Evaluation

Throughout this article, we have focused on ADR as a method
for policy learning, and have emphasized that ADR is well suited
to policy learning by empirical maximization because it can
evaluate any policy in the policy class IT using a single set of
universal scores as in (14). In contrast, standard DR methods
like AIPW (7) require different nuisance components to evalu-
ate different policies, thus making them less readily applicable to
learning. That being said, it may still be of interest to compare
ADR with AIPW for the task of evaluating a single policy, and to
see whether the form of ADR—optimized for policy learning—
sacrifices accuracy when used for evaluation.

To this end, we revisit the two simulation settings discussed
above. However, instead of trying to learn the best policy, we
simply seek to evaluate how much the optimal policy improves
over a never-treating policy. For ADR and IPW, we use the
same value estimates as were maximized for policy learning. For
AIPW, we use a weighted form of (7) as in Thomas and Brunskill
(2016), with value functions estimated by Q-Eval, that is, by a
backward iteration procedure analogous to (42) that is tailored
to evaluating a specific policy as opposed to finding the best
policy. Finally, we also consider Q-Eval on its own, by averaging
across the learned Q values in the initial state across the initial
state distribution and the action distribution that follows the
policy of interest.

Opverall, as seen in Figure 4, the robust methods—ADR and
ATPW—substantially outperform both IPW and Q-Eval here,
while AIPW is slightly more accurate than ADR. It thus appears
that if the only task of interest is to evaluate a prespecified policy
then AIPW is a good method to start with. However, when
theres also a need to choose the best among many possible
policies, ADR enables us to evaluate different policies via shared
outcome models and so may present a valuable option for learn-
ing via empirical maximization.

Supplementary Materials

The supplementary materials include all proofs and simulation details.
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